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Abstract
Customer-generated reviews on e-commerce websites often con-
tain valuable insights into users’ interests in product genres and
provide a rich source for mining user preferences. However, most
existing neural topic models tend to generate meaningless topics
that have low correlations with product genres. Furthermore, they
often fail to mine user preferences and discover personalized topic
profiles due to the absence of explicit user modeling. To address
these limitations, we propose a novel Genre-aware Personalized
neural Topic Model (GPTM), which incorporates product genre in-
formation into the topic modeling process to ensure the relevance
between mined topics and product genres. Moreover, it could pro-
duce a personalized topic profile for each user by performing user
preference modeling. Extensive experimental results on three pub-
licly available Amazon review corpora validate the effectiveness
of the proposed GPTM in genre-aware topic modeling. Further-
more, GPTM surpasses state-of-the-art baselines in user preference
mining and generating high-quality personalized topic profiles.

CCS Concepts
• Computing methodologies → Information extraction; • In-
formation systems→ Document topic models.

Keywords
Neural Topic Modeling, User Preference Discovery, Text Mining
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1 INTRODUCTION
With the development of e-commerce, customers are increasingly
accustomed to shopping online and sharing their experiences and
opinions on websites. For example, Figure 1 shows review posts
for books (e.g., ‘Everyone Communicates, Few Connect’, ‘Your Health
Destiny’, etc.) from different genres. Such review content often
reflects users’ genre interests and provides a valuable source for
mining user preferences and personalized topics.

As the primary data mining tool, conventional topic models, such
as the Latent Dirichlet Allocation (LDA) [2], and emerging Neural
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[market, success, mindfulness, anxiety, leadership, business, competition, health, brain, management]

Genres Description: Business & Money  Management & Leadership

Personalized topic profile/User preference

It's not enough just work hard. It's not enough
to do a great job. To be successful, you need to
learn how to really communicate with others…
Those who build great companies understand…
markets, or technology, or competition, or…We
aren't in the coffee business, serving people.
We're in the people business, serving coffee…
Management is about persuading people to do
things they do not want to do, while leadership
is about inspiring people to do things they never
thought they could…

This is one of the most practical and readable
book on how mindfulness can improve our well
being and health…Your brain initiates
physiological corrective responses that will bring
your body back into a state of stability. The
problem is not so much stress, but the inability to
manage it and resume stability…This is true for
very aspect of your life and health. You always
have the ability to make empowered choices that
enable your body to heal itself, choices that keep
your stress levels down…

 Your Health Destiny

Genres Description: Health, Fitness & Dieting

Reviewed in the United States on January 11, 2023
Purchase:    $4.36

 Everyone Communicates, Few Connect

Reviewed in the United States on August 16, 2015
Purchase:    $1.35

Review Review

Figure 1: Review examples posted by a user tomultiple books
with various genres, words in green and red are related to
‘Business & Money’ and ‘Management & Leadership’ genres,
and blue words denote the ‘Health, Fitness & Dieting’ genre.

Topic Models (NTM) like the Embedding Clustering Regularization
Topic Model (ECRTM) [41] have been extensively explored. Notably,
contextualized neural topic models, such as the Contextualized
Topic Modeling with Negative sampling (CTMNeg) [1] and the
Contextualized Word Topic Model (CWTM) [7], significantly boost
the topic quality by incorporating pre-trained language models [6,
29]. Nevertheless, none of these approaches is capable of mining
user preferences or discovering personalized topic profiles due to
the absence of explicit user modeling.

To mine user preferences and personalized topic profiles, Liu
et al. propose the Neural Personalized Topic Model (NPTM) [24],
which models personalized topics with a mixture of topic word
distributions weighted by user preference distribution. However, it
falls short in the following aspects when dealing with Amazon 1

reviews: 1). It may produce genre-irrelevant topics, as it is less
capable of incorporating genre description information shown in
Figure 1. 2). It uses the Gaussian prior in the latent topic space,
which is unsuitable for text modeling [37] and leads to incoherent
topics. 3). It follows an autoencoding framework, which often faces
mode collapse [33], thereby sacrificing topic diversity.

Thus, to address the above limitations, we propose the Genre-
aware Personalized neural Topic Model (GPTM), which incorpo-
rates product genre descriptions into the modeling process to gener-
ate genre-aware topics and ensure accurate user preference mining.
Specifically, GPTM utilizes a topic-inference network that creates a
projection from genre-aware text representations to the document-
topic distributions to capture genre-aware topics. To incorporate
genre information, it first employs a pre-trained transformer [6]
to form the genre-aware document representation. Also, topics
1https://amazon.com
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are modeled with Dirichlet distribution to ensure interpretability.
Then, GPTM leverages a user-inference network to produce user
preference distribution over topics, guided by document-topic dis-
tributions of user-generated reviews. After the asynchronous genre-
aware and user-aware contrastive learning, optimized inference
networks (topic and user) could produce genre-aware topics and
user preference distributions over topics, which could be further
employed to construct personalized topic profiles.

The main contributions of this paper could be summarized as:
• We propose the novel Genre-aware Personalized neural

Topic Model (GPTM), which could mine genre-aware topics
and produce personalized topic profiles to indicate user
preference, based on contrastive learning.

• GPTM incorporates genre information into the topic mod-
eling process and ensures relevance between topics and
product genres. Moreover, it utilizes user-aware contrastive
learning for user preference mining.

• Experimental results on three Amazon review datasets re-
veal that the proposed GPTM outperforms state-of-the-art
baselines in terms of topic coherence and diversity, while
maintaining stronger correlations between topics and gen-
res. Moreover, GPTM surpasses the competitive NPTM on
the proposed Personalized Hit Rate (𝑃𝐻𝑅) and Personalized
Genre Correlation (𝑃𝐺𝐶) metrics, demonstrating its superi-
ority in personalized topic modeling and user preference
mining.

2 RELATEDWORK
In this section, we briefly review two related lines of research which
are neural topic modeling and contrastive representation learning.

2.1 Neural Topic Modeling
Neural topic modeling [13], a recently emerged research topic, has
attracted a lot of interest in the Natural Language Processing (NLP)
community and made some progress.

Early pioneers, such as the Neural Variational Document Model
(NVDM) [27] and the Adversarial-neural Topic Model (ATM) [39],
often follow the Bag-of-Words (BOW) assumption and generative
models like VAE [16] and GAN [10]. Followed by NVDM, Srivastava
et al. employed the Logistic-Normal distribution to model topics
and proposed the Neural Variational Latent Dirichlet Allocation
(NVLDA) [34]. On the other hand, Hu et al. extended the ATM and
proposed the Topic Modeling with Cycle-consistent Adversarial
Training (ToMCAT) [14].

Furthermore, scholars have also explored how to boost modeling
performance by incorporating word embeddings and contextual-
ized language models. Wu et al. proposed the Embedding Clustering
Regularization Topic Model (ECRTM) [41] by forcing topic embed-
dings to be centers of the word embeddings clusters. To capture
context information among texts, Adhya et al. utilized a pre-trained
language model to conduct topic inference and proposed the Con-
textualized Topic Model with Negative sampling (CTMNeg) [1]
based on contrastive learning. Fang et al. leveraged the contextual-
ized word embedding from Bert and proposed the Contextualized
Word Topic Model (CWTM) [7]. However, these approaches could

not model user preferences as they do not explicitly incorporate
user information into the modeling process.

To mine personalized topics that reflect user preferences, Liu et
al. incorporated contextualized document representations and user
preferences into the modeling process and proposed the Neural
Personalized Topic Model (NPTM) [24]. And our work differs from
NPTM in the following aspects: 1). Unlike NPTM which is prone to
extract genre-irrelevant topics, GPTM incorporates product genre
descriptions into the modeling process to mine genre-aware topics
and ensure accurate user preferencemining. 2). Unlike NPTMwhich
models topics with Gaussian, GPTM utilizes the Dirichlet prior in
the topic space to enhance the interpretability. 3). GPTM follows
the contrastive learning framework which could tackle the topic
collapse problem.

2.2 Contrastive Representation Learning
Contrastive Representation Learning (CRL), a popular unsupervised
learning paradigm, has recently achieved state-of-the-art perfor-
mance for visual [5] and textual [42] representation learning.

The intuitive idea of CRL is to pull similar samples closer and
push dissimilar samples apart by maximizing the similarities of sim-
ilar samples and minimizing those of dissimilar pairs in a shared
representation space [19, 21, 32]. Recently, contrastive representa-
tion learning has gained significant traction in the NLP community,
and it has been proven to be effective in learning sentence repre-
sentation [3], multi-modal sentiment analysis [26], neural machine
translation [22] and fake news fact checking [44].

Scholars have also explored whether CRL could alleviate mode
collapse [18] and generate diverse samples [20]. Su et al. proposed
a contrastive-based framework [35] for diverse text generation.
Zhong et al. proposed Graph Contrastive Clustering (GCC) [45]
to address the dimension collapse in graph clustering. Thus, we
follow their idea and formulate personalized topic modeling as a
contrastive learning task to alleviate topic collapse.

3 PROBLEM FORMULATION
Given a document corpus 𝐷 = {𝑥𝑖1,𝑢1 , 𝑥𝑖2,𝑢2 , ..., 𝑥𝑖𝑁 ,𝑢𝑁 }, collected
from the reviews posted by a set of 𝑁𝑢 users𝑈 = {𝑢1, 𝑢2, ..., 𝑢𝑁𝑢

} to
a set of 𝑁𝑖 product items 𝐼 = {𝑖1, 𝑖2, ..., 𝑖𝑁𝑖

} (each item is associated
with multiple genre categories in the genre set 𝐺 = {𝑔1, 𝑔2, ..., 𝑔𝐾 },
as shown in Figure 1). For the item 𝑖 in 𝐼 , 𝐺𝑖 = {𝑔1

𝑖
, 𝑔2
𝑖
, ..., 𝑔𝑁

𝑖

𝑖
}

represents its genre set which contains 𝑁 𝑖 ≥ 1 genres in 𝐺 . For
the 𝑛-th (𝑛 ∈ {1, 2, ..., 𝑁 }) document 𝑥𝑖𝑛,𝑢𝑛 in 𝐷 , it is the review
content posted by 𝑢𝑛 to the item 𝑖𝑛 . Here, 𝑢𝑛 ∈ 𝑈 and 𝑖𝑛 ∈ 𝐼

mean user and item attached to 𝑛-th review. The aims of our work
are: 1). Mining a set of 𝐾 genre-aware topics that are semantically
consistent with genres in 𝐺 . 2). For each user 𝑢 ∈ 𝑈 , inferring
the user preference distribution ®𝑝𝑢 over topics and producing a
personalized topic profile ®𝜙𝑢 that reflects his/her interests.

4 METHODOLOGIES
As shown in Figure 2 (a), our proposed Genre-aware Personalized
neural Topic Model (GPTM) contains four components which are:
1). Text Augmentation and Representation module (top-left): It first
conducts text augmentation for each review 𝑥𝑖,𝑢 ∈ 𝑋 to build se-
mantically consistent pair 𝑥𝑎

𝑖,𝑢
and 𝑥𝑏

𝑖,𝑢
. Then, a transformer T
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Text Augmentation and  Representation

Augmented Document

Weight
Sharing

Topic Inference and Genre Contrastive Prior Matching
Document-topic distribution

User-aware
Contrastive

Learning

Genre-aware
Contrastive

Learning

Preference Inference and User Contrastive
Preference Distribution

Genre-aware Text Representation

Transformer Language Model

weighted sum

Genre-aware Text Representation

0 0.25 0.4 0.1 0 0 0.25 0

(a) The framework of Genre-aware Personalized Topic Model (GPTM) (b) Genre-aware Text Representation Procedure

Personalized document-topic distribution

Detailed Design of Genre-aware Text Representation Procedure
workflow of user preference modeling
workflow of genre-aware topic modeling

normalized similarity vector

Figure 2: The framework of GPTM (a) and details of Genre-aware Text Representation (b). In sub-figure (a), black arrows denote
the workflow of genre-aware topic modeling, and blue dashed arrows represent the workflow of user preference modeling.

Table 1: Key notations and illustrations.

Symbol Description
Data Representation and Distribution

𝐷 a collection of 𝑁 reviews posted by users
𝑉 vocabulary size of corpus 𝐷
𝑋 a batch of reviews in the corpus 𝐷
𝐺𝑖 a set of 𝑁 𝑖 genres in𝐺 associated with item 𝑖

𝑈 ,𝐼 ,𝐺 a set of 𝑁𝑢 , 𝑁𝑖 , 𝐾 users, items, genre categories
𝑁𝑢 , 𝑁𝑖 the number of users, product items in the corpus

𝑋 ∗ = 𝑋𝑎 ∪ 𝑋𝑏 two batches of augmented reviews from 𝑋

Θ = Θ𝑎 ∪ Θ𝑏 inferred document-topic distributions of 𝑋 ∗

Θ′ = Θ′𝑎 ∪ Θ′𝑏 inferred personalized document-topic distributions of 𝑋 ∗

Model Parameters
𝑥𝑖,𝑢 review posted by user 𝑢 to the item 𝑖

T transformer language model for text representation
𝐻𝑉 dimension of transformer embeddings
𝐻 hidden units of inference networks I𝑡 and I𝑢

I𝑡 , I𝑢 topic-inference network, user-inference network
®𝜙𝑢 personalized topic profile/word distribution of user 𝑢
®𝑒𝑑𝑖 contextualized representation of genre descriptions of item 𝑖

𝑥𝑎
𝑖,𝑢

, 𝑥𝑏
𝑖,𝑢

augmented semantically consistent text pair of 𝑥𝑖,𝑢
®𝑒𝑎
𝑖,𝑢

, ®𝑒𝑏
𝑖,𝑢

genre-aware text representations of 𝑥𝑎
𝑖,𝑢

and 𝑥𝑏
𝑖,𝑢

®𝜃𝑎
𝑖,𝑢

, ®𝜃𝑏
𝑖,𝑢

document-topic distributions of augmented 𝑥𝑎
𝑖,𝑢

and 𝑥𝑏
𝑖,𝑢

®𝑝𝑎𝑢 , ®𝑝𝑏𝑢 preference distribution of user 𝑢 (correspond to ®𝜃𝑎
𝑖,𝑢

, ®𝜃𝑏
𝑖,𝑢

)
®𝜃 ′𝑎
𝑖,𝑢

, ®𝜃 ′𝑏
𝑖,𝑢

personalized document-topic distributions of ®𝜃𝑎
𝑖,𝑢

and ®𝜃𝑏
𝑖,𝑢

𝑊𝑠 = {𝑤1
𝑠 ,𝑤

2
𝑠 ,𝑤

3
𝑠 } selected word set from review 𝑥𝑖,𝑢 for augmentation

𝑑𝑖 = [𝑤𝑖1,𝑤
𝑖
2, ...,𝑤

𝑖
𝑁𝑑𝑖

] genres description of the item 𝑖 (contain 𝑁𝑑𝑖 words)

𝐼𝑔 (·, ·),𝐼𝑢 (·, ·) genre, user indicator function
L𝐺𝑐

, L𝑈𝑐
genre-aware, user-aware contrastive objectives of 𝑋 ∗

L𝑀𝑔
,L𝑀𝑢

genre-aware, user-aware matching objectives of 𝑋 ∗

𝜆1,𝜆2 coefficient hyper-parameters in Eq. 17 and Eq. 18
L𝑇𝑀 ,L𝑈𝑀 objectives of genre-aware topic modeling and user modeling
𝐶 ∈R𝐾×𝑉 correlation matrix between topics and words
Φ∈R𝐾×𝑉 topic word distribution matrix

is utilized to build genre-aware text representations ®𝑒𝑎
𝑖,𝑢

and ®𝑒𝑏
𝑖,𝑢
,

which convey genre information of item 𝑖 , for augmented pair.
2). Topic Inference and Genre Contrastive module (top-middle):
Feeding with text representations ®𝑒𝑎

𝑖,𝑢
and ®𝑒𝑏

𝑖,𝑢
, it infers document-

topic distributions ®𝜃𝑎
𝑖,𝑢

and ®𝜃𝑏
𝑖,𝑢

with the topic-inference network
I𝑡 . Besides, it conducts genre-aware contrastive learning to capture

genre-aware topics among texts. 3). Preference Inference and User
Contrastive module (bottom-left): Firstly, it infers preference distri-
butions ®𝑝𝑎𝑢 and ®𝑝𝑏𝑢 for user 𝑢 with the user-inference network I𝑢 .
Then, together with inferred document-topic distributions, it con-
structs personalized document-topic distributions ®𝜃 ′𝑎

𝑖,𝑢
and ®𝜃 ′𝑏

𝑖,𝑢
to

conduct user-aware contrastive learning for user preference mining.
4). Dirichlet Prior Matching module (right): It matches the inferred
document-topic distributions and personalized document-topic dis-
tributions to the Dirichlet prior 𝐷𝑖𝑟 ( ®𝜃 ′′ | ®𝛼) in the latent topic space.
This will ensure the interpretability of mined topics during (genre
and user) contrastive learning. Also, Figure 2 (b) depicts the design
of the genre-aware text representation mechanism. The function-
alities of each component will be discussed in more detail below.
For the sake of presentation, Table 1 lists the key notations and
illustrations, the left column lists appeared symbols, and the right
column is the corresponding illustrations.

4.1 Text Augmentation and Representation
Since maintaining semantic consistency is crucial for contrastive
representation learning, we follow Feng et al. [8] and use a Word-
Net 2 based text augmentation procedure. In detail, for each doc-
ument 𝑥𝑖,𝑢 = [𝑤1,𝑤2, ...,𝑤𝑁𝑥

] in 𝐷 , which contains 𝑁𝑥 words, its
augmentation process could be summarized as:

(1) Randomly select three words𝑊𝑠 = {𝑤1
𝑠 ,𝑤

2
𝑠 ,𝑤

3
𝑠 } from 𝑥𝑖,𝑢 ;

(2) For each word 𝑤𝑠 in the selected𝑊𝑠 , obtain its synonym
set synset(𝑤𝑠 ) with WordNet;

(3) From each synset(𝑤𝑠 ), randomly select a substitute word
to replace the𝑤𝑠 in the document 𝑥𝑖,𝑢 .

Thus, GPTM could build a pair of semantically similar augmented
documents 𝑥𝑎

𝑖,𝑢
and 𝑥𝑏

𝑖,𝑢
by conducting the above augmentation

twice.

2https://wordnet.princeton.edu/
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To incorporate genre-categories information 𝐺𝑖 = {𝑔1
𝑖
, ..., 𝑔𝑁

𝑖

𝑖
}

of reviewed item 𝑖 , we devise a genre-aware text representation
mechanism as shown in Figure 2 (b). Specifically, for the document
𝑥𝑖,𝑢 , we first construct its genre description 𝑑𝑖 = [𝑤𝑖1,𝑤

𝑖
2,...,𝑤

𝑖
𝑁𝑑𝑖

] by
concatenating genre names in𝐺𝑖 and obtain its embedding ®𝑒𝑑𝑖 with:

[®𝑒𝑖1, ®𝑒
𝑖
2, ..., ®𝑒

𝑖
𝑁𝑑𝑖

] = T ([𝑤𝑖1,𝑤
𝑖
2, ...,𝑤

𝑖
𝑁𝑑𝑖

]) (1)

®𝑒𝑑𝑖 =
1
𝑁𝑑𝑖

∑︁𝑁𝑑𝑖

𝑙=1
®𝑒𝑖
𝑙

(2)

where 𝑁𝑑𝑖 means the number of words in genre description of item
𝑖 , and ®𝑒𝑖

𝑙
is the contextualized word representation of the 𝑙-th word

in 𝑑𝑖 .
Then, under the guidance of ®𝑒𝑑𝑖 , we generate the genre-aware

text representation ®𝑒𝑥 ′ for the augmented document 𝑥 ′ ∈ {𝑥𝑎
𝑖,𝑢
, 𝑥𝑏
𝑖,𝑢

},
which contains word sequence [𝑤 ′

1,𝑤
′
2, ...,𝑤

′
𝑁𝑥 ′

], by weighting
their contextualized word representations with the semantic simi-
larities between words and genre description. Concretely, ®𝑒𝑥 ′ could
be calculated with formulas:

[ ®𝑒′1, ®𝑒′2, ..., ®𝑒′𝑁𝑥 ′ ] = T ([𝑤 ′
1,𝑤

′
2, ...,𝑤

′
𝑁𝑥 ′

]) (3)

[𝑎1, ..., 𝑎𝑁𝑥 ′ ] = softmax( [cos( ®𝑒′1, ®𝑒𝑑𝑖 ), ..., cos( ®𝑒′𝑁𝑥 ′ , ®𝑒𝑑𝑖 )]) (4)

®𝑒𝑥 ′ =
∑︁𝑁𝑥 ′

𝑙=1
𝑎𝑙 · ®𝑒′𝑙 (5)

where 𝑁𝑥 ′ denotes the number of words in 𝑥 ′, ®𝑒′𝑙 represents the
contextualized word representation of the 𝑙-th word in 𝑥 ′, 𝑎𝑙 is the
normalized similarity between word𝑤 ′

𝑙
and genre description 𝑑𝑖 .

4.2 Topic Inference and Genre Contrastive
To infer document-topic distributions for augmented pairs, GPTM
projects their genre-aware text representations into the topic space
with a topic-inference network I𝑡 . Concretely, for the augmented
document 𝑥𝑎

𝑖,𝑢
, its document-topic distribution ®𝜃𝑎

𝑖,𝑢
could be inferred

with formula:
®𝜃𝑎𝑖,𝑢 = I𝑡 (®𝑒𝑥𝑎

𝑖,𝑢
) (6)

where ®𝑒𝑥𝑎
𝑖,𝑢

is the genre-aware text representation of 𝑥𝑎
𝑖,𝑢
, and ®𝜃𝑏

𝑖,𝑢

could be generated similarly.
Besides, to mine genre-aware topics and ensure that documents

with different genres are inferred to distinctive document-topic
distributions, the topic-inference network I𝑡 is trained with genre-
aware contrastive learning.

Specifically, given a batch of documents𝑋 = {𝑥𝑖1,𝑢1,𝑥𝑖2,𝑢2,...,𝑥𝑖𝑀 ,𝑢𝑀 },
we perform text augmentation twice for each document and gener-
ate a set of 2𝑀 augmented documents𝑋 ∗ = 𝑋𝑎∪𝑋𝑏 = {𝑥𝑎

𝑖1,𝑢1
, 𝑥𝑏
𝑖1,𝑢1

,

𝑥𝑎
𝑖2,𝑢2

, 𝑥𝑏
𝑖2,𝑢2

, ..., 𝑥𝑎
𝑖𝑀 ,𝑢𝑀

, 𝑥𝑏
𝑖𝑀 ,𝑢𝑀

}. For each document 𝑥𝑎
𝑖𝑙 ,𝑢𝑙

(1≤ 𝑙 ≤𝑀),
we choose the 𝑥𝑏

𝑖𝑙 ,𝑢𝑙
to construct the positive pair (𝑥𝑎

𝑖𝑙 ,𝑢𝑙
,𝑥𝑏
𝑖𝑙 ,𝑢𝑙

). On
the other hand, we only select the document 𝑥𝑖∗,𝑢∗ with differ-
ent genre in 𝑋 ∗ to form the negative pairs (𝑥𝑎

𝑖𝑙 ,𝑢𝑙
, 𝑥𝑖∗,𝑢∗ ), where

𝐺𝑖∗ ∩𝐺𝑖𝑙 = ∅.
Thus, the genre-aware contrastive objective 𝐿𝑎

𝑙
(𝑔𝑐 ) of document

𝑥𝑎
𝑖𝑙 ,𝑢𝑙

could be computed with:

𝐿𝑎
𝑙
(𝑔𝑐 ) = − log

𝑒𝑠 (
®𝜃𝑎
𝑙
, ®𝜃𝑏
𝑙
)/𝜏𝑔∑𝑀

𝑗=1[𝐼𝑔 (𝑙, 𝑗) ·𝑒
𝑠(®𝜃𝑎

𝑙
, ®𝜃𝑎

𝑗
)/𝜏𝑔 +𝐼𝑔 (𝑙, 𝑗) ·𝑒𝑠 (

®𝜃𝑏
𝑙
, ®𝜃𝑏

𝑗
)/𝜏𝑔 ]

(7)

where 𝑠 (·, ·) means cosine similarity, 𝜏𝑔 is the temperature parame-
ter of genre-aware contrastive learning, ®𝜃𝑎

𝑙
is abbreviated to ®𝜃𝑎

𝑖𝑙 ,𝑢𝑙
which means the inferred document-topic distribution of 𝑥𝑎

𝑖𝑙 ,𝑢𝑙
, and

𝐼𝑔 (𝑙, 𝑗) is the genre indicator function defined as:

𝐼𝑔 (𝑙, 𝑗) = 𝐼𝑔 (𝑖𝑙 , 𝑖 𝑗 ) =
{1, 𝐺𝑖𝑙 ∩𝐺𝑖 𝑗 = ∅
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(8)

Generally, the genre-aware contrastive objective of the aug-
mented document set 𝑋 ∗ could be calculated with:

L𝐺𝑐
=

1
2𝑀

∑︁𝑀

𝑙=1
[𝐿𝑎
𝑙
(𝑔𝑐 ) + 𝐿𝑏𝑙 (𝑔𝑐 )] (9)

4.3 Preference Inference and User Contrastive
Aiming at inferring user preference distributions over topics, GPTM
utilizes a user-inference network I𝑢 to capture their interests. For
each document 𝑥𝑖,𝑢 posted by user 𝑢, the user preference distribu-
tion ®𝑝𝑢 could be inferred with:

®𝑝𝑢 = I𝑢 (𝑜𝑛𝑒-ℎ𝑜𝑡 [𝑢]) (10)

where 𝑜𝑛𝑒-ℎ𝑜𝑡 [𝑢] represents the one-hot encoding of user 𝑢, pref-
erence distributions ®𝑝𝑎𝑢 and ®𝑝𝑏𝑢 of augmented documents (𝑥𝑎

𝑖,𝑢
and

𝑥𝑏
𝑖,𝑢

) are equal to ®𝑝𝑢 . Furthermore, the personalized document-topic

distribution ®𝜃 ′
𝑎

𝑖,𝑢 of augmented document 𝑥𝑎
𝑖,𝑢

could be computed
with formulation:

®𝜃 ′
𝑎

𝑖,𝑢 = 𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙 ( ®𝑝𝑎𝑢 ⊙ ®𝜃𝑎𝑖,𝑢 ) (11)

where ⊙ represents the element-wise product, and ®𝜃 ′
𝑏

𝑖,𝑢 could be
generated via Eq. 11.

To enable I𝑢 to capture the user’s interests, GPTM employs user-
aware contrastive learning to help I𝑢 distinguish the preferences of
different users. In detail, given a set of 2𝑀 augmented documents
𝑋 ∗, for each document 𝑥𝑎

𝑖𝑙 ,𝑢𝑙
, we select the matched 𝑥𝑏

𝑖𝑙 ,𝑢𝑙
to build

the positive pair (𝑥𝑎
𝑖𝑙 ,𝑢𝑙

, 𝑥𝑏
𝑖𝑙 ,𝑢𝑙

). Contrarily, we only select the docu-
ment 𝑥𝑖+,𝑢+ , posted by other users to a different genre item, in 𝑋 ∗

to construct negative pairs (𝑥𝑎
𝑖𝑙 ,𝑢𝑙

, 𝑥𝑖+,𝑢+ ). Here, 𝐺𝑖+ ∩𝐺𝑖𝑙 = ∅ and
𝑢+ ≠ 𝑢𝑙 .

Thus, the user-aware contrastive objective 𝐿𝑎
𝑙
(𝑢𝑐 ) of augmented

document 𝑥𝑎
𝑖𝑙 ,𝑢𝑙

could be calculated with:

𝐿𝑙
𝑎(𝑢𝑐)=− log

𝑒𝑠 (
®𝜃 ′
𝑎

𝑙 ,
®𝜃 ′
𝑏

𝑙 )/𝜏𝑢∑𝑀
𝑗=1[𝐼𝑢 (𝑙, 𝑗) ·𝑒

𝑠 ( ®𝜃 ′
𝑎

𝑙 ,
®𝜃 ′
𝑎

𝑗 )/𝜏𝑢 +𝐼𝑢(𝑙, 𝑗) ·𝑒𝑠 (
®𝜃 ′
𝑏

𝑙 ,
®𝜃 ′
𝑏

𝑗 )/𝜏𝑢 ]
(12)

where 𝜏𝑢 denotes the temperature parameter of user-aware con-
trastive learning, ®𝜃 ′

𝑎

𝑙 is abbreviated to the personalized document-
topic distribution ®𝜃 ′

𝑎

𝑖𝑙 ,𝑢𝑙
, computed with Eq. 11, and 𝐼𝑢 (𝑙, 𝑗) is the

user indicator function defined with:

𝐼𝑢 (𝑙, 𝑗) = 𝐼𝑢 (𝑖𝑙 , 𝑢𝑙 , 𝑖 𝑗 , 𝑢 𝑗 ) =
{1, 𝐺𝑖𝑙 ∩𝐺𝑖 𝑗 = ∅ 𝑎𝑛𝑑 𝑢𝑙 ≠ 𝑢 𝑗
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(13)

Likewise, the user-aware contrastive objective of augmented set
𝑋 ∗ could be computed with:

L𝑈𝑐
=

1
2𝑀

∑︁𝑀

𝑙=1
[𝐿𝑎
𝑙
(𝑢𝑐 ) + 𝐿𝑏𝑙 (𝑢𝑐 )] (14)

4
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4.4 Dirichlet Prior Matching
As Wallach et al. [38] argue that modeling topics with Dirichlet
distribution helps to capture multiple patterns in texts and ensure
interpretability, GPTM employs the Maximum Mean Discrepancy
(MMD) [11] to match inferred document-topic distributions to the
Dirichlet prior during genre-aware contrastive learning procedure.

Concretely, given a set of 2𝑀 inferred document-topic distribu-
tionsΘ=Θ𝑎∪Θ𝑏 = { ®𝜃1, ®𝜃2, ..., ®𝜃2𝑀−1, ®𝜃2𝑀 } 3 and a randomly sampled
set Θ′′ = { ®𝜃 ′′1, ®𝜃 ′′2, ..., ®𝜃 ′′2𝑀 } from the 𝐷𝑖𝑟 ( ®𝜃 ′′ | ®𝛼), we follow [11]
to estimate the genre-aware matching objective L𝑀𝑔

with:

L𝑀𝑔
=

1
2𝑀(2𝑀−1)

∑︁
𝑝≠𝑞

[𝑘 ( ®𝜃𝑝 , ®𝜃𝑞)+𝑘 ( ®𝜃 ′′𝑝 , ®𝜃 ′′𝑞 )]−
1

2𝑀2

∑︁
𝑝,𝑞

𝑘 ( ®𝜃𝑝 , ®𝜃 ′′𝑞 ) (15)

where𝑀 is batch size. Likewise, in user-aware contrastive learning,
the inferred personalized document-topic distributions Θ′ = Θ′𝑎 ∪
Θ′𝑏 = { ®𝜃 ′1, ®𝜃 ′2, ..., ®𝜃 ′2𝑀−1, ®𝜃 ′2𝑀 } 4 are matched to 𝐷𝑖𝑟 ( ®𝜃 ′′ | ®𝛼). The
user-aware matching objective L𝑀𝑢

is computed with:

L𝑀𝑢
=

1
2𝑀(2𝑀−1)

∑︁
𝑝≠𝑞

[𝑘 ( ®𝜃 ′𝑝 , ®𝜃 ′𝑞)+𝑘 ( ®𝜃 ′′𝑝 , ®𝜃 ′′𝑞 )]−
1

2𝑀2

∑︁
𝑝,𝑞

𝑘(®𝜃 ′𝑝 , ®𝜃 ′′𝑞 ) (16)

where 𝑘 (·, ·) means kernel function, we follow Nan et al. [28] and
utilize the diffusion kernel [17].

4.5 Training Objective
As mentioned, the key aims of our proposed GPTM are:

(1) Mining topics relevant to genres with Genre-aware Topic
Modeling;

(2) Mining user preference and producing personalized topic
profiles for each user with User Preference Modeling.

In genre topic modeling, we employ genre-aware contrastive
learning to help topic-inference network I𝑡 capture word patterns
of genres. Meanwhile, we also match inferred document-topic dis-
tributions to the Dirichlet prior for improving topic interpretability.
Thus, the training objective of genre-aware topic modeling could
be formulated as:

L𝑇𝑀 = L𝐺𝑐
+ 𝜆1L𝑀𝑔

(17)

whereL𝐺𝑐
is the genre-aware contrastive objective, computed with

Eq. 9. And the genre-aware matching objective L𝑀𝑔
is calculated

with Eq. 15, 𝜆1 is the coefficient hyper-parameter.
On the other hand, to meet the requirement of user preference

modeling, we conduct user-aware contrastive learning to guide the
user-inference network I𝑢 to discover the user’s interests. Likewise,
we match personalized document-topic distributions to the Dirich-
let distribution to ensure the interpretability of personalized topic
profiles. And the training objective of user preference modeling
L𝑈𝑀 could be formulated as:

L𝑈𝑀 = L𝑈𝑐
+ 𝜆2L𝑀𝑢

(18)

Here, L𝑈𝑐
and L𝑀𝑢

are user-aware contrastive and matching ob-
jectives, which could be computed with Eq. 14 and Eq. 16. And 𝜆2
is the coefficient hyper-parameter. Detailed training procedure of
GPTM and hyper-parameter settings please refer to Appendix A.1.

3Θ equals to { ®𝜃𝑎
𝑖1,𝑢1

, ®𝜃𝑏
𝑖1,𝑢1

, ..., ®𝜃𝑎
𝑖𝑀 ,𝑢𝑀

, ®𝜃𝑏
𝑖𝑀 ,𝑢𝑀

}, we modify notations for simplicity.
4Θ′ equals to { ®𝜃 ′

𝑎

𝑖1,𝑢1 ,
®𝜃 ′
𝑏

𝑖1,𝑢1 , ...,
®𝜃 ′
𝑎

𝑖𝑀 ,𝑢𝑀
, ®𝜃 ′

𝑏

𝑖𝑀 ,𝑢𝑀
}

4.6 Topic Generation
As learned inference networks I𝑡 (topic) and I𝑢 (user) build projec-
tions from the shared word/text representations and the user spaces
to the latent topic space, they could be utilized to mine genre-aware
topics and personalized topic profiles for users.

4.6.1 Genre-aware Topic Generation. For the 𝑣-th (𝑣 ∈ {1, 2, ...,𝑉 })
word in the vocabulary, we first collect its contextualized word
representations of 𝑁 𝑣 appearance in the corpus with an embedding
matrix 𝐸𝑣 ∈ R𝐻𝑉 ×𝑁 𝑣

. Then, the semantic correlation between the
𝑣-th word and topics could be computed with:

®𝑐𝑣 = avg𝑐 (I𝑡 (𝐸𝑣)) (19)

where avg𝑐 (·) denotes column-wise averaging. Similarly, the seman-
tic correlation matrix 𝐶 ∈R𝐾×𝑉 between words and topics could
be calculated. And the topic-word distribution matrix Φ ∈ R𝐾×𝑉

could be obtained with:

Φ = norm𝑐 (𝐶) (20)

where norm𝑐 (·) means column-wise normalization, and the 𝑘-th
row ®𝜙𝑘 is the word distribution of the 𝑘-th topic.

4.6.2 Personalized Topic Generation. For each user 𝑢, the learned
user-inference network I𝑢 could produce his/her preference dis-
tribution ®𝑝𝑢 over topics with Eq.10. Together with mined topic-
distributions in Φ, the personalized topic profile ®𝜙𝑢 of user 𝑢 could
be computed with:

®𝜙𝑢 =
∑︁𝐾

𝑘=1
𝑝𝑘𝑢 · ®𝜙𝑘 (21)

where 𝑝𝑘𝑢 is the 𝑘-th dimension of ®𝑝𝑢 , and it indicates user 𝑢’s
preference to the 𝑘-th topic.

5 EXPERIMENTS
In this section, we first describe the experimental setup, which
contains descriptions of datasets, evaluation metrics and baselines.
Then, we provide comparison results and discussions of genre-
aware topic modeling and user preference modeling. Following
this, the ablation study will be presented lastly.

5.1 Experimental Setup
5.1.1 Datasets. To verify the effectiveness of GPTM on genre-
aware topic modeling and user preference modeling, three Amazon
review datasets (‘Books’ 5, ‘Sports’ 6 and ‘Movies’ 7) are utilized.
For dataset construction, we discard reviews of product items with
low frequency and similar genres, and we only retain users who
posted more than 50/75/200 comments for Movies/Sports/Books
datasets. Besides, we conduct pre-processing like lemmatization
and spell-checking with spaCy 8. Moreover, special characters, cer-
tain punctuations and reviews fewer than 15 words are omitted.
The statistics of processed datasets are presented in Table. 2.

5https://huggingface.co/datasets/McAuley-Lab/Amazon-Reviews-2023/blob/main/
raw/review_categories/Books.jsonl
6https://huggingface.co/datasets/McAuley-Lab/Amazon-Reviews-2023/blob/main/
raw/review_categories/Sports_and_Outdoors.jsonl
7https://huggingface.co/datasets/McAuley-Lab/Amazon-Reviews-2023/blob/main/
raw/review_categories/Movies_and_TV.jsonl
8https://spacy.io/

5

https://huggingface.co/datasets/McAuley-Lab/Amazon-Reviews-2023/blob/main/raw/review_categories/Books.jsonl
https://huggingface.co/datasets/McAuley-Lab/Amazon-Reviews-2023/blob/main/raw/review_categories/Books.jsonl
https://huggingface.co/datasets/McAuley-Lab/Amazon-Reviews-2023/blob/main/raw/review_categories/Sports_and_Outdoors.jsonl
https://huggingface.co/datasets/McAuley-Lab/Amazon-Reviews-2023/blob/main/raw/review_categories/Sports_and_Outdoors.jsonl
https://huggingface.co/datasets/McAuley-Lab/Amazon-Reviews-2023/blob/main/raw/review_categories/Movies_and_TV.jsonl
https://huggingface.co/datasets/McAuley-Lab/Amazon-Reviews-2023/blob/main/raw/review_categories/Movies_and_TV.jsonl
https://spacy.io/
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Table 2: The statistics of processed datasets.

Dataset # Doc # Genre # User # Vocab
Books 11,116 31 30 23,001
Sports 9,374 25 98 10,626
Movies 4,530 20 97 12,670

5.1.2 Topic Evaluation Metrics. We choose four widely utilized
coherence metrics (𝐶𝑃 , 𝐶𝐴 , 𝑁𝑃𝑀𝐼 and𝑈𝐶𝐼 ) [30], computed with
the Palmetto 9 library, and Unique Term (UT) [40] to assess semantic
quality and diversity of topics.

Besides, to evaluate the correlations between mined topics and
genres, we design the Genre Discovered Rate (𝐺𝐷𝑅) and the Genre
Topic Correlation (𝐺𝑇𝐶) metrics based on OpenAI embeddings 10.
Specifically, the 𝐺𝐷𝑅 value could be computed with:

𝐺𝐷𝑅 =
1
𝐾

∑︁𝐾

𝑘=1
max(0, sgn(cos∗ (𝑔𝑘 ,Φ) − 𝜎)) (22)

where 𝜎 is the threshold hyper-parameter, sgn(·) is the sign func-
tion which outputs 1 for positive input, cos∗ (𝑔𝑘 ,Φ) is the maximum
cosine similarity between OpenAI embeddings of the 𝑘-th genre
𝑔𝑘 and topic words. And the 𝐺𝑇𝐶 follows the computation:

𝐺𝑇𝐶 =
1
𝐾

∑︁𝐾

𝑘=1
cos∗ ( ®𝜙𝑘 ,𝐺) (23)

where 𝐺 denotes the genre set, and cos∗ ( ®𝜙𝑘 ,𝐺) is the maximum
cosine similarity between OpenAI embeddings of the 𝑘-th topic and
genres set𝐺 . Here, we use the top 10 words to represent the topic,
and higher values indicate a higher quality of extracted topics.

5.1.3 User Preference Evaluation Metrics. To assess user preference
modeling performance, we design the Personalized Hit Rate (𝑃𝐻𝑅)
and Personalized Genre Correlation (𝑃𝐺𝐶) metrics. Concretely, the
𝑃𝐻𝑅 value could be calculated with:

𝑃𝐻𝑅 =
1
𝑁𝑢

∑︁𝑁𝑢

𝑢=1
count( ®𝜙20𝑢 ∩𝑊𝑢 )

20
(24)

where 𝑁𝑢 means the number of users,𝑊𝑢 denotes a set of words
posted by user 𝑢, ®𝜙𝑢

20
means top 20 words obtained from personal-

ized topic profile ®𝜙𝑢 . And count(·) is the counting function which
returns the size of the input word set. The 𝑃𝐺𝐶 value is defined as:

𝑃𝐺𝐶 =
1
𝑁𝑢

∑︁𝑁𝑢

𝑢=1

∑︁𝐾

𝑘=1
𝑝𝑘𝑢 · cos( ®𝜙20𝑢 , 𝑔𝑘 ) (25)

where 𝑝𝑘𝑢 is the proportion of reviews about 𝑔𝑘 posted by user 𝑢,
which is computed with #𝐷𝑘𝑢/#𝐷𝑢 . Here, #𝐷𝑘 (#𝐷𝑢

𝑘
) is the number

of reviews posted by 𝑢 (related to genre 𝑔𝑘 ). And cos( ®𝜙20𝑢 , 𝑔𝑘 ) is the
cosine similarity between top 20 words of ®𝜙𝑢 and genre 𝑔𝑘 .

5.1.4 Baselines. We choose the following approaches as baselines:
• LDA [2], is the most widely used topic model, which views

document is generated from a mixture of topics 11.
• ASTM [23], is an autoencoding-based approach which uti-

lizes sinkhorn distance to match topic distribution 12.
• CTMNeg [1], is a neural topic model based on contrastive

learning and negative sampling 13.
9https://github.com/dice-group/Palmetto
10https://platform.openai.com/docs/guides/embeddings
11https://mimno.github.io/Mallet/
12https://github.com/AEGISEDGE/ASTM
13https://github.com/adhyasuman/ctmneg

• BERTopic [12], is a topic mining approach based on con-
textualized text representation and clustering 14.

• ECRTM [41], is a neural topic model that regularizes topics
with the optimal transport distance between topic embed-
dings and centers of word embedding clusters 15.

• vONT [43], is a VAE-based approach which models topics
with a mixture of von Mises-Fisher distributions 16.

• BertSenClu [31], is a topic mining approach based on the
Bag-of-Sentences (BoS) assumption 17.

• CWTM [7], is a neural topic model which incorporates
contextualized word representations for topic inference 18.

• NPTM [24], is the first personalized neural topic model
which uses a hybrid generative process to combine user
preferences and contextualized document representations19.

5.2 Genre-aware Topic Evaluation
To validate topic modeling performance of GPTM, we conduct
experiments with two different topic numbers for each dataset. In
small topic number settings (15 topics for Books, 15 topics for Sports
and 10 topics for Movies), we only utilize reviews associated with
selected 15/15/10 genres for Books/Sports/Movies dataset.

The comparison results on four topic coherence metrics (𝐶𝑃 ,𝐶𝐴 ,
𝑁𝑃𝑀𝐼 and 𝑈𝐶𝐼 ) and topic diversity metric 𝑈𝑇 are presented in
Table 3. From statistics, we could observe that the proposed GPTM
outperforms all the baseline approaches for all three datasets on
all five metrics. This may be attributed to the following factors: 1).
Injecting contextualized information among texts into the model-
ing process helps to improve topic quality; 2). The Dirichlet prior
is suitable for modeling topics and enhancing interpretability; 3).
Contrastive learning could alleviate mode collapse and result in
a higher-level topic diversity. The detailed comparison of hyper-
parameter analysis please refer to Appendix A.2.

Besides, to assess the correlations between mined topics and
genres, we compute the Genre Discovered Rate (𝐺𝐷𝑅) and Genre
Topic Correlation (𝐺𝑇𝐶) values, with the topic number set to 31 for
Books, 25 for Sports and 20 for Movies. For the 𝐺𝐷𝑅 metric, we set
the threshold parameter 𝜎 to 0.4, 0.45,0.5, and 0.55 respectively. And
the detailed comparative results are shown in Figure 3. We could ob-
serve that our proposed GPTM outperforms almost all the baselines.
Additionally, with the increase in 𝜎 , GPTM’s performance drops
more slowly than the compared approaches. For the 𝐺𝑇𝐶 metric,
we present the comparison results in Table 4 which also reveal
the superior performance of GPTM. And these improvements on
𝐺𝐷𝑅 and𝐺𝑇𝐶 may be attributed to factors: 1). Incorporating genre
description information helps GPTM ensure relevance between
topics and genres. 2). Genre-aware contrastive learning in GPTM
helps to capture diverse genre-relevant topics, resulting in higher
values on the 𝐺𝐷𝑅 metric. We also provide several topic examples
in Appendix A.3 for comparison.

14https://github.com/MaartenGr/BERTopic
15https://github.com/BobXWu/ECRTM
16https://github.com/xuweijieshuai/Neural-Topic-Modeling-vmf
17https://github.com/JohnTailor/BertSenClu
18https://github.com/Fitz-like-coding/CWTM
19https://github.com/AEGISEDGE/NPTM
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Figure 3: Comparison results on the Genre Discovered Rate (𝑮𝑫𝑹) metric.

Table 3: The comparison on Coherence and Diversitymetrics.

Dataset Books

# Topic 𝐾 = 15 𝐾 = 31

Model 𝐶𝑃 𝐶𝐴 𝑁𝑃𝑀𝐼 𝑈𝐶𝐼 𝑈𝑇 𝐶𝑃 𝐶𝐴 𝑁𝑃𝑀𝐼 𝑈𝐶𝐼 𝑈𝑇

LDA 0.311 0.190 0.066 0.662 0.853 0.256 0.172 0.044 0.292 0.797
ASTM 0.127 0.183 0.024 -0.445 0.693 0.045 0.173 0.006 -0.755 0.677
CTMNeg 0.287 0.196 0.049 0.077 0.967 0.313 0.192 0.057 0.280 0.906
BERTopic 0.355 0.253 0.069 0.230 0.840 0.346 0.230 0.065 0.165 0.842
ECRTM 0.408 0.230 0.077 0.487 0.980 0.099 0.190 0.034 -0.427 0.977
vONT 0.230 0.150 0.040 0.250 0.700 0.168 0.132 0.025 0.150 0.713
NPTM 0.309 0.232 0.082 0.232 0.753 0.251 0.209 0.065 -0.092 0.794
BertSenClu -0.100 0.163 -0.030 -2.017 0.987 -0.221 0.138 -0.044 -2.165 0.990
CWTM 0.446 0.221 0.073 0.258 0.913 0.360 0.196 0.062 0.286 0.835
GPTM 0.517 0.268 0.103 0.803 1.000 0.492 0.269 0.086 0.293 1.000

Dataset Sports

# Topic 𝐾 = 15 𝐾 = 25

Model 𝐶𝑃 𝐶𝐴 𝑁𝑃𝑀𝐼 𝑈𝐶𝐼 𝑈𝑇 𝐶𝑃 𝐶𝐴 𝑁𝑃𝑀𝐼 𝑈𝐶𝐼 𝑈𝑇

LDA 0.328 0.200 0.039 -0.229 0.853 0.288 0.188 0.029 -0.307 0.760
ASTM 0.224 0.190 0.010 -0.880 0.853 0.214 0.196 0.023 -0.575 0.812
CTMNeg 0.131 0.167 0.000 -0.921 0.893 0.163 0.179 0.021 -0.492 0.864
BERTopic 0.279 0.189 0.010 -0.812 0.880 0.264 0.197 0.012 -0.890 0.860
ECRTM 0.228 0.180 0.007 -1.000 0.687 0.079 0.167 -0.015 -1.520 0.912
vONT 0.193 0.153 -0.013 -1.084 0.727 0.171 0.145 0.001 -0.565 0.800
NPTM 0.141 0.169 0.009 -1.040 0.960 0.169 0.197 0.027 -0.824 0.868
BertSenClu 0.023 0.160 -0.043 -2.292 0.993 -0.117 0.150 -0.056 -2.479 0.996
CWTM 0.323 0.199 0.028 -0.785 0.853 0.320 0.207 0.028 -0.558 0.860
GPTM 0.476 0.241 0.062 -0.218 1.000 0.407 0.253 0.059 -0.285 1.000

Dataset Movies

# Topic 𝐾 = 10 𝐾 = 20

Model 𝐶𝑃 𝐶𝐴 𝑁𝑃𝑀𝐼 𝑈𝐶𝐼 𝑈𝑇 𝐶𝑃 𝐶𝐴 𝑁𝑃𝑀𝐼 𝑈𝐶𝐼 𝑈𝑇

LDA 0.253 0.149 0.036 0.088 0.870 0.180 0.140 0.020 -0.131 0.800
ASTM 0.272 0.195 0.045 0.150 0.810 0.207 0.194 0.042 -0.052 0.710
CTMNeg -0.014 0.134 -0.020 -1.410 0.930 0.014 0.135 -0.012 -0.978 0.795
BERTopic 0.265 0.209 0.048 0.198 0.730 0.266 0.199 0.031 -0.344 0.770
ECRTM 0.037 0.134 -0.004 -0.930 0.780 -0.276 0.117 -0.063 -2.305 0.925
vONT 0.195 0.140 0.030 0.197 0.650 0.141 0.132 0.011 -0.151 0.675
NPTM 0.068 0.151 -0.013 -1.382 0.950 -0.232 0.113 -0.044 -2.080 0.935
BertSenClu -0.412 0.100 -0.139 -4.157 0.990 -0.647 0.084 -0.145 -4.173 0.980
CWTM 0.181 0.146 0.015 -0.092 0.640 0.215 0.145 0.018 -0.303 0.690
GPTM 0.459 0.241 0.076 0.224 1.000 0.358 0.216 0.060 0.186 1.000

Table 4: Comparative results on the 𝑮𝑻𝑪 metric.

Model LDA ASTM CTMNeg BERTopic ECRTM vONT NPTM BertSenClu CWTM GPTM

Books 0.44 0.37 0.43 0.42 0.39 0.40 0.35 0.38 0.40 0.45

Sports 0.43 0.38 0.42 0.41 0.41 0.39 0.36 0.39 0.43 0.45

Movies 0.40 0.31 0.37 0.38 0.33 0.36 0.36 0.33 0.37 0.41

5.3 User Preference Evaluation
To evaluate the performance of user preference modeling, we utilize
the Personalized Hit Rate (𝑃𝐻𝑅) and Personalized Genre Correla-
tion (𝑃𝐺𝐶) metrics, computed with Eq. 24 and Eq. 25, which reflect

Table 5: Comparative results on 𝑷𝑯𝑹 and 𝑷𝑮𝑪 metrics.

Dataset Books Sports Movies

# Topic 𝐾 = 15 𝐾 = 31 𝐾 = 15 𝐾 = 25 𝐾 = 10 𝐾 = 20

Model 𝑃𝐻𝑅 𝑃𝐺𝐶 𝑃𝐻𝑅 𝑃𝐺𝐶 𝑃𝐻𝑅 𝑃𝐺𝐶 𝑃𝐻𝑅 𝑃𝐺𝐶 𝑃𝐻𝑅 𝑃𝐺𝐶 𝑃𝐻𝑅 𝑃𝐺𝐶

NPTM 0.60 0.59 0.27 0.58 0.25 0.51 0.24 0.47 0.20 0.53 0.19 0.58
GPTM 0.72 0.65 0.88 0.60 0.62 0.60 0.60 0.60 0.38 0.57 0.43 0.59

the agreement between mined personalized topic profiles and users’
interests.

The corresponding results are listed in Table 5. We only present
NPTM’s results for comparison as other baselines could not provide
personalized topic profiles. The 𝑃𝐻𝑅 and 𝑃𝐺𝐶 scores in Table 5
indicate that the personalized topic profiles generated by GPTM
share a higher level of agreement with the user’s interests. And
such improvements may be caused by factors: 1). Genre-aware
contrastive learning helps GPTM to mine genre-relevant topics; 2).
The user-inference networkI𝑢 , trained with user-aware contrastive
learning, could build preference distribution for users accurately.
We also present several personalized topic profiles in Appendix A.3,
generated by GPTM and NPTM, for comparison.

5.3.1 User Preference Visualization. To provide a more direct com-
parison of user preference modeling between GPTM and NPTM,
we conduct a user-preference visualization experiment.

In Figure 4, subplots in each line represent the comparison on
a dataset. For each dataset, we randomly choose six users and
generate their preference distributions. Meanwhile, we also infer
document-topic distributions for reviews posted by selected users.
Also, t-SNE [36] is leveraged for dimension reduction, embeddings
associated with different users are painted with different colors.
Dots denote inferred document-topic distributions of reviews, and
user preference distributions are represented with markers with
distinctive shapes.

From Figure 4, we could observe the following findings: 1). GPTM
could produce distinguishable document-topic distributions for
different users, while NPTM entangles the document-topic distri-
butions generated by different users together. 2). User-preference
distributions inferred by GPTM are located close to the document-
topic distributions which means GPTM could produce more accu-
rate preference distributions than NPTM. These two observations
indicate that the proposed GPTM exhibits competitive ability in
user preference modeling. In more detail, for the Sport dataset in
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Figure 4: Visualization of user-preference distributions and
document-topic distributions provided by GPTM and NPTM.

subplot (c), the blue triangle (user 1) and the yellow plus (user 70)
are located together, which is because they have similar preferences.
A similar case also can be found (user 56 and user 33) in subplot (e).

5.3.2 User Preference Modeling Dynamics. To exhibit the dynamic
process of user preference modeling, we visualize the preference
distributions of users associated with ‘Hunting & Fishing’ and ‘Cy-
cling’ genres at different stages of user-aware contrastive learning
in Figure 5.

For each subplot, the horizontal axis represents the user’s pref-
erence for ‘Hunting & Fishing’, while the vertical axis represents
‘Cycling’, and each point denotes a user associated with these two
genres 20. At the early stage of modeling, we observe that users are
entangled together. However, as the training process to 20 epochs,
users could be separated by GPTM according to their preferences.
Lastly, GPTM predicts user preferences with higher confidence,
with more colored points located around (0,1) and (1,0).

20We label a user with ‘Cycling’ if most of her/his reviews are tagged with ‘Cycling’.

0.078 0.080 0.082
Preference to Hunting

0.078

0.080

0.082

Pr
ef

er
en

ce
 to

 C
yc

lin
g

Epoch 1

0.05 0.10 0.15 0.20 0.25 0.30
Preference to Hunting

0.1

0.2

0.3

Pr
ef

er
en

ce
 to

 C
yc

lin
g

Epoch 20

0.0 0.2 0.4 0.6 0.8 1.0
Preference to Hunting

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ef

er
en

ce
 to

 C
yc

lin
g

Epoch 100

Hunting & Fishing Cycling

Figure 5: Dynamic process of user preference modeling on
‘Hunting & Fishing’ and ‘Cycling’ genres in Sports dataset.

Table 6: Comparison of ablation on transformer variants.

Dataset Model 𝐶𝑃 𝐶𝐴 𝑁𝑃𝑀𝐼 𝑈𝐶𝐼 𝑈𝑇

Books

NPTM 0.309 0.232 0.082 0.232 0.753
CWTM 0.446 0.221 0.073 0.258 0.913

GPTM-Bert 0.478 0.275 0.090 0.560 1.000
GPTM-RoBERTa 0.515 0.278 0.109 0.922 1.000
GPTM-SimCSE 0.512 0.280 0.090 0.388 1.000
GPTM-FLAN-T5 0.455 0.278 0.085 0.599 1.000
GPTM-Sentence-Bert 0.517 0.268 0.103 0.803 1.000

5.4 Ablation Study with Transformer variants
To explore the impact of the transformer language model on GPTM,
we conduct an ablation study in the experiment on the Books dataset
with 15 topic settings.

Specifically, we examine five transformer variants which are
Bert [6] 21, RoBERTa [25] 22, SimCSE [9] 23, FLAN-T5 [4] 24 and
Sentence-Bert [29] 25. And the detailed results are presented in
Table 6. Optimal results are marked in bold, we only list the values
generated by CWTM and NPTM due to their superior performance
among baselines. Statistics show that GPTM could consistently
produce competitive results with different transformers considering
coherence and diversity metrics.

6 CONCLUSION AND FUTUREWORK
In this paper, we have proposed a novel Genre-aware Personalized
neural Topic Model (GPTM) to mine genre-aware topics from Ama-
zon reviews and conduct user preference modeling. GPTM incorpo-
rates genre information into the topic modeling process to ensure
correspondence between topics and product genres. Besides, it em-
ploys user-aware contrastive learning to help the user-inference
network to capture users’ preferences. The experimental compar-
isons on three review datasets with state-of-the-art baselines show
that GPTM achieves improved coherence and diversity while main-
taining stronger correlations between topics and genres. Moreover,
it also surpasses baselines in user-preference modeling and could
produce high-quality personalized topic profiles. In the future, we
will explore leveraging large language models for user-preference
modeling and generating personalized topic profiles.

21https://huggingface.co/bert-base-uncased
22https://huggingface.co/sentence-transformers/all-roberta-large-v1
23https://huggingface.co/princeton-nlp/sup-simcse-roberta-large
24https://huggingface.co/google/flan-t5-base
25https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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A APPENDIX
A.1 Training Procedure and Parameter Settings
The detailed training procedure of GPTM is shown in Algorithm. 1.
In the experiment, we set the learning rate 𝜂 to 3e-5. The tempera-
ture parameters 𝜏𝑔 and 𝜏𝑢 are set to 0.5, hidden units 𝐻 of inference
networks I𝑢 and I𝑡 is set to 200, batch size𝑀 is set to 32, coefficient
parameters 𝜆1 and 𝜆2 are set to 1.0, the hyper-parameter of Dirich-
let prior ®𝛼 is set to ®0.1. And our GPTM is optimized by Adam [15]
optimizer.

A.2 Hyper-Parameter Analysis
To investigate the impact of learning rate 𝜂, the number of hidden
units 𝐻 , and the Dirichlet prior ®𝛼 on the performance of GPTM, we
conduct experiments on the Books dataset, with the topic number
set to 15. Specifically, 𝜂, 𝐻 , ®𝛼 are set to various values listed below:

• 𝜂 ∈ {1e-5, 2e-5, 3e-5, 4e-5, 5e-5};
• 𝐻 ∈ {100, 150, 200, 250, 300};
• ®𝛼 ∈ {0.08, 0.09, 0.10, 0.11, 0.12}

We present comparisons of 𝜂, 𝐻 , ®𝛼 on coherence and diversity
metrics in Table 7. Here, we only list results obtained by CWTM
and NPTM, which outperform other baselines according to Table 3,
for simplicity. The results reveal that GPTM could surpass the com-
petitive CWTM with different combinations of hyper-parameters.

Table 7: Hyper-parameter analysis results on 𝜂, 𝐻 and ®𝛼 .

Parameter Setting 𝐶𝑃 𝐶𝐴 𝑁𝑃𝑀𝐼 𝑈𝐶𝐼 𝑈𝑇

𝜂

NPTM 0.309 0.232 0.082 0.232 0.753
CWTM 0.446 0.221 0.073 0.258 0.913

1e-5 0.529 0.282 0.105 0.797 1.000
2e-5 0.519 0.259 0.097 0.685 1.000
3e-5 0.517 0.268 0.103 0.803 1.000
4e-5 0.552 0.254 0.100 0.746 1.000
5e-5 0.558 0.265 0.102 0.789 1.000

𝐻

NPTM 0.309 0.232 0.082 0.232 0.753
CWTM 0.446 0.221 0.073 0.258 0.913

100 0.562 0.264 0.103 0.791 1.000
150 0.512 0.268 0.104 0.836 1.000
200 0.517 0.268 0.103 0.803 1.000
250 0.517 0.273 0.101 0.765 1.000
300 0.540 0.257 0.104 0.925 1.000

®𝛼

NPTM 0.309 0.232 0.082 0.232 0.753
CWTM 0.446 0.221 0.073 0.258 0.913

0.08 0.502 0.259 0.102 0.854 1.000
0.09 0.521 0.260 0.100 0.759 1.000
0.10 0.517 0.268 0.103 0.803 1.000
0.11 0.515 0.262 0.101 0.828 0.993
0.12 0.539 0.262 0.108 0.955 1.000

Algorithm 1: The training procedure of GPTM.
Input: Corpus 𝐷 ; genre-inference network I𝑡 ; user-inference network I𝑢 ; batch size𝑀 ; genre
contrastive epoch 𝐸𝑡 ; user contrastive epoch 𝐸𝑢 .
Output: The trained inference networks I𝑡 and I𝑢 .
1: /********** Genre-aware Contrastive Phase**********/
2: for each genre contrastive epoch 𝑒𝑡 ∈ {1, 2, ..., 𝐸𝑡 } do
3: for each batch of reviews𝑋 in 𝐷 do
4: for each review 𝑥𝑖,𝑢 in𝑋 do
5: Conduct augmentation and obtain {𝑥𝑎

𝑖,𝑢
, 𝑥𝑏

𝑖,𝑢
}.

6: Construct text representations for {𝑥𝑎
𝑖,𝑢
, 𝑥𝑏

𝑖,𝑢
} with Eq. 5.

7: Infer topic distributions with Eq. 6 and obtain { ®𝜃𝑎
𝑖,𝑢
, ®𝜃𝑏

𝑖,𝑢
}.

8: end for
9: Draw random samples Θ′′ = { ®𝜃 ′′𝑛 }2𝑀𝑛=1 from the 𝐷𝑖𝑟 ( ®𝜃 ′′ | ®𝛼 ) .
10: Estimate genre-aware matching objective L𝑀𝑔 via Eq. 15.
11: Compute genre-aware contrastive objective L𝐺𝑐 via Eq. 9.
12: Compute objective of genre-aware topic modeling L𝑇𝑀 via Eq. 17.
13: update I𝑡 by minimizing L𝑇𝑀 with gradient descent.
14: end for
15: end for
16: Freezing the parameters of topic-inference network I𝑡 .
17: /********** User-aware Contrastive Phase**********/
18: for each user contrastive epoch 𝑒𝑢 ∈ {1, 2, ..., 𝐸𝑢 } do
19: for each batch of reviews𝑋 in 𝐷 do
20: for each review 𝑥𝑖,𝑢 in𝑋 do
21: Infer preference distribution ®𝑝𝑢 for attached user𝑢 via Eq. 10.
22: Infer personalized document-topic distributions ®𝜃𝑎

𝑖,𝑢
and ®𝜃𝑏

𝑖,𝑢
for augmented docu-

ments pair via Eq. 11.
23: end for
24: Draw random samples Θ′′ = { ®𝜃 ′′𝑛 }2𝑀𝑛=1 from the 𝐷𝑖𝑟 ( ®𝜃 ′′ | ®𝛼 ) .
25: Estimate the user-aware matching objective L𝑀𝑢 via Eq. 16.
26: Compute user-aware contrastive objective L𝑈𝑐 via Eq. 14.
27: Obtain objective of user preference modeling L𝑈𝑀 via Eq. 18.
28: update I𝑢 by minimizing L𝑈𝑀 with gradient descent.
29: end for
30: end for

A.3 Topics and Personalized Topic Profiles
To intuitively compare the quality of topics and personalized topic
profiles, we also present several examples extracted by NPTM and
our proposed GPTM.

In Table 8, we present the mined topics and matched genres
from the Books dataset with the topic number set to 15. It could
be observed that topics extracted by GPTM often have a higher
level of interpretability than those of NPTM. Additionally, GPTM
tends to produce genre-aware topics, whereas NPTM generates
nine meaningless topics (labeled with ‘–’) that are not semantically
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Table 8: Mined topics from the Books dataset by GPTM and NPTM on 15 topic settings.

Model Matched Genre Topic Words

GPTM

Cookbooks, Food & Wine Topic 1: recipe cookbook dessert dish chef meal delicious cook salad ingredient
Business & Money Topic 2: economy economic finance investment financial investor trader debt loan income

– Topic 3: sentence paragraph dialogue prose translation passage text narrator translate convey
Mystery, Thriller & Suspense Topic 4: mystery corpse clue puzzle whodunit cozy skeleton grave bury dead
Science Fiction & Fantasy Topic 5: interstellar solar alien mars planet galaxy ship fleet imperial sky

Arts & Photography Topic 6: artwork photographer pencil photographic museum illustration photograph photo photography artist
Military Topic 7: confederate war battlefield civil military soldier campaign army troop battle

Mystery, Thriller & Suspense Topic 8: cop police policeman detective criminal crime homicide attorney enforcement deputy
Christian Books & Bibles Topic 9: christian biblical bible scripture pastor ministry god gospel devotional testament
Computers & Technology Topic 10: software computer scientist google web manual internet digital user technology

Romance Topic 11: marry marriage married bride romantic girlfriend romance mate boyfriend husband
Health, Fitness & Dieting Topic 12: doctor medicine physician health yoga meditation heal anxiety healthy medical
Science Fiction & Fantasy Topic 13: magic mage fairy wizard fantasy werewolf magical supernatural witch paranormal

Music Topic 14: pupil musical composer musician piano song holocaust music teacher educational
Business & Money Topic 15: organizational workplace startup employee organization leadership business enterprise innovation company

NPTM

– Topic 1: daughter father child mother family wife husband life married widow
Mystery, Thriller & Suspense Topic 2: suspect evidence bomb motive gunman defendant plot whereabouts unidentified attacker

– Topic 3: book write review insight experience learn focus publish business read
– Topic 4: story episode mystery character detail stories book evidence novel description

Mystery, Thriller & Suspense Topic 5: murder death sentence rape robbery killing trial guilty killer murderer
Mystery, Thriller & Suspense Topic 6: suspect character plot police dead bomb series story murder family

– Topic 7: father night mother brother kill vampire friend wife daughter king
– Topic 8: understaffed celibate invincible reintegrate droid inglorious cloistered eyeball vizier marriageable
– Topic 9: mother daughter child husband family father wife girl love woman
– Topic 10: author book read reader writer character story love novel novelist

Computers & Technology Topic 11: system computer technology systems software data program internet customer user
– Topic 12: book reader read write publish books fiction essay novel author
– Topic 13: miles nautical mile yards highway southwest coastline kilometer epicenter coast

Mystery, Thriller & Suspense Topic 14: sentence conviction sentencing trial prison jail murder manslaughter guilty criminal
Cookbooks, Food & Wine Topic 15: recipe recipes finder republish algorithm sauce cake menu cookbook dish

Table 9: Personalized topic profiles from the Books dataset extracted by GPTM and NPTM, words related to the 1-st and 2-nd
genres are marked with underline and

::::
wave, words without notations are irrelevant words.

User Preferred Genres Model Personalized topic profile

User 1 1-st: History

2-nd:
::::::
Science

:
&
:::::
Math

GPTM :::::::
invention civilization evolution ancestor

:::::
artifact origin dinosaur history century

::::::
genesis

:::
gene mankind

:::::
biology

:::::::
discovery

:::::::::
technology

::::::
anatomy chronology renaissance

::::
plant timeline

NPTM murder death wife daughter brother husband mother kill killing married
girlfriend dead father friend boyfriend woman sister widow cousin murderer

User 2 1-st: Children’s Books

2-nd:
:::::::
Growing

::
Up

::
&

::::
Facts

::
of

:::
Life

GPTM ::::::::::
kindergarten kids

:::::
grader

:::::
learner

::::
grade youngster granddaughter grandson

::::::
activity age

::::::
alphabet

::::
entice caregiver

::::
motor

:::::::
classroom

::::
range daughter

::::
seven

:::::
listener

::::
adore

NPTM
book illustration story read text reader books stories novel reading
copy manuscript poem author color photo paragraph graphic essay bible

User 3 1-st: Business & Money

2-nd:
::::::::::
Management

::
&

::::::::
Leadership

GPTM ::::::::
leadership enterprise

:::::::
employee

::::::::::
organization

::::::::::
management

:::::::
manager company

:::::::
initiative

:::
boss

:::::::
employer

::::
leader corporation

::::::
strategy

::::::::
innovation entrepreneur productivity jobs business

:::::::::
collaboration transformation

NPTM
economic industry growth business billion economy market china investment global
financial

::::
sector technology trade manufacturing consumer retail revenue sales company

User 4 1-st: Comics & Graphic Novels

2-nd:
::::::
Science

:::::
Fiction

::
&

::::::
Fantasy

GPTM
comics

:::::::
superman

::::::::
superhero issues

:::::
batman humor laughter cartoon comedy

:::::
spider

magazine flash
::::::
costume

::
wit

:::
hero

::::::::
adventures panel arc surfer

::::
skull

NPTM detective murder police crime mystery murders homicide suspect killer robbery
plot murderer unsolved episode serial prosecutor assassination killing terrorist kidnapping

related to product genres. Such improvement is attributed to the
incorporation of genre supervision.

To directly compare the performance of user preference mining,
we present four personalized topic profiles in Table 9. The ‘Preferred
Genres’ column lists the top two genres that the user is interested in.

These examples indicate that personalized topic profiles generated
by GPTM could accurately match users’ preferences, while NPTM
may generate background topic profiles (User 2) and irrelevant
topic profiles (User 1 and User 4). This is attributed to the usage of
user-aware contrastive learning in GPTM.
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