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Abstract001

Many investors still rely on their emotions as002
their primary guide for asset allocation, blindly003
following one or two news sources that may004
or may not be an actual synthesis of the mar-005
ket, without any mathematical formulation to006
support them, even if slightly. This work007
aims to conduct a Systematic Review using008
Kitchenham’s protocol to understand the state009
of the art regarding the combination of Portfo-010
lio Optimization techniques and Artificial In-011
telligence in the context of trading assets, with012
a special focus on Sentiment Analysis tech-013
niques. This was achieved through the defi-014
nition of search keywords used in 4 different015
major research databases and selection through016
inclusion and exclusion criteria. 384 articles017
published between 2019–2025 were identified,018
among which 27 articles were selected that fit019
all the selection criteria. The research questions020
address the specific techniques employed for021
optimization, with the most proliferated being022
Deep Reinforcement Learning.023

1 Introduction024

Even though feelings are inherent to the investor’s025

will, they are part of decision-making. Over the026

years, investors have started to use portfolio se-027

lection and optimization tools to make decision-028

making less emotionally biased. However, others029

remained confident that news sources can be en-030

lightening for a more lucid decision when it comes031

to investments. There is also a select group of032

researchers who study the combination of those033

ways of investing, contemplating the benefits of034

both approaches, reducing the investor’s emotional035

bias and quantifying the market’s perception in the036

form of sentiment analysis of news and social me-037

dia posts.038

The main objective of this work is to conduct a039

Systematic Literature Review (SLR) that answers040

research questions about Sentiment Analysis and041

Artificial Intelligence applied to Portfolio Opti- 042

mization, defines which article databases the study 043

will be conducted and their respective search key- 044

words, and sets inclusion and exclusion criteria 045

to research, select, and extract information from 046

papers. This will verify the state of the art regard- 047

ing the interaction of sentiment analysis and other 048

artificial intelligence techniques on portfolio opti- 049

mization context. 050

Section 2 intends to inform the process adopted 051

for the selection of works, which includes: The 052

definition of the databases used as well as their 053

respective search keywords, search questions, in- 054

clusion, exclusion and quality criteria; definition 055

of data extracted from the selected articles. The 056

following section (3) concisely presents the context 057

of this work in relation to portfolio optimization 058

and sentiment analysis. Section 4 will present the 059

observations made after the systematic review is 060

completed, answers to the research questions and 061

more information about the works that fit the qual- 062

ity criterion. Section 5 will be reserved for conclu- 063

sion, final comments and Section 6 the limitations 064

of this work. 065

2 Systematic Literature Review 066

The Systematic Review, according to (Kitchenham, 067

2004), which this work will use as a model, is a 068

means of identifying, evaluating, and interpreting 069

all available scientific work that is relevant to a 070

research question, topic, or phenomenon of interest. 071

The topics used for the planning protocol of this 072

systematic review were: 073

Selection of research questions, the most im- 074

portant activity during the protocol according to 075

(Kitchenham, 2004), which determines the ques- 076

tions that the review intends to answer. 077

Databases are organized collections of peer- 078

reviewed scientific papers, which can be physical 079

or digital, making it possible to conduct detailed 080
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searches with keywords pertinent to the subject.081

Selection criteria for studies, which determine082

rules for including or excluding papers from the083

systematic review. The subsequent execution of the084

protocol should describe how these criteria will be085

used (Kitchenham, 2004).086

The definition of quality criteria serves as a guide087

of recommendations for future works, investigates088

whether the difference concerning these criteria089

provides an explanation for the differences in the re-090

sults of the studies, and measures the importance of091

each study when its results are analyzed (Kitchen-092

ham, 2004).093

Data extraction stage aims to develop forms to094

accurately record the information obtained from095

the analyzed studies (Kitchenham, 2004).096

2.1 Literature Review Planning Protocol097

The research questions that this study aims to an-098

swer are:099

• RQ1 – From the articles, which Artificial In-100

telligence techniques are used in the context101

of Portfolio Optimization and for which pur-102

pose?103

• RQ2 – What types of data are used to conduct104

the experiments in the paper?105

106

• RQ3 – If it makes use of it, which language(s)107

is (are) the natural language data written?108

109

• RQ4 – If any Sentiment Analysis technique is110

used, which way does it help with portfolio111

optimization?112

113

This study was conducted in 4 well-known114

databases in the scientific scope, namely: "ACM115

Digital Library"1, "Elsevier"2, "IEEE Digital Li-116

brary"3 e "Science@Direct" 4.117

The exclusion criteria that were considered rele-118

vant to the scope of the study and available for119

international verification were:120

• E1 – Articles not available online;121

• E2 – In a language other than English;122

1https://dl.acm.org/
2https://www.elsevier.com/
3https://ieeexplore.ieee.org/
4https://www.sciencedirect.com/

• E3 – Studies that are not primary; 123

• E4 – Does not have as its main scope invest- 124

ment in: stock market, assets, cryptocurren- 125

cies or similar; 126

• E5 – Does not present Portfolio Optimization 127

techniques in the scope; 128

• E6 – Does not present Artificial Intelligence 129

techniques in the scope. 130

131

The greatest interest of this study is to select the 132

quality criterion to guide future works and measure 133

the importance of certain studies in relation to 134

others that fit the criteria. 135

136

• CQ1 – The work applies Sentiment Analysis 137

in conjunction with some Portfolio Optimiza- 138

tion technique. 139

140

For data extraction, those that detail the selected 141

works or expand on the research questions were 142

selected, they are: 143

• D1 – Artificial Intelligence technique used; 144

• D2 – Data used for Sentiment Analysis and 145

its predicted output, such as type and period 146

used; 147

• D3 – Language of the data used for Sentiment 148

Analysis. 149

150

2.2 Execution 151

The search strings were determined to collect arti- 152

cles that would potentially be suitable for this study, 153

with terms that are common in papers that involve 154

Portfolio Optimization and also Artificial Intelli- 155

gence. It was not possible to use the same string in 156

all databases, it was necessary to adapt in order to 157

perform a search in the "Science@Direct" database, 158

since the site limits the number of logical operators 159

per search to 8. The strings used are described in 160

Table 1. 161

Figure 1 reveals the number of articles found and 162

compares it with the number of selected articles. 163

After searching with the strings and the selection 164

of the year of publication from 2019-2025 5 in the 165

5Whenever possible, since some databases only allow se-
lecting year span of 2019-2024.
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Base(s) de Dados String de Busca
("Sentiment Analysis" OR "Natural Language Processing" OR "Large Language Models"
OR ("Artificial Intelligence")) AND ("Time Series" OR "Technical Analysis"
OR "Fundamental Analysis") AND ("Portfolio Optimization" OR "Markowitz" OR "Monte

ACM, IEEE Explore & Elsevier Carlo Simulation" OR "Liability-Driven Investment" OR "Risk Budgeting"
OR "Hierarchical Risk Parity" OR "Robust Optimization" OR "Factor Models" OR
"Capital Asset Pricing" OR "Portfolio Management" OR "Modern portfolio theory" OR
"Black-Litterman" OR "Mean-Variance")

("Natural Language Processing" OR "Large Language Models") AND ("Time Series" OR
Science@Direct "Technical Analysis" OR "Fundamental Analysis") AND ("Portfolio Optimization"

OR "Markowitz" OR "Portfolio Management" OR "Modern portfolio theory")

Table 1: Bases de dados utilizadas na pesquisa e suas
respectivas strings de busca.

Figure 1: Number of collected and accepted papers in
its respective database utilizing the rejection criteria.

respective sites of each database, 384 articles were166

found, with 1 being duplicated among databases167

and 356 rejected by criteria E1-E6, in that order,168

resulting in 27 relevant articles for this research,169

this process is better illustrated in Appendix A.1.170

3 Theoretical Background171

In the classical approaches to portfolio optimiza-172

tion, what defines an optimized portfolio is built173

based on the allocation, diversification (Viceira and174

Wang, 2018) and occasional rebalancing (Carroll175

et al., 2017) of assets. To achieve the optimum,176

the techniques implemented often face several dif-177

ficulties rooted in their often rigorous structures,178

with their main difficulties being estimating the ex-179

pected return and risk (Bartram et al., 2021). In180

the context of investments in assets, some authors181

devised possible solutions to these challenges with182

help of Artificial Intelligence techniques (Sutiene183

et al., 2024), among them, Sentiment Analysis is184

used under the pretext that the prices observed in185

the financial market reflect all the information avail-186

able to the traded assets (Malkiel, 2003), learning187

patterns through news and feedback from social188

media communities.189

Over the years, developments in Natural Lan-190

guage Processing (NLP), deep-learning, and trans-191

fer learning have significantly improved the extrac-192

tion of sentiments from financial news and other193

sources (Agaian and Kolm, 2017; Man et al., 2019; 194

Du et al., 2019; Colasanto et al., 2022), being a 195

great potential tool that promises to obtain an op- 196

timized portfolio that better suits most financial 197

scenarios of stock markets. 198

3.1 Portfolio Optimization (PortOp) 199

Portfolio optimization has as one of the most rel- 200

evant works the Modern Portfolio Theory (MPT), 201

proposed in 1952 by Harry Markowitz, explaining 202

how to optimize the returns of an investment port- 203

folio for a certain level of risk (Markowitz, 1952). 204

MPT has become popular among stock market in- 205

vestors as a viable strategy that can structure an 206

optimized portfolio, that is, a set of assets and their 207

respective weights chosen so that the risk of the 208

portfolio is minimized and its return, maximized. 209

According to MPT, the expected return of a portfo- 210

lio is the average value of its assets over a certain 211

period, and the risk associated with a portfolio is 212

calculated by the standard deviation of all its his- 213

torical prices. For each level of risk, an optimized 214

allocation of assets is formulated to produce the 215

best relationship between expected return and risk. 216

Given a static set of assets, the graphical represen- 217

tation of all portfolios with the best relationship 218

between expected return and risk is called the "Ef- 219

ficient Frontier". The graph formed by it serves as 220

a balance that helps investors decide whether the 221

expected return is worth the risk that the portfolio 222

provides. 223

As a response to the publication and consequent 224

popularization of Markowitz’s work, other authors 225

wrote their own papers criticizing some aspects and 226

assumptions made in his theory, among them are: 227

• The assumption that markets are efficient, and 228

each stock has its value correctly stipulated by 229

only its price, not taking into account insider 230

trading or other types of market manipulation; 231

• According to Markowitz’s theory, the corre- 232

lations between two assets remain the same 233

over time; 234

• Another assumption is that investors are ratio- 235

nal and are always inclined towards investing 236

on the lowest risk portfolio. 237

3.2 Sentiment Analysis 238

The findings of (Mishev et al., 2020) suggest that 239

models using Sentiment Analysis can be applied 240
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to: predict stock market trends and corporate prof-241

its, make decisions in bond trading, portfolio man-242

agement, brand reputation management, as well243

as fraud detection and regulation (Li et al., 2014;244

Smailović et al., 2013; Rao and Srivastava, 2012).245

(Zhang and Skiena, 2010) mined data from blogs246

and news to extract specific sentiments from com-247

panies, which were then used to rank the best and248

worst companies for a long-short strategy.249

For sentiments in the context of social media,250

(Bollen et al., 2011) used a fuzzy neural network251

and demonstrated that the collective public temper-252

ament, extracted from Twitter, is correlated to the253

value of the Dow Jones Index.254

(Pagolu et al., 2016) and (Sul et al., 2017) also255

found that public sentiments in tweets about spe-256

cific companies were strongly related to stock mar-257

ket movements of those companies in the follow-258

ing days. More recently, it has also been shown259

that strongly negative tweets from just one individ-260

ual account with global reach can cause a short-261

term reduction in the market value of the company262

mentioned in the post (Brans and Scholtens, 2020).263

However, in the mentioned approaches, the studies264

focused mainly on news and specific company fore-265

casts and there was no comparison of prediction266

performance with any other benchmark model.267

Other researchers claim that stock prices have a268

strong correlation with information about an event269

that has already occurred, and others have experi-270

mented with using both event information and nu-271

merical time series data as input data for Sentiment272

Analysis networks (Yoo et al., 2005).273

Sentiment Analysis has proven to be a viable op-274

tion when acting in predictions of expected return275

and risk for PortOp, possibly replacing mean and276

standard deviation, which are metrics used in MPT277

(Markowitz, 1952) and do not focus sufficient in-278

formation from a time series to make a prediction.279

With Sentiment Analysis, it would be possible to280

more easily identify insider trading, changes in cor-281

relations, and reduce human bias in asset trading.282

4 Systematic Literature Review Results283

4.1 Publications Over the Years284

Figure 2 shows the increasing number of publica-285

tions found on the subjects, which mostly involve286

exclusively Artificial Intelligence or PortOp, com-287

pared to the number of selected articles, which288

use Artificial Intelligence techniques in the context289

of PortOp, demonstrating that the application of290

Artificial Intelligence in conjunction with PortOp 291

techniques is still a recent theme with publication 292

potential. 293

Figure 2: Number of articles found and selected be-
tween 2019-2025.

4.2 Distribution of publications among 294

journals and conferences 295

Out of the 27 selected articles, 15 were published 296

in journals and 12 in conferences. Of the 15 pub- 297

lished in journals, 9 of them are unique. Among the 298

journals, the ones with the most publications are: 299

Expert Systems with Applications with 4, followed 300

by Knowledge-Based Systems with 3 and IEEE 301

Access with 2 publications (Figure 3). 302

The journal Expert Systems with Applications 6 303

has as its scope the technology and application of 304

intelligent systems in the fields of, but not limited 305

to: finance, information retrieval, telecommunica- 306

tions, stock trading, intelligent database manage- 307

ment systems, etc. 308

IEEE Access 7 does not have a specific focus 309

and considers itself multidisciplinary, covering all 310

fields of interest, with the articles highlighted on 311

its platform being from the Artificial Intelligence 312

and telecommunications fields. 313

The journal Knowledge-Based Systems 8 is inter- 314

disciplinary in the realm of Artificial Intelligence, 315

as long as the article aims to: support human predic- 316

tion and decision-making through data science and 317

computing techniques; provide a balanced cover- 318

age of theory and practical study in the study field; 319

and to encourage new developments and imple- 320

mentations of models, methods, systems and soft- 321

ware tools of knowledge-based intelligence, with 322

applications in business, government, education, 323

engineering, and health. 324

6https://www.sciencedirect.com/journal/
expert-systems-with-applications

7https://ieeeaccess.ieee.org/
8https://www.sciencedirect.com/journal/

knowledge-based-systems
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Figure 3: Number of paper per journal.

Out of the selected articles, 10 were published325

on unique conferences, with ASONAM’18 and326

ICAIF’23 conferences bearing the highest num-327

ber of articles, 2 each (Figure 4). ICAIF 9 is an328

important conference reviewed by specialists that329

aims to bring together researchers from academia330

and industry to share challenges and advances in331

the impact of Artificial Intelligence and Machine332

Learning in the field of finance. While ASONAM333
10focuses on articles from researchers from various334

fields, as long as they are involved with Social Net-335

work Analysis and Data Mining, and that the study336

aims to raise discussions with a specific focus on337

emerging trends, industry needs, and involve real338

life applications.339

4.3 Citation Analysis340

Bibliometric analysis, such as the number of cita-341

tions, must have a purpose, which for this work342

is: to have a way of comparing scientific articles343

with their peers (LEWISON, 2020). Table 2 com-344

pares the number of citations among the 15 most345

cited selected articles, and an average of 15.069346

citations.347

The citation analysis reveals that the most cited348

article (Koratamaddi et al., 2021), proposes an349

Adaptive Sentiment-Aware Deep Deterministic Pol-350

icy Gradients (ASA DDPG) network that learns351

historical asset price trends as well as market senti-352

ment, and that in terms of annual return on invest-353

ment and Sharpe index (Sharpe, 1994) the proposed354

model is compared with techniques such as mean-355

variance (Markowitz, 1952), minimum variance356

and the classic DDPG.357

Among the most cited selected articles, we358

can cite (Koratamaddi et al., 2021),(Leow et al.,359

2021), (Day et al., 2020b),(Xing et al., 2019) and360

9https://ai-finance.org/
10https://asonam.cpsc.ucalgary.ca/

(Muthivhi and van Zyl, 2022) as examples of works 361

that applied Sentiment Analysis. 362

4.4 Research methods analysis 363

As for the limit of this paper content being 8 pages, 364

the oldest selected articles published in 2019 (Fig- 365

ure 2) (Xing et al., 2019) and (Day and Lin, 2019) 366

were chosen to be omitted from this section. 367

4.4.1 Recurrent Neural Networks (RNN) 368

Recurrent Neural Networks (RNNs) are a class of 369

deep learning models that possess internal mem- 370

ory, enabling them to capture sequential dependen- 371

cies (Shiri et al., 2023). Unlike traditional neural 372

networks that treat inputs as independent entities, 373

RNNs consider the temporal order of inputs, mak- 374

ing them suitable for tasks involving sequential 375

information (Shiri et al., 2023; Abbaspour et al., 376

2020) due to their recursive structure (Hoffmann 377

et al., 2017). 378

In (Day et al., 2020a) proposes a modular system 379

for robo-advisors that integrates big data analysis, 380

deep learning methods, and the Black-Litterman 381

model to generate asset weight allocations. The 382

Long Short-Term Memory (LSTM) module per- 383

forms the function of training the model to capture 384

the long-term tendencies and pattern for making 385

forecasts. Aiming to provide an optimized and 386

personalized portfolio for investors, based on their 387

preferences. Was used daily adjusted closing price 388

data from 01/03/2007 to 12/30/2016. 389

In (Yun et al., 2020) was proposed a two-stage 390

deep learning architecture, called the Grouped- 391

ETFs Model (GEM) which focus on using a two- 392

stage architecture, which includes a joint cost func- 393

tion for the training of LSTM used in GEM, in 394

order to optimize asset predictions and portfo- 395

lio diversification. The study uses daily closing 396

prices from MSCI ACWI Index from 05/20/2002 397

to 06/08/2017. 398

In (Ong and Herremans, 2023), a multi-task deep 399

learning architecture is used to improve the perfor- 400

mance of a time-series momentum strategy and 401

uses LSTM layers as shared layers to encode the in- 402

put data, to better capture the temporal dependence 403

of financial data. It was used daily adjusted prices 404

from 01/1990 to 12/2020 of 78 US assets. 405

(Yin et al., 2021) presents the Wealth Flow 406

Model (WFM), which uses recursive neural net- 407

works, specifically LSTM to capture the temporal 408

dynamics of wealth flows matrices, alongside with 409

attention mechanisms, improving the accuracy of 410
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Figure 4: Number of paper per conference.

Título Ano de Publicação N◦ de Citações

Market sentiment-aware deep reinforcement learning approach for stock portfolio allocation (Koratamaddi et al., 2021) 2021 75
AI robo-advisor with big data analytics for financial services (Day et al., 2020a) 2020 54
Portfolio management via two-stage deep learning with a joint cost (Yun et al., 2020) 2020 54
Robo-advisor using genetic algorithm and BERT sentiments from tweets for hybrid portfolio optimisation (Leow et al., 2021) 2021 51
Artificial intelligence for conversational robo-advisor (Day et al., 2020b) 2020 44
Artificial Intelligence for ETF Market Prediction and Portfolio Optimization (Day and Lin, 2019) 2019 27
Harnessing a Hybrid CNN-LSTM Model for Portfolio Performance: A Case Study on Stock Selection and Optimization (Singh et al., 2023) 2023 21
Deep risk model: a deep learning solution for mining latent risk factors to improve covariance matrix estimation (Lin et al., 2021) 2022 19
Growing semantic vines for robust asset allocation (Xing et al., 2019) 2019 13
Efficient Continuous Space Policy Optimization for High-frequency Trading (Han et al., 2023) 2023 11
Generative Machine Learning for Multivariate Equity Returns (Tepelyan and Gopal, 2023) 2023 7
A General Framework on Enhancing Portfolio Management with Reinforcement Learning (Li et al., 2024) 2024 7
Automated stock picking using random forests (Breitung, 2023) 2023 7
Fusion of Sentiment and Asset Price Predictions for Portfolio Optimization (Muthivhi and van Zyl, 2022) 2022 6
Wealth Flow Model: Online Portfolio Selection Based on Learning Wealth Flow Matrices (Yin et al., 2021) 2021 6

Table 2: 15 most cited papers (last accessed 12/18/2024).

predictions. This paper also emphasizes the use of411

a DRL algorithm to train the WFM model. Using 5412

different datasets and as indicators: annualized re-413

turn (AR), Sharpe ratio (SR), maximum drawdown414

(MDD), and turnover. From dates that spans from415

07/03/1962 to 06/30/2010.416

(Lin et al., 2021) proposes the Deep Risk Model417

(DRM), a deep learning model that uses Gated Re-418

current Units (GRU) to model temporal transforma-419

tions in risk data and represent the evolution of risk420

over time. The model also uses Graph Attention421

Networks (GAT) to model cross-sectional transfor-422

mations. Using daily indicators from 04/30/2009423

to 02/10/2020.424

In (Muthivhi and van Zyl, 2022), a Semantic425

Attention Model is used to process textual data to426

identify investor sentiment, and the results are used427

as part of the prediction process for a LSTM pre-428

diction model to capture temporal dependencies429

in stock price data, aiming to improve the accu-430

racy of asset price prediction and generate the best431

capital allocations. Uses weekly sentiment and432

daily close adjusted stock prices from 01/01/2001433

to 12/31/2018.434

(Day et al., 2020b) addresses the development435

of a conversational robo-advisor that uses deep436

learning models such as LSTM to predict the in-437

crease in investment assets and, in combination438

with Black-Litterman, to find the best portfolio.439

Additionally, the system uses generative models to 440

produce responses that simulate human conversa- 441

tion to better understand the investor risk profile, 442

using a Seq2Seq architecture. Use adjusted close 443

price and over 400,000 sentences and movie of dia- 444

logues as features from 01/03/2007 to 12/30/2016. 445

4.4.2 Deep Reinforcement Learning (DRL) 446

DRL, which is an in-depth combination of ANN 447

and RL, has achieved great success in various kinds 448

of complex tasks (Li, 2023) and enables RL tech- 449

niques to scale to decision-making problems that 450

were previously intractable (Arulkumaran et al., 451

2017), learning the policy and/or value function 452

with or without the plant model (Spielberg et al., 453

2017). 454

In (Wekwete et al., 2023), DRL is used to cre- 455

ate an autonomous decision-making agent in Asset 456

Liability Management (ALM) that learns ALM ob- 457

jectives and actions through trial and error, with 458

continuous feedback from the environment. The 459

data used are generated through Monte Carlo sim- 460

ulations and include liability duration and asset 461

portfolio maturity terms. The study focuses on 462

zero-coupon bonds for simplicity, but results are 463

applicable to coupon bonds as well. Used 10,000 464

simulated datapoints. 465

(Foo et al., 2023) goal is to develop TQ2CPT, a 466

DRL-based trading agent that incorporates human 467
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risk behavior through Cumulative Prospect Theory468

(CPT) and Truncated Quantile Critics (TQC), im-469

proving portfolio allocation and risk management.470

The article uses a realistic trading environment,471

implemented using OpenAI Gym and FinRL, and472

employs market data for training and evaluation.473

Used daily features from 01/2016 to July/2020.474

(Gao et al., 2021) objective is to build an intelli-475

gent portfolio management model that can obtain476

an optimal investment portfolio dynamically, us-477

ing DDPG for online decision-making and CNN478

to process complex state data, correcting correla-479

tions between data. The article uses opening and480

closing price data for 5 stocks from the Shanghai481

Stock Exchange 50 Index and data from a risk-free482

asset (currency). The data is preprocessed using483

a time-window standardization method. The data484

used was SSE 50 stock price from 2017 to 2019.485

opening, closing, highest and lowest price, trading486

volume and other features.487

(Choi and Kim, 2024) uses a combination of im-488

itation learning and RL, with algorithms such as489

Soft Actor-Critic (SAC) and Deep Deterministic490

Policy Gradient (DDPG), as well as neural net-491

works. Rule-based "tutor" models are created, and492

"student" models are trained via RL to outperform493

them. The objective is to maximize risk-adjusted494

investment returns in the long-term while maintain-495

ing model "explainability". This work uses histor-496

ical monthly price data for diverse assets such as497

stocks, bonds, and commodities, collected from498

sources like Yahoo Finance and the Federal Re-499

serve Bank of St. Louis (FRED), covering a period500

of 02/1984 to 05/2017.501

(Han et al., 2023) focus is on directly infer-502

ring equity weights in the action space to maxi-503

mize accumulated returns through a deep reinforce-504

ment learning-based policy optimization (DRPO)505

method for high-frequency trading using recurrent506

neural networks (LSTM) as part of the policy net-507

work. The data used was mainly prices including508

stock indices (Dow Jones 30, SSE 50) and cryp-509

tocurrencies (Bitcoin, Ethereum, and Cardano),510

with different levels of frequency (daily, seconds,511

minutes).512

In (Koratamaddi et al., 2021), DRL is used for513

portfolio allocation decision-making and sentiment514

analysis is done using Valence Aware Dictionary515

and sEntiment Reasoner (VADER) to calculate the516

polarities of news and tweets, with the aim of re-517

flecting market sentiment more accurately aiding518

PortOp. The article uses confidence scores (for519

sentiment analysis) and closing stock prices data 520

from the 30 companies of the Dow Jones Industrial 521

Average (DJIA) index and sentiment data collected 522

from Google News and Twitter in English, from 523

01/01/2001 to 10/02/2018. 524

4.4.3 Reinforcement Learning (RL) 525

RL is the problem faced by an agent that must learn 526

behavior through trial-and-error interactions with 527

a dynamic environment, and it promises a way of 528

programming agents by reward and punishment 529

without needing to specify how the task is to be 530

achieved (Kaelbling et al., 1996). 531

(Zhang et al., 2024) presents EarnMore, an ap- 532

proach with masking mechanism, self-supervised 533

learning and a re-weighting mechanism that are 534

used to handle changes in customizable stock pools. 535

This method allows RL agents to operate with cus- 536

tomizable stock pools without the need for retrain- 537

ing. The paper uses daily data from 10,273 US 538

stocks from Yahoo Finance, with 95 derived tech- 539

nical indicators, and focuses on two financial mar- 540

kets: SP500 and DJ30, in different periods, from 541

09/26/2007 to 06/26/2022. 542

The RL algorithms employed by (Li et al., 2024) 543

include Policy Gradient with Actor-Critic (PGAC), 544

Proximal Policy Optimization (PPO), and Evolu- 545

tion Strategies (ES). The objective is to optimize 546

the reallocation of assets continuously, consider- 547

ing transaction costs and short selling restrictions. 548

The data used in the experiments consists of daily 549

prices of European bond futures and commodities 550

(gold, copper, oil), along with US Treasury bond 551

prices and the SP500 index, from 2000 to 2020. 552

(Lu et al., 2024) employs text-based networks 553

(TBN) to determine the target covariance matrix, 554

which is built based on the similarity between the 555

products/services of different companies and the 556

PPO method is used to define an optimal corre- 557

lation matrix shrinkage policy that incorporates 558

future hedging needs increasing the Sharpe ratio 559

(Sharpe, 1994) compared to traditional shrinkage 560

techniques. The data includes stock returns from 561

430 companies listed on US exchanges and En- 562

glish textual data from 10-K database, covering the 563

period from 1995 to 2022. 564

By integrating RL algorithms such as Deep Q- 565

Network (DQN), Dual Deep Q-Network (DDQN), 566

and Dueling DQN, together with sentiment analy- 567

sis, (Bhakar et al., 2023) platform helps portfolio 568

managers to make optimal investment decisions. 569

RL helps the agent to learn from market interac- 570
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tions and maximize its reward function and senti-571

ment analysis helped users gauge market mood and572

make more informed decisions about their assets.573

Yahoo Finance dataset for SENSEX National Stock574

Exchange of India (NSE) (open, close, high and575

low) was used along with news from newsapi.org576

(sentiment scores, stocks affected by news and anal-577

ysis), from 2010 to 2023 (It wasn’t mentioned the578

language of textual data, but the example shown579

was in English).580

4.4.4 Other Techniques581

(Breitung, 2023) focus on stock selection using582

Random Forest technique to identify stocks with583

potential for future returns, based on characteristics584

like momentum, trend, volatility, volume and daily585

high, low, open and close daily data, covering a586

period from 1990 to 2018.587

(Begušić and Kostanjčar, 2020) employs cluster-588

ing to identify latent factors in financial time series.589

It aims to find risk factors that affect specific assets590

within clusters, whether by country, asset class, or591

sector. The study uses weekly asset return data592

from global financial markets, more specifically593

797 NASDAC assets (2005 - 2020) and 621 ETFs594

(2010 - 2020).595

In (Tepelyan and Gopal, 2023) conditional596

importance-weighted autoencoders (CIWAE) and597

Normalizing Flows are used for learning the joint598

distribution of stock returns with applications in599

synthetic data generation, volatility and risk esti-600

mation, and PortOp. The data includes daily stock601

returns and market factors from 1996 to 2022.602

(Mita and Takahashi, 2023) uses a state space603

model to simulate the impact of different agents604

on the stock market. It is not a traditional PortOp605

model, but aims for proactive risk management.606

The data used was comprised of future prices, trad-607

ing volume, interest rate, price-to-earnings from the608

US and Japanese stock markets from 01/01/2000609

to 08/30/2022.610

In (Kouloumpris et al., 2024) it is proposed611

Stochastic-Aware Bootstrap Ensemble Ranking612

(SABER), a learning-to-rank method with an613

ensemble for stock selection that considers the614

stochasticity of rankings. The goal is to improve615

portfolio performance through more precise stock616

selection and a dynamic bootstrap selector for the617

number of stocks. The data includes market data,618

fundamental data (balance sheets, income state-619

ments), and macroeconomic indicators. The data620

4925 US stocks was organized in quarterly reports621

with daily values from 2005-Q3 to 2022-Q1, using 622

open, high, low, close and volume of stocks. 623

In (Du and Tanaka-Ishii, 2022) makes use of 624

stock representations (stock embeddings) based on 625

prices and texts, acquired via neural computation 626

for PortOp named NEws-STock space with Event 627

Distribution (NESTED). The goal is to balance tail 628

risk with variance risk, using texts as a source of 629

information about extreme events. Data includes 630

news articles and historical stock prices from the 631

US, UK, and Chinese markets, and stock represen- 632

tations are generated using natural language pro- 633

cessing techniques. The data periodicity for the 634

price data and news articles varied by dataset, with 635

trading days typically spanning daily intervals. The 636

news corpora were collected over different periods, 637

such as from 2000/01 to 2018/12 for some datasets, 638

while others ranged from 2005/01 to 2015/12 or 639

2006/10 to 2013/11, depending on the source. 640

(Leow et al., 2021) combines genetic algorithms 641

with sentiment analysis of tweets using the BERT 642

model for PortOp to improve portfolio performance 643

by capturing market conditions via Twitter senti- 644

ments (Sentimental All-Weather (SAW) and Sen- 645

timental MPT (SMPT) models). The data used 646

includes tweets in English and US stock data both 647

with daily periodicity, from 08/2018 to 12/2019. 648

5 Conclusão 649

This paper explored a systematic literature review, 650

covering the main papers of PortOp using Arti- 651

ficial Intelligence techniques, and answering the 652

research questions described in the literature re- 653

view planning protocol. As a result, it was possible 654

to identify that each proposed approach addresses 655

unique fusion of different techniques for different 656

purposes, so it becomes more difficult to compare 657

each work. During this review, it was noted that 658

AI techniques are gradually being applied for de- 659

signing new PortOp applications. In some appli- 660

cations, the integration of PortOp and AI leads to 661

positive results with risk reduction and profit in- 662

crease. However, it can be seen that the articles 663

which integrates PortOp techniques with Sentiment 664

Analysis are among the most cited (Table 2). Addi- 665

tionally, it should be remarked that AI techniques, 666

such as, Sentiment Analysis, DRL, RL, RNN and 667

BERT, have been successfully applied to design 668

PortOp solutions. 669
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6 Limitations670

The main limitation of this work was space, some671

interesting articles and ?? were left out of this work,672

but they can be inserted again after possible eval-673

uation and 9 pages leniency. Other limitation was674

that future works were left out our conclusion, so675

it could give out more space to other important676

information. Some articles, published on 2018 con-677

ferences were also updated to 2020 and this work678

used their updated dates, rather than the original.679

Partly because the search engine informed the latter680

date rather then the original publication date.681
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