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ABSTRACT

Adverse weather conditions significantly degrade the performance of LiDAR
point cloud semantic segmentation networks by introducing large distribution
shifts. Existing augmentation-based methods attempt to enhance robustness by
simulating weather interference during training. However, they struggle to fully
exploit the potential of augmentations due to the trade-off between minor and
aggressive augmentations. To address this, we propose A3Point, an adaptive
augmentation-aware latent learning framework that effectively utilizes a diverse
range of augmentations while mitigating the semantic shift, which refers to the
change in the semantic meaning caused by augmentations. A3Point consists of
two key components: semantic confusion prior (SCP) latent learning, which cap-
tures the model’s inherent semantic confusion information, and semantic shift re-
gion (SSR) localization, which decouples semantic confusion and semantic shift,
enabling adaptive optimization strategies for different disturbance levels. Exten-
sive experiments on multiple standard generalized LiDAR segmentation bench-
marks under adverse weather demonstrate the effectiveness of our method, setting
new state-of-the-art results. The code will be released.

1 INTRODUCTION

LiDAR semantic segmentation is vital for 3D vision tasks such as autonomous driving (Li & Ibanez-
Guzman, 2020; Li et al., 2020; Aksoy et al., 2020; Zhao et al., 2023). However, existing methods
(Ando et al., 2023; Choy et al., 2019; Lai et al., 2023; Puy et al., 2023) often struggle in adverse
weather (e.g., fog, snow, and rain) due to severe distribution shifts in point clouds, causing a mis-
match between training and testing data. Since most outdoor scene point cloud datasets (Behley
et al., 2019; Fong et al., 2022; Xiao et al., 2022b) are collected in normal weather, developing a
robust network that generalizes across diverse conditions is increasingly crucial. Addressing this
challenge is essential for achieving reliable, weather-invariant LiDAR semantic segmentation.

To mitigate performance degradation, existing studies (Xiao et al., 2023; Park et al., 2024; Kong
et al., 2023b) enhance network robustness by simulating adverse weather during training via
simulation-based or augmentation-based approaches. Simulation-based methods (Bijelic et al.,
2018; Hahner et al., 2022; 2021) model physical equations to replicate weather effects on point
clouds but require separate modeling for each condition, making it impractical to cover all varia-
tions. Augmentation-based methods (Xiao et al., 2023; Park et al., 2024; Kim et al., 2023) introduce
geometric perturbations and point drop to mimic weather-induced distortions more flexibly. How-
ever, they remain underutilized for two reasons (Fig. 1): (1) mild augmentations fail to generalize
to severe conditions, while (2) excessive augmentations distort point cloud distribution, causing se-
mantic shift (Wang et al., 2021; Bai et al., 2022; Yuan et al., 2021), where augmented regions no
longer align with original semantics, thereby hindering training. This dilemma leads existing meth-
ods to restrict augmentation range and magnitude, limiting their potential. How to utilize a larger
augmentation space while mitigating semantic shift remains a compelling challenge.

This analysis motivates us to explore a broader, more aggressive augmentation space to better simu-
late weather-induced distortions at varying intensities. However, ensuring its effectiveness requires
addressing the potential semantic shift in augmented point clouds. Directly modeling semantic shift
is difficult, as prediction errors arise from two factors: (1) semantic confusion (Fig.2 (a)), which is
the network’s inherent property that struggles to distinguish similar classes (e.g., road vs. sidewalk)
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Figure 1: (a) Point cloud distortions caused by adverse weather conditions. (b) Augmentation at
different levels (light, moderate, and heavy), where we adjust the drop ratio (DR) for point drop and
jitter std (JS) for random jittering. (c) Visualization of segmentation accuracy under different aug-
mentation levels, showing that aggressive distortions lead to significant performance degradation.

despite correct labels; (2) semantic shift (Fig.2 (b)), where excessive augmentation distorts point
cloud distributions and the original labels fail to describe the corresponding regions. For semantic
confusion, original labels should be preserved to enhance the network’s discriminative ability. In
contrast, semantic shift requires adapting supervision to avoid misleading signals. Thus, the key to
solving semantic shift lies in disentangling these two factors in augmented point clouds.

In this paper, we model semantic shift in augmented point clouds to enable their effective use during
training. Observing that semantic confusion exists in both raw and augmented data and is consistent
across domains, while semantic shift occurs only in augmented data, we propose a two-step strategy
to identify it: (1) Mining semantic confusion priors from normal-condition predictions. Inspired by
VQVAE (Van Den Oord et al., 2017), we frame this as a discrete latent representation learning
task: class-specific local confusion patterns are encoded into a latent space and represented by
quantized latent variables, with representational capacity enforced via reconstruction. (2) Detecting
semantic shift as anomalies in augmented point clouds. We apply the learned latent encoder to
augmented predictions, formulating semantic shift localization as an anomaly detection problem:
by comparing augmented latent representations with the learned priors, we distinguish semantic
consistency regions (affected only by semantic confusion) from semantic shift regions (additionally
affected by semantic shift). This separation enables targeted optimization during training.

Based on the above discussion, we propose Adaptive Augmentation-Aware latent learning for ro-
bust LiDAR semantic segmentation in adverse conditions, namely A3Point, which involves two key
components: semantic confusion prior (SCP) latent learning and semantic shift region (SSR) lo-
calization, to fully explore the potential of a large and diverse augmentation space for robust point
cloud segmentation. To capture the network’s inherent semantic confusion, in the SCP latent
learning module, we perform class-wise latent encoding on predictions from original point clouds,
using quantized latent variables to represent local confusion patterns. Through vector quantization
and reconstruction constraints, this process learns meaningful, representative embeddings capable
of reconstructing prediction maps. To disentangle semantic confusion from semantic shift, in the
SSR localization module, we dynamically track the representation distribution of each quantized
latent variable and use a frozen prior latent encoder to implicitly represent augmented predictions.
By treating semantic shift detection as an anomaly detection problem, we adaptively distinguish
semantic consistency regions (SCR) from semantic shift regions (SSR). In SCR, original labels re-
main effective for optimization, while in SSR, we apply knowledge distillation, selecting the global
nearest quantized latent variable as a supervisory constraint. By jointly localizing SSR and adapt-
ing optimization strategies accordingly, A3Point fully harnesses diverse augmentations to improve
segmentation robustness under varying disturbance levels.

Our contributions are as follows: 1) We introduce a novel perspective to overcome limitations of
augmentation-based approaches, enabling the effective utilization of a large and diverse augmen-
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Figure 2: Demonstration of semantic confusion and semantic shift. (a) Confusion matrices from
source (normal weather) and target (adverse weather) domains. Despite domain shifts, semantic
confusion remains consistent. (b) Aggressive augmentations alter point cloud density and shape,
leading to semantic misalignment (e.g., car→ veg.).

tation space to improve LiDAR segmentation robustness under adverse weather. 2) We propose a
two-step framework to decouple semantic confusion and mitigate semantic shift, comprising seman-
tic confusion prior (SCP) latent learning and semantic shift region (SSR) localization. 3) We validate
our approach through extensive experiments on multiple standard generalized LiDAR segmentation
benchmarks under adverse weather, achieving new state-of-the-art results.

2 RELATED WORK

2.1 3D POINT CLOUD SEMANTIC SEGMENTATION

Semantic segmentation of 3D point clouds assigns a label to each point and is typically approached
via three paradigms: point-based, projection-based, and voxel-based. Point-based methods directly
take 3D points as input. PointNet (Qi et al., 2017) was the first to introduce this approach, utilizing
multi-layer perceptrons to extract per-point features. Subsequent works (Thomas et al., 2019; Zhao
et al., 2021; Choe et al., 2022; Fan et al., 2021) further advanced this paradigm. While these meth-
ods minimize information loss and achieve strong performance, they demand high computational
resources when applied to large-scale LiDAR data. Projection-based methods (Ando et al., 2023;
Kong et al., 2023a; Milioto et al., 2019; Xiao et al., 2021; Zhang et al., 2020) map point clouds to 2D
range-view images via spherical projection, enabling the use of 2D segmentation networks. These
methods are computationally efficient but suffer from information loss during projection, leading to
slightly lower accuracy. Voxel-based methods (Choy et al., 2019; Lai et al., 2023; Zhu et al., 2021;
Graham et al., 2018; Tang et al., 2020) divide 3D point clouds into sparse voxel grids and aggregate
points within the same voxel. The introduction of sparse convolutions significantly reduces com-
putational costs, making this paradigm well-suited for large-scale outdoor LiDAR scenes. In this
work, we adopt voxel-based architectures (Choy et al., 2019; Tang et al., 2020) as our baseline to
balance inference efficiency and segmentation performance.

2.2 LIDAR UNDER ADVERSE WEATHER CONDITIONS

In real-world applications, robust scene understanding under adverse weather is critical, especially
given the safety demands of autonomous driving (Kong et al., 2023b; Xiao et al., 2023; Sakaridis
et al., 2021). However, extreme weather can significantly disturb point cloud distributions (Filgueira
et al., 2017; Heinzler et al., 2019; Peynot et al., 2009; Ryde & Hillier, 2009), leading to a dramatic
drop in the performance of LiDAR segmentation networks. To mitigate domain discrepancy between
normal and adverse weather conditions, unsupervised domain adaptation (UDA) approaches (Hah-
ner et al., 2022; 2021; Luo et al., 2021; Xiao et al., 2022a;b; Yang et al., 2021) have been explored.
These methods leverage labeled source domain data and unlabeled target domain data to learn
domain-invariant features, improving cross-domain performance. However, UDA-based methods
are limited to specific and visible target domains, making them insufficient for generalizing to un-
known weather disturbances. In this paper, we adopt the domain generalization setting (Kim et al.,
2024; 2023; Li et al., 2023), aiming to train a model using a single source domain under normal
weather conditions, without access to target data from adverse weather during training.
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Figure 3: Pipeline of A3Point. We explore an abundant augmentation space (Sec.3.4) and propose
two key components: SCP latent learning to capture inherent semantic confusion (Sec.3.5) and SSR
localization to decouple semantic shift (Sec.3.6).

2.3 AUGMENTATION FOR ROBUST LIDAR SEGMENTATION

To enhance the robustness of LiDAR segmentation models, existing methods introduce point cloud
corruptions during training to simulate the interference caused by adverse weather. Simulation-
based methods (Bijelic et al., 2018; Hahner et al., 2022; 2021) rely on prior weather knowledge to
construct physical models that artificially simulate point clouds under adverse conditions. Rather
than explicitly modeling specific weather effects, augmentation-based methods (Xiao et al., 2023;
Park et al., 2024; Kim et al., 2023) provide a more general and flexible approach. Inspired by 2D
image augmentation, Mix-based methods (Kong et al., 2023c; Nekrasov et al., 2021; Xiao et al.,
2022a; Zhao et al., 2024) blend two LiDAR scans to enhance training diversity. To better simulate
disturbances caused by adverse weather, recent works (Park et al., 2024; Xiao et al., 2023) identify
two primary degradation patterns: (1) geometric perturbation and (2) point drop. PointDR (Xiao
et al., 2023) introduces a set of augmentations to randomly simulate weather-induced disturbances,
while LiDARWeather (Park et al., 2024) proposes a learnable Point Drop strategy for adaptive aug-
mentation. However, these methods remain constrained by a limited perturbation space. In contrast,
our approach explores a broader range of perturbations and explicitly addresses the semantic shift
problem caused by aggressive augmentation, enabling more robust network training.

3 METHOD

3.1 PROBLEM DEFINITION

In domain generalization (DG) for LiDAR semantic segmentation, the network is trained on labeled
source domain data and need to be generalized to unseen target domain data. To be specific, the
source domain can be denoted as Ds = {(xS

i , y
S
i )}

NS
i=1, where xS

i ∈ XS represents a LiDAR point
cloud scan with ySi ∈ YS as the corresponding point-wise one-hot label covering C classes. The
target domain can be denoted as Dt = {(xT

i )}
NT
i=1, where target label YT shares the same label

space with YS . Since the target domain is not accessible during the training process, we omit the
superscript S/T in the following notation for brevity.

3.2 PRELIMINARIES

Augmentation-based Training for DG. Existing methods explore weather-induced disturbances
and apply them as data augmentation. This approach can be viewed as a domain randomization
paradigm for learning a domain-generalizable network. During training, the loss is first computed
on the original scan to train a neural network f :

Lce =
1

NS

NS∑
i=1

1

ni

ni∑
j=1

ℓce(f(xij), yij), (1)
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where ℓce denotes the voxel-wise cross-entropy loss, and ni is the number of valid voxels in xi.
Then, for each xi, random augmentations are simultaneously applied to (xi, yi), obtaining (x̂i, ŷi) =
A{(xi, yi)}. The augmented training pair is also implemented through the cross-entropy loss:

L̂ce =
1

NS

NS∑
i=1

1

n̂i

n̂i∑
j=1

ℓce(f(x̂ij), ŷij). (2)

The total training loss can be represented as: L = Lce + L̂ce.

Vector Quantized Variational AutoEncoder. VQ-VAE (Van Den Oord et al., 2017) is a variant of
variational autoencoder (Kingma et al., 2013) that learns a discrete latent representation. It consists
of an encoder E, a decoder D, and a codebook C = {e1, e2, ..., eK} containing K learnable embed-
dings. The encoder maps the input x to a continuous latent representation ze = E(x), which is then
quantized to the nearest codebook entry ek using a nearest-neighbor lookup (we use a single random
variable z to represent the discrete latent variables for simplicity):

zq = quantize(ze) = ek,where k = argmin
j

||ze − ej ||2. (3)

The decoder reconstructs the input from the quantized latent representation: x̄ = D(zq). Total
training objective is:

L = ||x− x̄||22 + ||sg(ze)− zq||22 + ||ze − sg(zq)||22, (4)

which consists of reconstruction loss, codebook loss, and commitment loss, where sg(·) denotes the
stop-gradient operation. The codebook loss brings the selected latent variables e close to encoder
outputs, while the commitment loss encourages the encoder to produce latent representations close
to the codebook entries. The discrete latent representation learned by VQ-VAE can capture the
underlying structure of the data and has been successfully applied in various tasks, such as image
generation (Razavi et al., 2019; De Fauw et al., 2019; Yu et al., 2021) and unsupervised representa-
tion learning (Liu et al., 2023; Chen et al., 2024; Takida et al., 2023).

3.3 OVERVIEW OF A3POINT FRAMEWORK

We first define the enhanced augmentation space used during training (Sec.3.4). Then, we model
a discrete latent representation learning process to learn semantic confusion prior (Sec.3.5). Next,
we localize the semantic shift regions through a form of anomaly detection (Sec.3.6). Finally, we
introduce region-specific optimization strategies (Sec.3.7). Our overall framework is shown in Fig.3.

3.4 ENHANCED AUGMENTATION SPACE

Previous works (Xiao et al., 2023; Park et al., 2024) identify that the main disturbances caused by ad-
verse weather can be summarized as (1) geometric perturbation, caused by perceived distance shifts,
and (2) point drop, resulting from beam attenuation, beam missing, or potential occlusions. This
motivates us to use random jittering and point drop as the primary and generic augmentation strate-
gies. Unlike previous methods that only adopt limited range and magnitude, we define a broader
augmentation space to fully simulate various levels of weather disturbances. Specifically, we define
jitter std in a range of [jmin, jmax] for random jittering and drop ratio range of [dmin, dmax] for
point drop, and uniformly sample the perturbation magnitudes during training. For other subsidiary
augmentations, we follow previous works and employ random rotation, random scaling, random
flipping, random noise perturbation, scan mix (Kong et al., 2023c; Xiao et al., 2022a).

3.5 SEMANTIC CONFUSION PRIOR LATENT LEARNING

Semantic confusion, which refers to the network’s inherent uncertainty in distinguishing between
classes, as reflected in the predicted probability distribution. To decouple semantic confusion and
semantic shift in the augmented point cloud, we mine prior knowledge of semantic confusion from
the original point cloud predictions.

Specifically, we first introduce an autoencoder for prior latent learning, which follows VQ-VAE (Van
Den Oord et al., 2017). Through quantized latent variables and a reconstruction process, it can effec-
tively learn meaningful representations with sufficient representational power. The input for encoder
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E is obtained by first concatenating f(x) (processed through softmax) and x, then splitting the result
class-wise according to the label y to prevent inter-class interactions, and finally concatenating the
resulting submatrices along the batch dimension. This can be expressed as:

ze = E([f(x1)⊕ x1, f(x2)⊕ x2, ..., f(xC)⊕ xC ]︸ ︷︷ ︸
n×(C+3)

), (5)

where f(xi) ⊕ xi represents the concatenation of prediction and coordinates for points with class
i, and n is the number of valid voxels. The [·, ·] notation denotes the concatenation operation along
the batch dimension. The output for decoder D is reconstructed to [f(x1); f(x2); ...; f(xC)]. Eq.4
is used to optimize for this process without backpropagating the gradients to f .

Compared to the K×D codebook in VQ-VAE, we use class-specific sub-codebooks of size C×k×
D, where k is the number of latent variables in each sub-codebook, and D is the dimension of the
latent variables. Each latent variable in the sub-codebook can be considered as modeling a specific
local semantic distribution pattern under corresponding class. The encoder E models the p(z|f(x)),
which represents the prior distribution of the latent variables z given the predicted probabilities f(x).
The decoder D models the p(f(x)|z), which represents the posterior distribution of reconstructing
the predicted probabilities f(x) conditioned on the latent variables z. Through this process, the
autoencoder can model the network’s semantic confusion online during the training process.

3.6 SEMANTIC SHIFT REGION LOCALIZATION

Excessive augmentation can cause semantic shift in certain regions, leading to abnormal prediction
results, as shown in Fig. 2 (b). After modeling the semantic confusion prior, we can assess whether
the network’s predictions for the augmented point cloud conform to the normal semantic distribution
patterns, thus treating the localization of semantic shift regions as an anomaly detection problem.

During latent learning process, we dynamically track the representation distribution of each quan-
tized latent variable. For each ei, we maintain statistics of its corresponding latent embedding distri-
bution before quantization and store variance σ2

i of each channel, which is updated using exponential
moving average. The representation distribution of each ei can be expressed as:

r(ei) = N (ei,diag(σ
2
i,1, σ

2
i,2, . . . , σ

2
i,D)), (6)

Next, we use the frozen prior latent encoder E to map predictions of augmented point cloud to latent
embedding space. Since the encoder models the class-wise p(z|f(x)), embeddings from regions
affected by semantic shift will not fall into the representation distribution of their corresponding
sub-codebooks. We locate the semantic shift regions by checking whether the embeddings lie within
the representation distribution of their nearest latent variable in corresponding sub-codebooks.

After distinguishing all the embeddings, we remap them back to the prediction space, i.e., f(x̂), to
determine the semantic consistency regions (SCR) and semantic shift regions (SSR) in the prediction
space. We use two masks to represent these two regions:

MSCR = 1(ze ∈ r(NNsub(ze))), (7)

MSSR = 1(ze /∈ r(NNsub(ze))), (8)

where ze represents the latent embeddings of the augmented point cloud predictions, NNsub(ze)
denotes the nearest latent variable of ze, and 1(·) is the indicator function.

3.7 OPTIMIZATION STRATEGIES

After determining the SCR and SSR, we assign different optimization strategies. For SCR, we use
the original labels:

L̃ce = ℓce(f(x̂)⊙MSCR, y ⊙MSCR) = L̂ce ⊙MSCR, (9)

where ⊙ denotes element-wise multiplication. For SSR, we propose a latent variable-based dis-
tillation loss to provide appropriate supervisory signals. Instead of querying the nearest neighbor
from sub-codebook of the corresponding class, we obtain the closest semantic confusion pattern
prior for this region by querying from global codebook. Then, we use this prior to distill the latent
embeddings of SSR:

Ldistill = ||ze − sg[NNglobal(ze)]||22, (10)
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Table 1: Comparison results of s [A]→ [C]. ∗ denotes the reproduced result with the same backbone.
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Baseline 67.1 5.0 28.1 38.5 14.6 45.8 8.3 13.8 40.1 16.1 26.1 3.3 71.6 52.7 53.8 33.9 39.2 25.3 12.7 30.7 30.1 29.7 25.3 31.4 +0.0
PointDR∗ (Xiao et al., 2023) 69.2 1.0 8.9 41.9 7.6 48.9 17.0 36.2 57.8 15.9 32.3 4.0 75.7 46.4 54.0 36.2 43.9 23.7 24.2 37.3 33.5 35.5 26.9 33.9 +2.5
DGUIL (Kim et al., 2023) 78.2 2.5 33.0 29.7 6.1 49.8 0.8 40.9 67.3 7.2 38.0 2.2 79.8 54.4 64.1 36.8 52.3 31.0 40.0 36.3 34.5 35.5 33.3 37.6 +6.2
WADG (Du et al., 2024) 72.0 0.0 32.9 37.0 1.9 37.7 6.8 52.9 59.9 10.7 31.8 2.2 76.0 48.8 62.7 34.0 49.3 23.6 20.4 39.5 32.5 31.7 29.4 34.8 +3.4
DGLSS (He et al., 2024) 69.6 0.8 42.8 34.4 8.9 41.9 12.8 44.5 52.0 14.5 30.8 6.0 77.8 51.1 57.6 38.9 43.2 29.7 30.6 34.2 34.8 36.2 32.1 36.2 +4.8
LiDARWeather (Park et al., 2024) 86.1 4.8 13.8 39.7 26.6 55.4 8.5 50.4 63.7 14.9 37.9 5.5 75.2 52.7 60.4 39.7 44.9 30.1 40.8 36.0 37.5 37.6 33.1 39.5 +8.1
NTN (Park et al., 2025) 83.3 3.7 31.3 36.2 18.2 53.3 6.8 55.9 67.2 18.1 37.2 5.4 72.1 41.8 58.0 36.0 46.0 28.2 39.8 35.3 35.1 35.7 32.4 38.9 +7.5

A3Point (ours) 88.3 4.1 57.5 29.0 7.6 45.3 24.0 46.4 69.2 16.9 38.4 3.3 74.8 48.2 63.1 42.9 49.2 32.6 41.8 41.1 38.5 38.2 37.2 41.3 +9.9

Table 2: Comparison results of [B]→ [C]. ∗ denotes the reproduced result with the same backbone.
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WADG (Du et al., 2024) 33.8 1.1 2.9 17.0 0.2 26.8 1.0 4.3 53.9 5.0 20.6 2.2 64.3 27.1 53.8 27.0 37.0 28.6 8.6 21.6 23.4 27.2 21.4 21.9 +6.4
LiDARWeather (Park et al., 2024) 39.3 2.9 0.9 19.4 0.8 27.7 2.2 3.8 42.5 9.4 21.6 0.3 51.9 33.5 47.4 23.1 33.3 23.2 6.8 19.0 21.2 23.1 17.3 20.5 +5.0
NTN (Park et al., 2025) 48.4 1.5 2.4 19.4 0.2 29.1 3.2 8.9 43.5 6.7 20.5 0.0 52.2 30.1 49.8 20.0 32.9 24.7 7.5 - - - - 21.1 +5.6

A3Point (ours) 76.7 4.0 5.0 29.6 1.3 35.1 1.7 9.5 55.4 3.9 24.0 3.5 61.7 34.5 60.1 34.1 33.3 28.1 14.8 26.8 26.6 31.9 28.6 27.2 +11.7

where NNglobal(ze) denotes the global nearest neighbor latent variable. Eq.10 is similar to previous
commitment loss while we do not update the encoder E, but backpropagate the gradient to the
network f . Our total training loss is:

Ltotal = Lce + L̃ce + λLdistill, (11)

where λ is a hyperparameter balancing loss terms. In this way, the semantic confusion prior learned
from the original point cloud can provide meaningful supervisory signals for semantic shift regions,
enhancing the model’s performance on augmented data while preserving semantic consistency. For
further implementation details, discussions and algorithm flow, please refer to Appendix B-E.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

Datasets. We use four datasets: SemanticKITTI (Behley et al., 2019), SynLiDAR (Xiao et al.,
2022b), SemanticKITTI-C (Kong et al., 2023b), and SemanticSTF (Xiao et al., 2023). ❶ Se-
manticKITTI: 19,130 training scans (sequences 00-10, except 08), collected in urban environments
under standard weather conditions. ❷ SynLiDAR: 198,396 synthetic scans (19 billion points) gener-
ated using Unreal Engine 4. ❸ SemanticKITTI-C: Corrupted version of SemanticKITTI generated
via simulation. ❹ SemanticSTF: 2,076 LiDAR scans from STF (Bijelic et al., 2020) under adverse
weather (snow, dense fog, light fog, rain), split into 1,326 training, 250 validation, and 500 testing
scans. SemanticKITTI and SynLiDAR serve as source domains, while SemanticKITTI-C and Se-
manticSTF assess robustness as target domains. We denote SemanticKITTI as [A], SynLiDAR as
[B], SemanticSTF as [C], and SemanticKITTI-C as [D] for brevity.

Evaluation Metrics. We adopt MinkowskiNet-18/32width (Choy et al., 2019) as the base model
and also evaluate SPVCNN (Tang et al., 2020). Performance is measured by Intersection over Union
(IoU) per class and mean IoU (mIoU) across classes, including breakdowns by weather conditions.

Implementation Details. The segmentation network is trained with SGD (learning rate 0.24, weight
decay 0.0001), and the autoencoder with Adam (learning rate 0.001). The sub-codebook size k is
set to 32. These networks are updated alternately. For augmentation, we set the drop ratio to [0.2,
0.8] and jitter standard deviation to [0.01, 0.05]. Training runs for 50 epochs with a batch size of 4
on an RTX 3090 (24 GB). The balancing coefficient λ is set to 0.1 to maintain gradient stability.

4.2 COMPARISON WITH EXISTING METHODS

Overall Quantiative Results. Tab. 1-2 compare A3Point with state-of-the-art domain generaliza-
tion methods on the [A] → [C] and [B] → [C] benchmarks. The baseline is trained only with Lce.
A3Point outperforms all methods, achieving 9.9% and 11.7% mIoU improvements over the baseline.
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Table 3: Different architectures & benchmarks.

Method SPVCNN Minkowski

baseline w/ A3Point baseline w/ A3Point
[A] → [C] 28.1 40.1 (+12.0) 31.4 41.3 (+9.9)
[B] → [C] 17.3 25.8 (+8.5) 15.5 27.2 (+11.7)
[A] → [D] 52.5 54.7 (+2.2) 53.0 58.9 (+5.9)

Table 4: Ablation study of A3Point components.

None EAS (L̂ce) SCR (L̃ce) SSR (Ldistll) [A] → [C] [B] → [C]

✓ 31.4 15.5
✓ 38.7 24.9
✓ ✓ 40.2 26.5
✓ ✓ ✓ 41.3 27.2

Figure 4: Qualitative results on [A] → [C]. Signifi-
cant improvements are marked with boxes.

 

Figure 5: Mask ratio of SSR under differ-
ent augmentation levels.

Class-wise analysis shows that A3Point performs particularly well on safety-critical classes such as
motorcycle, bicyclist, traffic sign, and car, which are typically challenging due to unique geometries
and susceptibility to adverse conditions. The local pattern encoding in VQ-VAE and region-specific
optimization enhance robust feature capture for these classes under diverse weather conditions.

Weather-level Comparison. A3Point demonstrates superior robustness across all weather condi-
tions, with substantial leads even in the most severe cases like dense fog and heavy snow. The
extensive augmentation space and adaptive latent-space distillation enable A3Point to handle a wide
spectrum of weather disturbances while preserving predictions in less corrupted regions, resulting
in better performance than other methods in milder conditions.

Qualitative Results. Fig.5 presents a visual comparison of A3Point with previous methods un-
der challenging weather conditions like snow and dense fog. A3Point shows a superior ability to
accurately segment major scene components such as sidewalk, road, and terrain, which are often
obscured or distorted in adverse weather. Moreover, it exhibits better segmentation of complex in-
stances like car and traffic sign, which are critical for safe navigation. The local pattern encoding
helps capture the unique geometries of these objects, while the decoupling of semantic confusion
and shift enhances the discriminative performance of these classes.

4.3 ABLATION STUDY

See Appendix F-K for more analyses and visualizations.

Additional Results. To validate the effectiveness and generalizability of A3Point, we conduct ex-
periments across different architectures and benchmarks (Tab. 3). Results show consistent gains.
With SPVCNN, A3Point achieves +12.0%, +8.5%, and +2.2% mIoU on [A] → [C], [B] → [C],
and [A] → [D], respectively. Using Minkowski, the improvements are +9.9%, +11.7%, and +5.9%
mIoU. Notably, improvements are larger on the real adverse weather benchmark [C] than on the
synthetic corruption benchmark [D], indicating superior robustness to real-world disturbances. The
consistent gains across architectures highlight the approach’s architecture-agnostic nature, making
it broadly applicable to various LiDAR segmentation networks.

Effectiveness of Components. We conduct an ablation study on the [A]/[B]→[C] benchmark to
evaluate the impact of A3Point’s components (Tab. 4). For [A]→[C], the baseline without aug-
mentations achieves 31.4% mIoU. Introducing the enhanced augmentation space (EAS) improves
performance to 38.7%, highlighting the importance of diverse augmentations for domain robustness.
Applying semantic shift region localization and masking to only optimize semantic consistency re-
gions (SCR) with L̃ce further improves mIoU to 40.2%. Finally, incorporating latent variable-based
distillation loss Ldistill for semantic shift regions (SSR) achieves the best result of 41.3% mIoU. A
similar trend is observed for [B]→[C], where the baseline starts at 15.5% mIoU. EAS significantly
boosts performance to 24.9%, bridging the large gap between synthetic and real adverse weather
data. Adding SCR improves mIoU to 26.5%, and the full model with SSR reaches 27.2%. These
results demonstrate the complementary nature of our components across domain generalization sce-
narios. By leveraging learned semantic confusion priors to guide semantic shift optimization, the
model adapts to novel disturbances while preserving semantic consistency.
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Table 5: Ablation study of augmentation level. We define
different levels (light, moderate, and heavy), same as Fig.1.

Method None light moderate heavy random
[A] → [A] 62.7 61.2 59.7 55.5 60.4
w/ A3Point 62.6 62.4 61.0 58.7 62.5
[A] → [C] 31.4 37.6 38.0 37.1 38.7
w/ A3Point 31.8 38.5 40.4 40.5 41.3
[B] → [C] 15.5 19.3 23.6 24.1 24.9
w/ A3Point 15.6 20.7 25.1 26.4 27.2

Table 6: Performance comparison of
different strategies for modeling

semantic confusion prior.

Strategy [A] → [C] [B] → [C]

None 38.7 24.9
GT-based 39.1 25.0

Offline 40.7 26.4
Online (ours) 41.3 27.2

Analysis of Augmentation Level. We analyze the impact of augmentation levels on network perfor-
mance using the [A] validation set ([A]→[A]) and cross-domain benchmarks [A]/[B]→[C] (Tab. 5).
On [A]→[A], baseline performance drops from 62.7% to 55.5% mIoU as augmentation increases
from none to heavy, showing the adverse effect of severe augmentations. In contrast, A3Point main-
tains higher performance, with only a slight decrease from 62.6% to 58.7%, demonstrating its ability
to mitigate the negative impact of aggressive augmentations by handling semantic shift regions. For
[A]→[C], augmentations improve baseline performance from 31.4% to 38.7% mIoU, confirming
their role in enhancing robustness. However, a slight drop from 38.0% to 37.1% from moderate to
heavy augmentations suggests emerging semantic shift issues. A3Point avoids this drop, achiev-
ing 40.5% mIoU with heavy augmentations and 41.3% mIoU with random augmentations. Similar
trends appear in [B]→[C], where A3Point achieves larger relative gains as augmentation intensity
increases. The performance gap over the baseline grows from 1.4% with light augmentations to
2.3% with random augmentations. These findings confirm that A3Point effectively handles seman-
tic shift, allowing the use of aggressive augmentations without harming performance. Its ability to
balance source and target performance makes it well-suited for real-world applications.

Analysis of Semantic Confusion Prior. Tab. 6 compares different strategies for modeling semantic
confusion prior on [A]/[B]→[C] benchmarks. For [A]→[C], the GT-based method, using one-hot
ground truth labels, models only class-wise shape distribution but lacks inter-class confusion knowl-
edge, yielding a marginal 0.4% mIoU gain. The offline method, which uses a pre-trained model’s
predictions on the source domain, improves mIoU by 2.0% but struggles to capture evolving confu-
sion patterns during training. Similar trends occur in [B]→[C], where the GT-based method provides
minimal gains (25.0% vs. 24.9%), and the offline method achieves better but limited improvement
(26.4% vs. 24.9%). In contrast, our online modeling approach continuously updates the prior in-
formation, effectively decoupling semantic confusion in augmented point clouds. This dynamic
strategy achieves the best performance: 41.3% mIoU on [A]→[C] and 27.2% mIoU on [B]→[C],
outperforming the baseline by 2.6% and 2.3%, respectively. By continuously adapting to evolv-
ing confusion patterns, A3point mitigates semantic shifts and consistently outperforms static priors,
demonstrating the importance of dynamic prior modeling in our framework.

Analysis of Semantic Shift Region. Fig.5 shows how the SSR mask ratio varies with augmen-
tation level. As the augmentation intensity increases, the mask ratio of the localized SSR grows
accordingly. This observation aligns with our expectation that stronger perturbations lead to more
significant semantic shift in the augmented point clouds, resulting in a larger proportion of the input
being identified as belonging to the SSR. The upward trend in the curve suggests that our proposed
SSR localization module effectively captures the regions most affected by the augmentation-induced
semantic shift, enabling the network to apply appropriate optimization strategies in these areas to
mitigate the impact of the shift and enhance the model’s robustness to adverse weather conditions.

5 CONCLUSION

This paper presents A3Point, an adaptive augmentation-aware latent learning framework for robust
LiDAR semantic segmentation under adverse weather. A3Point effectively leverages a large aug-
mentation space while mitigating semantic shift through a two-step strategy: (1) semantic confusion
prior latent learning, which encodes local confusion patterns through discrete latent representations,
and (2) semantic shift region localization, which detects anomalies in augmented point clouds to
separate semantic consistency from semantic shift regions, enabling targeted optimization. Experi-
ments on domain generalization benchmarks demonstrate its effectiveness, particularly in general-
izing from synthetic normal weather to real adverse weather.
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A APPENDIX

This appendix provides additional details and analyses to complement our main paper. We include
implementation details, ablation studies, and additional visualization results. Specifically, the ap-
pendix is organized as follows:

• Section B introduces the autoencoder implementation details introduced in Semantic Con-
fusion Prior Latent Learning.

• Section C presents our anomaly detection strategy in Semantic Shift Region Localization
• Section D discusses the differences between discrete and continuous encoding.
• Section E provide a pseudo algorithm of A3Point.
• Section F studies the impact of Other Augmentation Techniques.
• Section G provides a hyperparameter analysis of A3Point.
• Section H offers a visual analysis about Semantic Shift Region.
• Section K provides more qualitative results.

B IMPLEMENTATION OF SCP LATENT LEARNING

In this section, we provide the implementation details of our semantic confusion prior (SCP) latent
learning module, which is based on the vector quantized variational autoencoder (VQ-VAE) archi-
tecture (Van Den Oord et al., 2017). The goal is to learn a discrete latent representation that captures
the semantic confusion patterns in the original point cloud predictions.

B.1 VQ-VAE ARCHITECTURE

The VQ-VAE consists of an encoder, a decoder, and a vector quantization layer. The encoder net-
work maps the input point cloud features x concatenated with the predicted probabilities f(x) to a
latent representation ze. We use sparse 3D convolutions (Tang et al., 2020) in the encoder to process
the sparse point cloud data efficiently. The architecture is as follows:

• The encoder has 4 sparse conv3d downsampling blocks with channel dimensions [16, 32,
64, 128]. Each block consists of a stride-2 sparse conv3d, batch norm, and LeakyReLU.
This downsamples the point cloud by 16x.

• An additional sparse conv3d, batch norm and LeakyReLU, followed by 2 residual blocks
to further process the features.

• A final sparse conv3d to map to the latent dimension (64).

The decoder network reconstructs the predicted probabilities f(x) from the quantized latent repre-
sentation zq . It follows a mirrored architecture to the encoder:

• A sparse conv3d, batch norm and LeakyReLU to map from the latent dimension to the
initial feature dimension (128).

• 2 residual blocks for further processing.
• 4 sparse transposed conv3d upsampling blocks, each consists of a stride-2 transposed sparse

conv3d, batch norm and LeakyReLU. This upsamples the features by 16x back to the orig-
inal resolution.

• A final sparse conv3d and tanh activation to reconstruct the predicted probabilities.

B.2 PER-CLASS VECTOR QUANTIZATION

To avoid inter-class confusion, we perform vector quantization independently for each semantic
class. The VQ codebook C contains learnable embeddings for each class, with dimensions C×k×D,
where C is the number of classes, k is the number of embeddings per class, and D is the latent
dimension.
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During the forward pass, we split the encoder output ze into class-specific latents based on the class
labels. For each class, the latents are quantized to the nearest embedding in its corresponding sub-
codebook using L2 distance. The distances to embeddings of other classes are masked out to prevent
selecting incorrect classes.

B.3 COMMITMENT LOSS AND EMBEDDING LOSS

The learning objective combines a commitment loss and an embedding loss, following the original
VQ-VAE:

• The commitment loss encourages the encoder output ze to commit to the selected embed-
dings zq , and is defined as:

Lcommit = ∥ze − sg(zq)∥22 (12)
• The embedding loss brings the selected embeddings zq close to the encoder output ze, and

is defined as:
Lembed = ∥sg(ze)− zq∥22 (13)

where sg stands for the stop-gradient operation. The total VQ loss is:
LVQ = Lcommit + βLembed (14)

where β is a weighing coefficient (set to 0.25).

B.4 RECONSTRUCTION LOSS

To ensure the quantized representation can reconstruct the input predicted probabilities, we employ
a mean squared error reconstruction loss:

Lrecon = ∥f(x)−D(zq)∥22 (15)

The final loss is a weighted combination of the reconstruction loss and the VQ losses:

L = Lrecon + LVQ (16)

In summary, our SCP latent learning module utilizes a VQ-VAE architecture with sparse convolu-
tions to learn a discrete latent representation of semantic confusion patterns in a class-wise manner.
The model is trained end-to-end using a combination of reconstruction loss and VQ losses. This
allows capturing informative priors on the semantic confusion from the original point cloud predic-
tions.

C IMPLEMENTATION OF SSR LOCALIZATION

In this section, we describe the implementation details of our semantic shift region (SSR) local-
ization module. The goal is to identify regions in the augmented point cloud where the network’s
predictions deviate from the learned semantic confusion priors, indicating potential semantic shifts
caused by the augmentations.

C.1 TRACKING LATENT REPRESENTATION DISTRIBUTIONS

During the training of the SCR latent learning module, we track the distribution of latent repre-
sentations associated with each quantized latent variable (i.e., each embedding in the codebook).
Specifically, for each latent variable ei, we calculate the variance σ2

i of its corresponding latent
representations before quantization. The variance is updated using an exponential moving average
(EMA) with a momentum factor γ (set to 0.9):

σ2
i ← γσ2

i + (1− γ)Var(ze|zq = ei) (17)

where Var(·) denotes the variance operation. This allows us to estimate the typical distribution of
latent representations for each latent variable.
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C.2 LOCATING SEMANTIC SHIFT REGIONS

To locate the semantic shift regions, we first pass the augmented point cloud through the trained
encoder E to obtain its latent representations ze. We then compare each latent representation to the
distribution of its nearest latent variable in the corresponding sub-codebook.

Specifically, for each latent representation zje , we find its nearest latent variable eNN(j) in the sub-
codebook of the corresponding class. We consider zje to be an outlier (i.e., belonging to a semantic
shift region) if its distance from eNN(j) exceeds a threshold based on the tracked variance σ2

NN(j):

isOutlier(zje) = 1

(
∥zje − eNN(j)∥2 > t

√
σ2
NN(j)

)
(18)

where 1(·) is the indicator function and t is a hyperparameter controlling the threshold (set to 3).
The intuition is that if a latent representation deviates significantly from the typical distribution of
its nearest latent variable, it likely corresponds to a semantic shift region.

C.3 GENERATING SSR AND SCR MASKS

After identifying the outlier latent representations, we project them back to the point cloud space to
generate masks for the semantic shift regions (SSR) and semantic consistency regions (SCR).

We first create a binary mask Moutlier in the latent representation space, where M j
outlier =

isOutlier(zje). We then use the transpose of the point cloud downsampling operation (used in the
encoder) to upsample the mask back to the original point cloud resolution. This gives us the SSR
mask MSSR.

The SCR mask is simply the complement of the SSR mask:

MSCR = 1−MSSR (19)

C.4 HANDLING SPARSE OUTLIERS

In practice, the outlier latent representations may be sparse and scattered. To ensure the SSR mask
covers semantically meaningful regions, we perform a dilation operation on the SSR mask. Specif-
ically, for each point (x, y, z, c) in the SSR mask, we set its neighboring points within a certain
radius r to also belong to the SSR. This helps to connect nearby outlier points and form contiguous
semantic shift regions.

The dilation operation can be efficiently implemented by first upsampling the outlier mask to a dense
3D grid, performing dilation on the grid, and then downsampling the dilated mask back to the point
cloud using nearest-neighbor interpolation.

In summary, our SSR localization module identifies semantic shift regions in the augmented point
cloud by comparing the latent representations to the learned semantic confusion priors. It gener-
ates SSR and SCR masks to guide the subsequent training with appropriate losses for each region.
The module is computationally efficient and can be integrated into the training pipeline without
significantly increasing the training time.

D DISCUSSION: DISCRETE VS. CONTINUOUS ENCODING

A key aspect of the proposed Semantic Confusion Prior (SCP) is explicitly obtaining the distri-
bution form of the representation for subsequent localization and optimization. This section dis-
cusses the differences between discrete and continuous encoding methods and explains why discrete
encoding is more suitable for our framework.
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D.1 COMPARISON OF ENCODING PARADIGMS

Discrete Encoding (e.g., VQ-VAE). VQ-VAE (Van Den Oord et al., 2017) learns a discrete latent
space by: 1) Mapping the input to a latent space via an encoder. 2) Quantizing the latent space into
a codebook, effectively clustering representative features.

Continuous Encoding Methods. Continuous representation methods can be categorized into two
types: (1) Fixed Prior Distribution Paradigms (e.g., VAE (Kingma et al., 2013), Flow-based
Models (Rezende & Mohamed, 2015; Kingma & Dhariwal, 2018)) These methods constrain
the latent space to a fixed prior distribution (e.g., Gaussian) to achieve implicit global distribution
alignment. However, this alignment lacks interpretability and cannot naturally decouple different
semantic classes, often requiring separate encoders and decoders per class. (2) Unconstrained
Latent Representations (e.g., AE (Rumelhart et al., 1986), DAE (Vincent et al., 2008), SDAE
(Vincent et al., 2010)) These methods learn continuous latent representations without a predefined
prior, making it difficult to directly extract structured distribution information. As a result, clustering
techniques may still be needed to impose structure, similar to VQ-VAE’s discrete encoding.

D.2 WHY DISCRETE ENCODING IS NECESSARY?

While discrete encoding limits the number of latent patterns to k, this does not hinder our frame-
work’s effectiveness. Instead, it provides several advantages:

Better Interpretability: Each latent code represents a specific semantic confusion pattern, making
it easier to analyze and interpret the learned representations.

Class-wise Separation: VQ-VAE allows natural clustering of latent representations per class, which
is crucial for our semantic shift localization.

Robustness and Generalization: A well-designed codebook ensures that only the most represen-
tative and meaningful patterns are learned, improving generalization to unseen data.

E PSEUDO ALGORITHM OF A3POINT.

We further provide detailed algorithmic description in Alg. 1.

F IMPACT OF OTHER AUGMENTATION TECHNIQUES

To further analyze the role of various augmentation techniques, we conduct experiments to evaluate
their impact on both source and target domain performance.

F.1 EXPERIMENTAL SETUP

We follow the same training setup as in Section 3.3.2, varying the intensity of secondary augmen-
tations such as scaling, flipping, and noise perturbation, while keeping point deformation and point
loss augmentations unchanged. We define three augmentation levels: - Light: Default augmentation
settings used in our main experiments. - Moderate: Increasing the magnitude of scaling and flip-
ping while maintaining the original distribution. - Heavy: Aggressively increasing scaling factors
and noise perturbation levels.

F.2 RESULTS AND ANALYSIS

Tab. 7 presents the results on the [A]→[C] and [B]→[C] benchmarks.

From the results, we observe that: 1. Excessive secondary augmentations degrade both source
and target performance. Increasing the augmentation magnitude from Mild to Heavy reduces
mIoU by 3.8% on [A]→[C] and 2.7% on [B]→[C]. 2. Moderate augmentations provide limited
benefit. Compared to the Mild setting, Moderate augmentation slightly reduces performance, indi-
cating that secondary augmentations do not contribute significantly to domain adaptation. 3. Source
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Algorithm 1 Pseudo Algorithm of A3Point

1: Inputs: Source domain DS = {(xS
i , y

S
i )}

NS
i=1

2: Define: Network fθ, Autoencoder E,D, Codebook C, Augmentation functionA, Learning rates
α, β, δ, Loss weight λ

3: Output: Trained model fθ
4: for each batch (xS

i , y
S
i ) in DS do

5: # Step 1: Augmented Training
6: Apply augmentations: (x̂S

i , ŷ
S
i ) = A(xS

i , y
S
i )

7: Compute supervised loss: Lce = ℓce(fθ(x
S
i ), y

S
i ) ▷ Eq. (1)

8: Compute augmented loss: L̂ce = ℓce(fθ(x̂
S
i ), ŷ

S
i ) ▷ Eq. (2)

9: # Step 2: Semantic Confusion Prior Learning
10: Compute latent embedding: ze = E([fθ(xS

i )⊕ xS
i ])

11: Quantize latent code: zq = quantize(ze) using codebook C ▷ Eq. (3)
12: Reconstruct prediction: x̄S

i = D(zq)
13: Update VQ-VAE loss: Lvq = ||xS

i − x̄S
i ||22 + ||sg(ze)− zq||22 + ||ze − sg(zq)||22 ▷ Eq. (4)

14: # Step 3: Semantic Shift Region Localization
15: Track variance statistics for latent codes σ2 using EMA
16: Map augmented predictions to latent space: zauge = E([fθ(x̂S

i )⊕ x̂S
i ])

17: Identify semantic shift regions (SSR) via anomaly detection:
18: - Semantic consistency mask: MSCR = 1(zauge ∈ r(NNsub(z

aug
e ))) ▷ Eq. (7)

19: - Semantic shift mask: MSSR = 1(zauge /∈ r(NNsub(z
aug
e ))) ▷ Eq. (8)

20: # Step 4: Optimization
21: Compute loss for SCR: L̃ce = ℓce(fθ(x̂

S
i )⊙MSCR, y

S
i ⊙MSCR) ▷ Eq. (9)

22: Compute distillation loss for SSR: Ldistill = ||zauge − sg[NNglobal(z
aug
e )]||22 ▷ Eq. (10)

23: Update model: θ ← θ − δ∇θ(Lce + L̃ce + λLdistill) ▷ Eq. (11)
24: end for

Augmentation Level [A]→[C] [B]→[C] [A]→[A]

Light 41.3 27.2 62.5
Moderate 40.1 26.0 60.3
Heavy 37.5 24.5 55.8

Table 7: Impact of different augmentation levels on domain generalization performance.

domain performance deteriorates with stronger augmentations. On [A]→[A], mIoU drops sig-
nificantly from 62.6% to 55.8%, suggesting that excessive scaling and noise perturbation disrupt the
original data distribution and hinder learning.

These findings confirm that point deformation and loss (jittering, point drop) are the primary drivers
of domain adaptation, while other augmentations are actually domain-agnostic factors and should
be applied conservatively to avoid performance degradation.

G INFLUENCE OF PARAMETERS SETTING

In this section, we discuss the key hyperparameters of our A3Point framework and their impact on
the performance and behavior of the model. All experiments are conducted on SemanticKITTI→
semanticSTF.

G.1 LATENT SPACE DIMENSIONS

The dimensions of the latent space in the SCR latent learning module, determined by the num-
ber of embeddings per class (k) and the embedding dimension (D), affect the expressiveness and
granularity of the learned semantic confusion patterns.

In our implementation, we set k = 32 and D = 64 (Table 8). These values provide a good trade-
off between the representational power of the latent space and the computational efficiency of the
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k D mIoU (%)
16 64 39.9
32 64 41.3
64 64 41.4
32 32 40.8
32 64 41.3
32 128 41.2

Table 8: Ablation study on latent space dimensions.

module. Increasing k allows the model to capture more diverse semantic confusion patterns within
each class, but it also increases the memory footprint and the risk of overfitting. Similarly, increasing
D enhances the capacity of each embedding to encode more complex patterns but also increases the
computational overhead.

G.2 SSR LOCALIZATION THRESHOLD

The threshold t used in the SSR localization module determines the sensitivity of detecting semantic
shift regions.

t = 2 t = 3 t = 4
mIoU (%) 41.0 41.3 40.9

Table 9: Ablation study on SSR localization threshold.

In our experiments, we set t = 3, which effectively identifies the regions with substantial semantic
shifts while minimizing false positives. A higher value of t results in a more conservative approach,
where only the most significant deviations from the learned semantic confusion patterns are consid-
ered as semantic shifts. Conversely, a lower value of t makes the module more sensitive, potentially
identifying more regions as semantic shifts.

G.3 LOSS WEIGHTING COEFFICIENT

The loss weighting coefficient λ balances the contributions of the cross-entropy loss and the distil-
lation loss in the overall training objective.

λ = 0.02 λ = 0.1 λ = 0.5
mIoU (%) 40.5 41.3 40.9

Table 10: Ablation study on loss weighting coefficient.

In our experiments, we found that setting λ = 0.1 achieves a good balance between the two loss
terms. A higher value of λ gives more importance to the distillation loss, encouraging the model to
focus more on aligning the predictions in the semantic shift regions with the learned semantic con-
fusion patterns. On the other hand, a lower value of λ emphasizes the cross-entropy loss, prioritizing
the overall segmentation accuracy.

H VISUAL ANALYSIS OF SSR

To better understand how our method identifies semantic shift regions (SSR), we conduct a detailed
visual analysis comparing the error maps with the detected SSR, as shown in Fig. 6. The error
map highlights regions where the model’s predictions differ from ground truth labels, while SSR
indicates areas identified by our semantic shift detection mechanism.

From the visualization results, we observe a strong correlation between the SSR and regions prone
to prediction errors. Specifically: (1) Our SSR detection effectively captures areas where adverse
weather conditions cause significant semantic ambiguity, particularly at object boundaries and dis-
tant regions where point cloud density decreases. (2) The SSR often corresponds to challenging
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Figure 6: Qualitative results on comparison between error map with semantic shift region.

scenarios such as intersections between different semantic categories (e.g., road-sidewalk bound-
aries) and areas with complex geometric structures. (3) The semantic consistency regions (non-SSR
areas) generally align well with regions where the model maintains accurate predictions, validat-
ing our approach’s ability to identify reliable predictions. This visual analysis demonstrates that
our SSR detection mechanism provides meaningful guidance for applying different optimization
strategies during training.

I MORE QUALITATIVE RESULTS

To further demonstrate the effectiveness of our proposed method, we present additional
qualitative results comparing our approach with baseline methods on the challenging Se-
manticKITTI→SemanticSTF domain generalization task, as shown in Fig. 7. These qualitative
results further validate the effectiveness of our semantic confusion prior learning and semantic shift
region localization strategies in improving domain generalization performance for LiDAR semantic
segmentation.

J MORE QUALITATIVE RESULTS

To further demonstrate the effectiveness of our proposed method, we present additional
qualitative results comparing our approach with baseline methods on the challenging Se-
manticKITTI→SemanticSTF domain generalization task, as shown in Fig. 7. These qualitative
results further validate the effectiveness of our semantic confusion prior learning and semantic shift
region localization strategies in improving domain generalization performance for LiDAR semantic
segmentation.

K LLMS AND SOCIETY IMPACT

Use of Large Language Models (LLMs). In preparing this manuscript, we used LLMs solely for
language polishing and writing assistance (e.g., clarity, grammar, and style). LLMs were not used to
generate research ideas, experimental results, code, or analyses, and no proprietary data or sensitive
information were provided to LLMs beyond the manuscript text. All technical content, experiments,
and conclusions were produced and verified by the authors.

Within this paper, we present an approach for domain-generalized LiDAR semantic segmen-
tation under adverse weather. Our contributions focus on robustness to distribution shifts via
augmentation-aware latent learning and semantic shift localization. At present, we are not aware
of direct negative societal implications arising specifically from the proposed methodology.
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Figure 7: Qualitative results on [A]→ [C], where improvements are marked with boxes.
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