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ABSTRACT

Algorithm selection aims to identify the most suitable algorithm for solving a
specific problem before execution, which has become a critical process of the Au-
toML. Current mainstream algorithm selection techniques rely heavily on feature
representations of various problems and employ the performance of each algorith-
m as supervised information. However, there is a significant research gap con-
cerning the consideration of algorithm features. This gap is primarily attributed to
the inherent complexity of algorithms, making it particularly challenging to find a
universally effective feature extraction method that is applicable across a diverse
range of algorithms. Unfortunately, neglecting this aspect undoubtedly impacts
the accuracy of algorithm selection and indirectly necessitates an increased vol-
ume of problem data for training purposes. This paper takes a significant stride
towards addressing this gap by proposing an approach that integrates algorith-
m representation into the algorithm selection process. Specifically, our proposed
model employs distinct modules to extract representations of both problems and
algorithms, where the algorithm representation leverages the capabilities of pre-
trained LLMs in the realm of code comprehension. Following the extraction of
embedding vectors for both algorithms and problems, the most suitable algorith-
m is determined through calculations of matching degrees. Our experiments not
only validate the effectiveness of the proposed model but also showcase the perfor-
mance of different embedded pre-trained LLMs, which suggests that the proposed
algorithm selection framework holds the potential to serve as a baseline task for
evaluating the code representation capabilities of LLMs. The code will make pub-
licly available after the review process.

1 INTRODUCTION

Performance complementarity, a phenomenon where no single algorithm consistently outperforms
all others across diverse problem instances, is a well-established reality in the realm of optimization
and learning problems (Kerschke et al,, [2019). Over the past few years, the growing interest in
automated algorithm selection techniques has become evident. These techniques aim to tackle the
challenge of selecting the most appropriate algorithm from a predefined set for a given problem
instance automatically (Ruhkopf et al.l 2022;[Heins et al.| 2023)). As depicted in Figure[I|a), existing
techniques predominantly rely on two sources of information: (1) the features of each problem
instance and (2) the historical performance of various algorithms across problem instances (Pio et al.,
2023)). Machine learning methods are then employed to establish a mapping from problem features
to a subset of algorithms that yield optimal performance. Consequently, extensive research has
focused on two critical aspects within this field: (1) designing problem feature extraction methods
tailored to specific problem categories or tasks (Alissa et al., 2023)), and (2) constructing advanced
machine learning models to map problem features to algorithms (Tornede et al., |[2022).

However, it is noteworthy that there has been a conspicuous absence of research focusing on the
features of the algorithms themselves. Most current research has centered on problem features,
treating algorithm-related information merely as a supervisor. For instance, some studies treat the
selected algorithms as labels, modeling the task as either single-label (Brazdil & Giraud-Carrier,
2018)) or multi-label (Dantas & Pozol 2020) classification. Recognizing the inherent complexity
and diversity of algorithms, quantifying and describing their features can indeed be a formidable
challenge, and a universal representation method applicable across different algorithms remains
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(a) Existing algorithm selection framework. (b) The proposed algorithm selection framework.

Figure 1: Comparison of the existing framework and the proposed framework.

elusive. Nevertheless, neglecting this critical aspect of algorithm features undeniably affects the
overall model performance, posing at least three issues. Firstly, disregarding algorithm features
as an essential information source inevitably results in a loss of model accuracy. Furthermore,
relying solely on problem features often implies a unidirectional relationship, characterized by a
one-way mapping from problems to algorithms. This unidirectional mapping does not align with
the underlying bidirectional nature of the relationship between algorithms and problems, potentially
missing crucial information that could enhance the model’s performance. Additionally, neglecting
algorithm features could potentially slow down the convergence, necessitating larger training data.
This contradicts the essence of algorithm selection, which seeks to reduce experimentation costs as
a preprocessing step. Requiring substantial and hard-to-acquire training data, such as performance
data across diverse problems, undermines the original intent of algorithm selection.

On the other hand, the algorithm set is typically much smaller than the problem set, and the candidate
algorithm set usually remains fixed during the training process (Cunha et al., 2018). Therefore,
once algorithm features can be effectively extracted, they offer a convenient and potent resource.
With the advent of the era of the pre-trained large language model (LLM) (Ouyang et al., 2022),
extracting algorithm features has become more achievable. Code text data accurately represents the
functionality and characteristics of an algorithm, and, with the assistance of pre-trained LLMs or
dedicated pre-trained models for code text (Chen et al., 2021)), we can represent code features with
minimal training overhead. The universality of this extraction process may even surpass that of
problem feature extraction.

Specifically, this paper introduces a novel algorithm selection framework, as depicted in Figure
[[[b), which not only leverages information about problem features and algorithm performance but
also captures algorithm representations. Accordingly, the learning objective of our model diverges
from existing techniques. Instead of the one-way mapping from problems to algorithms, we di-
rectly model the matching degree between algorithm representations and problem representations.
To achieve this goal, we propose an Algorithm Selection Model based on Large Language Model
(AS-LLM) and deploy it in heuristic algorithm selection tasks for continuous optimization problems
to demonstrate the merits of considering algorithm features. The AS-LLM model comprises two
distinct tracks for extracting features from problems and algorithms. Problem features are traversed
from the tree representation of the objective function, while algorithm features are extracted from
corresponding code text. After passing through multiple layers of networks, the similarity compu-
tation between algorithm and problem representations determines the selected algorithm. The key
contributions are summarized as follows:

o To the best of our knowledge, this paper pioneers the integration of algorithm features into
the algorithm selection process, utilizing pre-trained LLMs for extracting features from
algorithm code text. This method holds generality across various algorithms.

e The proposed AS-LLM offers at least three practical benefits: (i) A more accurate modeling
of the bidirectional nature of algorithm selection tasks; (ii) Superior performance with few-
er training samples; (iii) Versatility to adapt to various problem types simply by modifying
the track used for problem feature extraction.

e Within the AS-LLM framework, the algorithm selection task serves as a valuable bench-

mark for evaluating the algorithm comprehension capabilities of LLMs. We integrate vari-
ous LLMs into AS-LLM and empirically demonstrate their performance differences.
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2 BACKGROUND

Algorithm selection, first proposed by [Rice| (1976), aims to choose the appropriate algorithm for
each problem instance from a set of algorithms. Traditionally, the problem of per-instance algorithm
selection can be defined as follows: Given an instance set Z of problem set P, a algorithm set A
for solving P, and a performance metric M: Z x A — R which quantifies the performance of any
algorithm A; € A on each instance I; € Z, per-instance algorithm selection should construct a
selector S : Z — A that assigns any problem instance I; € Z to an algorithm A; € A, optimizing
the overall performance expectation E[M(I;, S(I;))] on Z according to the metric M (Kerschke
et al.l[2019).

As outlined in the aforementioned problem definition, it is evident that algorithm selection is funda-
mentally straightforward. It involves the design of a machine learning model describing S, where
problem instances and their corresponding features serve as training samples. When faced with a
new problem, the process entails feature extraction from the problem instance and subsequent in-
put into the model to determine the selected algorithm. This approach aligns with the prevailing
methodologies found in the state-of-the-art literature, which is reviewed as follows. We will delve
into the two fundamental stages of existing methodologies individually: the extraction of problem
features and the construction of algorithm selection model.

Feature Extraction for Problem Instances: Since existing techniques exclusively rely on problem
features for modeling, the quality of these features significantly impact the performance of the al-
gorithm selection process. Consequently, substantial research efforts have been dedicated to the
extraction of problem features. The nature of the problem at hand dictates the selection of specific
feature sets, as comprehensively summarized in literature (Kerschke et al., [2019). Typical features
encompass statistical attributes derived from problem instances, e.g., the number of objectives and
variables in optimization problems, as well as more sophisticated features like attributes of network
graph (Zhu et al., [2018) or decision tree (An & Zhoul 2022) derived from each problems. Notably,
certain research undertakes the extraction of performance-related information through brief algo-
rithm executions for given problem instances (Maldonado et al., [2023)), e.g., feature matrix formed
by the information collected in the evolutionary process (Qiao et al.,2022). Although these features
entail higher acquisition costs, they often yield superior performance outcomes (Hutter et al.|[2014).

Research on Algorithm Selection Models: Existing methodologies leverage diverse learning models
to establish the mapping S. Some approaches employ classification models, treating each algorithm
as a distinct category for algorithm selection (Wang et al.l |2014; [Tian et al., |2020). Alternatively,
regression models are utilized to predict the performance of each algorithm, and the algorithm with
the best predicted performance is chosen (Jankovic et al., [2021; /de la Rosa-Rivera et al., [2021).
Furthermore, certain methods employ clustering techniques to partition problem instances into dis-
tinct clusters within the feature space, enabling separate decisions for each cluster (Kadioglu et al.,
2010; |Song et al.l 2023) with various decision techniques like hierarchical models. Additionally,
some studies transform the algorithm selection procedure into a recommendation task (Misir & Se-
bagl |2017; [Yang et al., 2019a; Zhao et al., 2021). These approaches employ collaborative filtering
techniques or similar methods to provide algorithm selection.

3 ALGORITHM SELECTION BASED ON LLMS

This section provides an overview of the main details of AS-LLM and conducts a theoretical analy-
sis about the training method. In line with the definition of algorithm selection outlined in Section
[2] research on algorithm selection conventionally entails defining a specific problem space P and a
candidate algorithm set .A. Throughout the remainder of this paper, our primary focus will be on
the selection of meta-heuristic algorithms in the context of continuous optimization problems. It’s
important to highlight that the delineation of the problem space does not restrict AS-LLM’s applica-
bility solely to this specific scenario, and we will elaborate on its broader potential in the subsequent
discussion of the algorithm. As illustrated in Figure 2] AS-LLM comprises three core components:
problem feature extraction, algorithm feature extraction, and the subsequent calculation of similarity
between these features. We will now introduce each of these components in detail.
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Figure 2: Illustration of AS-LLM: (a) An example of the feature extraction for problems. (b) The
feature extraction method for algorithms. (c) The calculation of the matching degree between prob-
lems and algorithms.

3.1 PROBLEM REPRESENTATION

In the context of continuous optimization problems, capturing features of the objective function is
a crucial step. One innovative approach to achieve this involves representing the objective function
as a tree structure and performing a traversal of this tree, as shown in Figure [2(a). This method
offers a unique perspective on automatical feature extraction of objective functions. By structuring
the objective function as a tree, we can dissect its underlying components and relationships between
variables and operations. As for expression traversal methods, it is essential to note that the in-order
traversal typically results in the generation of the original infix expression, which often requires
consideration of operator precedence and parentheses. On the other hand, the post-order traversal
is employed to transform an expression into a postfix notation, commonly known as Reverse Polish
Notation (Krtolica & Stanimirovic} [1999), making it more suitable for computational evaluation by
computers, which allow us to systematically explore the function’s structure, preserving not only the
mathematical expressions but also the hierarchical information within the function. Subsequently,
the strings obtained during the traversal are subjected to embedding techniques, such as Word2Vec
(Mikolov et al.,|2013)) or FastText (Bojanowski et al.| 2017), to transform these strings into numerical
vectors that encapsulate semantic meaning and relationships between different components of the
objective function.

3.2 ALGORITHM REPRESENTATION

Algorithm features play a pivotal role in the emphasis of this paper. As shown in Figure[2b), for each
distinct algorithm under consideration, the corresponding code snippets in different programming
languages is a readily accessible resource. Leveraging the code understanding capabilities of pre-
trained LLMs, we aim to extract and characterize the essence of each algorithm from these code
texts. This encompasses not only the original code used to generate performance space M but also
algorithm functions with the same logic or functionality and even pseudocode representations. In
this endeavor, the LLM employed can take on multiple forms, as long as its pre-training data contains
code text. Hence, it can either be a general-purpose model pre-trained on a vast corpus of text data
(e.g., GPT-3 (Floridi & Chiriatti, 2020)) or a specialized model tailored for code comprehension and
generation (e.g., CodeBERT (Feng et al.| [2020)). The model’s ability to comprehend code syntax,
structure, and semantics allows it to identify critical algorithmic patterns and techniques. This entails
recognizing loops, conditionals, data structures, and their interplay within the code.

3.3 MODEL ARCHITECTURE

Our proposed AS-LLM is designed to provide accurate match by simultaneously extracting features
from two distinct tracks: the problem track and the algorithm track, as shown in Figure 2fc). The
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model computes the cosine similarity between the features extracted from these tracks and leverages
this similarity score to select the most suitable algorithm for each given problem.

Problem Track: The problem track is responsible for capturing essential features from the traver-
sal sequence of problem, obtained in Section [3.1} The input, represented as a sequence of tokens

{¢1,492,--.,qm}, is initially transformed into dense vectors using an embedding layer. This layer
maps each token to a fixed-size continuous vector, and calculated as:
Ep = Embedding((q1, g2, - -, qm)) € R™™?, €))

where the dimensionality of these embeddings is determined by a hyperparameter s. Following
the embedding layer, the model employs an Long Short-Term Memory networks (LSTM) based
encoder. The encoder utilizes the embedded problem vectors and captures the order of variables
and operators within the objective function. The LSTM encoder processes the embedded question
matrix Ep to obtain the hidden states H and cell states C as follows:

H,C = LSTM(Ep) )

The LSTM encoder’s final hidden state is concatenated with the initial hidden state and passed
through a linear layer to fix the dimensionality as n:

F, = Linear(Concatenate(h¢, hy)) € R" 3)

where hy,hy € H. The vector F,,, referred to as the problem representation vector, encapsulates
the essential characteristics of the input problem.

Algorithm Track: The algorithm track focuses on extracting features related to selected algorithms.
Algorithm indices are mapped to corresponding continuous vectors, obtained from Section[3.2]using
a pre-trained LLM:

E,4 = LLM-Embedding(j) € R¢ 4)
where j is the index of the algorithm, and e is determined by the output scale of the chosen LLM.
These embeddings can be frozen during training to preserve the knowledge encoded within them.
When there is enough training data available, parameters in the LLM can be fine-turned together
with the other parts of the model and then update the embeddings. Due to the potentially vast mag-
nitude of e, which can range in the hundreds of thousands or even millions, there exists a significant
disparity in dimensionality between algorithm features and problem features. Consequently, algo-
rithm features must undergo pooling layer processing to mitigate their excessive influence on the
final outcomes. A one-dimensional average pooling operation is applied to E 4:

I = Pooling(E 4). ®)
The vector I is then passed through an two-layer MLP with ReLU activation functions:
F 4 = Linear(ReLU(Linear(I))) € R, (6)

which transforms the algorithm representation I into n-dimensional vector F' 4, same size as the F p.

Algorithm Selection: After extracting features from both tracks, the model computes the cosine
similarity between the problem vector and the algorithm vector, which can be calculated as:
R Fu-Fp
Similarity(F4,Fp) = 7. @)
[Eall - [Fel

Cosine similarity measures the cosine of the angle between these vectors and provides a score indi-
cating their similarity. A higher similarity score suggests a better match between the user’s question
and the algorithm. Finally, the similarity is concatenated with problem features and algorithm fea-
tures, and jointly influence the model’s final output through a MLP layer.

Traditional algorithm selection relies solely on problem features, allowing for direct use of the cor-
responding algorithm indexes or performance as labels, making the training process relatively s-
traightforward. However, when incorporating algorithm features into AS-LLM, a reconstruction of
training samples becomes necessary, with a critical focus on sampling of negative instances. The
input of AS-LLM is problem-algorithm pair, where a positive sample signifies that the algorithm is
the best-performed algorithm for the problem, while conversely, it constitutes a negative sample. To
train AS-LLM, each training iteration involves a single sample, requiring the model to predict the
positivity (matched) or negativity (unmatched) of each problem-algorithm pair. Similarity values
are passed through a sigmoid function, and cross-entropy is employed as the loss function.
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3.4 THEORETICAL ANALYSES: HOW TO CHOOSE NEGATIVE SAMPLES?

In this subsection, we try to analyse how to choose unselected algorithms (negative samples) during
the training process. Algorithm selection problems typically prioritize the accuracy of the top-
k algorithms in the results. Hence, in the following theoretical analyses, we employ the Partial
Area Under the Curve (Partial AUC) as a measurement. Partial AUC is particularly well-suited for
evaluating the ranking quality of algorithms in situations where only the highest-ranked selections
are of primary interest, which is formulated as:

OPAUC(B) = 7 P| Z A (4] { T > I(Similarity(F 4,,F,) > Similarity(F;, F,,))
PHiela—{4,}15

®)
where | x | is the number of items in set *, A and P are algorithm and problem sets, A,, denotes
the best-performance algorithm for problem p, and [A — {A4,}]s represents the first 5|A — {A,}]
algorithms in the rearrangement of the negative sample in descending order according to the sim-
ilarity score. For ease of analysis, we replace I (Similarity(F 4, F,) > Similarity(F;, F,)) with
L(p,i) = log[1 + ¢~ (Similarity(Fa,, ) =Similarity (Fs.F))] 6 transform Eq. (8)) into a continuous mini-
mization problem as follows:

i S S @

ie[A—{Ap}]p

Eq.(9) can be transformed into a distributionally robust optimization (DRO) problem. According to
(Zhai et al.| [2021), different divergence functions derive different DRO risks. In the following, we
choose the commonly-used KL-divergence and CVaR-divergence respectively to deduce a suitable
sampling methods. According to the (Zhu et al., |2022), if we use KL-divergence to measure the
distance between the worst-case distribution and the uniform distribution, Eq.(9) can be transformed
into a distributionally robust optimization problem as:

o1 L(p, 1)
min Iglzug m ED {)\p log Fip [exp (/\p + A\pp (10)

Let F'(),) denote the objective function in Eq. , then we take the derivative of the variable \,:

9 L(p,i) Eiop exp (£22) £(p, )
s L
Let gTI“; = 0 and we obtain the solution A of Eq. :
. Eip [EXP ( Qm)) ﬁ(Pai)}
Ar = (12)
e o (B2 s e o ()
Substitute Eq. (I2) into Eq. (I0), Eq. (I2)) can be transformed into:
. % 5 Eper [exp (2022 £(p. )] "

pepP  Eip [GXP ( (@ Z)ﬂ

Since E;.p [exp ( (. 2)” can be taken as a constant, we can obtain the sampling probability for
each negative sample by comparing Eq. () with Eq. (T3):

. exp %;l) L(p,i)
P(i|p) o< o [ex(p E[:(/\p})} X exp ( )7\91*72 > (14)

However, we can not provide a quantitative analytical solution for A} here to further determine the
analytical solution for IP(¢|p) and guide the training process because this is often inaccurate. The
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main concern for errors in this context stem from two aspects. Firstly, whether the second derivative
of F'(\,) is always positive is unknown, which makes it unfavorable to directly solve for A} from
Eq. (I2). Secondly, if we use a Taylor expansion to approximate Eq. (I0), a hasty choice of
the expansion point can result in significant bias. Now, we switch to another CVaR divergence.
According to the (Zhai et al., 2021), Eq.@) can be transformed into another DRO problem as:

L1 -1 ;
min 7171112% ﬁ I;) {a Eip [(L(p,i) — 77p)+] + 771)} (15)

According to (Zhai et al., [2021), the optimal 7, is the a-quantile of L(p, 7):
ny = 17171f {Pip [L(p, 1) > np] < a} (16)
P

Substitute P;p [L(p,) > 3] = a into Eq. , Eq. can be transformed into:

.1 1 .
mlnﬁ Z TA—{A Z L(p,1) (17)

L(p,i)>nx| .
P pH e np‘ i€ [A—{ A cpriyoms

Eq. is consistent with Eq. (9). Hence, Eq. presents a simpler and theoretically reliable
sampling method, suggesting the utilization of a uniform distribution for sampling eligible negative
instances, i.e., L(p,i) > n,- When dealing with a limited number of samples, it is advisable to set
n,, as generously as possible, while in cases with a surplus of negative samples, 7, can be tightened
to enhance sampling precision. This method under uniform distribution is adopted in this paper.

4 EXPERIMENTS

Performance Comparison for Algorithm Selection Tasks: To verify the performance of AS-
LLM, we selected five comparing algorithm selection methods, including Algorithm recommender
for white-box problems (AR-WB) (Tian et al.l [2020), Implicit multi-fidelity algorithm selection
(IMFAS) (Mohan et al.| [2022), Algorithm selection for multi-objective optimization problems (AS-
MOP) (Tian et al.| 2019), Algorithm selection for faster Top-K retrieval (AS-TOPK) (Tolosa &
Mallia, 2023)), and Task-agnostic representation optimized for algorithm selection (TRIO) (Cohen-
Shapira & Rokach|[2022). The training data utilized in this study is sourced from the literature (Tian
et al., [2020), denoted as Problemset #i(i € 1,2,...,20). The description of comparing methods
and training data can be found in Appendix A. Since comparing methods do not require algorithm
features, we utilize features extracted from the objective function and employ their learning models
to establish a mapping from problem features to algorithms. For AS-LLM, algorithm text serves as
another input information, from which LLM extracts features for each algorithm. The code used in
this experiment is the original MATLAB code that generates performance data, with redundant data
preprocessing stages removed from each code text, retaining only the corresponding algorithm func-
tions. Aside from experiments comparing the code representation capabilities of different LLMs, all
other experiments use CodeBERT (Chen et al.l|2021) as the LLM. Other detailed parameter settings
and experimental process are included in Appendix A.

Table 1: Performance of different algorithm selection methods on 10,000 problem instances.

Algorithm TRIO AS-TOPK AS-MOP AR-WB IMFAS AS-LLM
Problemset #1 0.9161 0.8814 0.8346 0.9275 0.9271 0.9304
Problemset #2 0.8021 0.7585 0.6255 0.8219 0.8348 0.9357
Problemset #3 0.8145 0.7568 0.6953 0.8640 0.8651 0.9554
Problemset #4 0.8704 0.8391 0.7625 0.8751 0.8720 0.8639
Problemset #5 0.9054 0.8573 0.8031 0.9168 0.9205 0.9319
Problemset #6 0.8964 0.8541 0.7923 0.9157 0.9120 0.9244
Problemset #7 0.8122 0.7680 0.6635 0.8234 0.8362 0.8617
Problemset #8 0.8112 0.8135 0.7782 0.9004 0.8941 0.9126
Problemset #9 0.8383 0.7912 0.7163 0.8650 0.8563 0.8788
Problemset #10 0.8778 0.8235 0.7954 0.8921 0.8916 0.9123

Tables [T] and [2] demonstrate the average accuracy of decision-making by AS-LLM and each com-
paring method. In both Table[T]and Table[2] we can observe that AS-LLM consistently outperforms
the other algorithm selection methods in terms of accuracy across most of the problem sets. This
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Table 2: Performance of different algorithm selection methods on 30,000 problem instances.

Algorithm TRIO AS-TOPK AS-MOP AR-WB IMFAS AS-LLM
Problemset #11 0.9448 0.9499 0.8423 0.9587 0.9523 0.9662
Problemset #12 0.8963 0.8897 0.6308 0.8931 0.8993 0.9658
Problemset #13 0.9135 0.8987 0.7042 0.9135 0.9167 0.9850
Problemset #14 0.9218 0.9301 0.7670 0.9090 0.8650 0.9280
Problemset #15 0.9396 0.9412 0.7988 0.9287 0.9269 0.9681
Problemset #16 0.9361 0.9392 0.7954 0.9369 0.9296 0.9513
Problemset #17 0.9026 0.9056 0.6602 0.8768 0.8699 0.9113
Problemset #18 0.9325 0.9297 0.7777 0.9441 0.9106 0.9588
Problemset #19 0.9096 0.9161 0.7113 09114 0.9220 0.8969
Problemset #20 0.9286 0.9249 0.8031 0.9283 0.9271 0.9578

trend indicates the robustness and effectiveness of AS-LLM in handling both smaller (10,000 prob-
lem instances) and larger (30,000 problem instances) tasks. We can also observe variations in the
performance of other methods. TRIO, AS-TOPK, and IMFAS show competitive results in specific
datasets, especially on Problemset #4 with 10,000 problems and Problemset #9 with 30,000problem-
s. By comparing the results from the two tables, we have discovered that AS-LLM gains a significant
performance advantage by leveraging additional information sources, i.e., algorithm features, partic-
ularly when the training data is limited. For example, when 10,000 samples are insufficient to model
the mapping from problem features to algorithm features, AS-LLM, with the assistance of algorith-
m features, can converge to a superior model more effectively. The results suggest that AS-LLM’s
ability to leverage algorithm-specific features and model bidirectional relationships in algorithm s-
election is particularly advantageous. It exhibits robustness across various datasets, making it a
reliable choice for algorithm selection tasks, especially especially it is difficult to directly model the
mapping from problem features to algorithms under low-quality training data.

Table 3: Ablation Experiment on 30,000 problem instances (Appendix B provides more results).

AS-LLM-Si AS-LLM-AF AS-LLM-MLP AS-LLM-Pool AS-LLM
Problemset #11 0.948 0.802 0.949 0.952 0.953
Problemset #12 0.968 0.402 0.974 0.979 0.982
Problemset #14 0.904 0.754 0.919 0.932 0.932
Problemset #19 0.922 0.657 0.935 0.939 0.943

Ablation Experiments: Ablation experiments are conducted to assess the impact of four modules
in AS-LLM: cosine similarity calculations, track for algorithm representation, average pooling lay-
er, and the MLP layer for output. Variant AS-LLM-Si uses both algorithm and problem features
but doesn’t calculate the matching degree; it directly utilizes an MLP instead. Variant AS-LLM-AF
removes entire algorithm track, relying solely on problem features and use feature track directly.
Variant AS-LLM-Pool replaces average pooling with maximum pooling. Variant AS-LLM-MLP
computes matching degrees but doesn’t consider algorithm features in the final MLP layer. Experi-
ments on four variants and the original AS-LLM choose problem sets in different scale of instances
and candidate algorithms, to assess module impacts. From Table [3| as well as Table 5 in Appendix
B, we conclude that: Compared with AS-LLM, AS-LLM-AF differed significantly, emphasizing the
importance of algorithm features and algorithm track. AS-LLM-Si showed substantial performance
differences, highlighting the effectiveness of problem-algorithm feature matching. AS-LLM-MLP
and AS-LLM-Pool have the least performance loss, but they also demonstrate the positive impact of
the MLP layer and average pooling layer on the results. These two modules respectively contribute
to better gradient backpropagation and faster convergence, thus positively influencing the model’s
accuracy. Some more detailed analyses are provided in Appendix B.

Impact of Negative Sampling: To explore the relationship between the probability of negative sam-
pling and model performance as well as training time, a series of experiments were conducted on
Problemset #1 and Problemset #1 1, which contain the most candidate algorithms. The probability of
negative sampling was incrementally increased from 10% to 90%, and sampling was performed un-
der a uniform distribution according to Section[3.4] The experiments recorded the best performance
achieved within 300 epochs and the average runtime for each epoch. The experimental results are
presented in Figure [3| (a) and Figure 1 in Appendix C. From the graph, it is evident that as the
probability of negative sampling increases, the algorithm’s training time also increases sequentially.
However, the changes in performance were not consistently increasing with the rise in sampling
rates. In both datasets, there were performance degradation phenomenon under an increasing sam-
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Figure 3: (a) The relationship between the probability of negative sampling and model performance
as well as time efficiency (Appendix C provides more results). (b) The performance of different
LLMs (Appendix D provides more results).

pling rate. This suggests that : (1) The choice of negative sampling probability should strike a
balance between accuracy and time efficiency. (2) Careful adjustment of the negative sampling
probability is essential to avoid performance degradation.

Evaluating the Code Comprehension Capabilities of LLMs: LLM assists AS-LLM in extracting
algorithm representations from code text. Conversely, the algorithm selection task based on AS-
LLM can serve as a benchmark task for evaluating LLM’s code comprehension abilities. To validate
this assertion, this subsection conducts experiments where different pre-trained LLMs are deployed
within AS-LLM’s code feature extraction module to compare their performance differences. Two
categories of large models participate in this experiment: one comprises general-purpose LLMs
trained on massive textual data including XLNet (Yang et al., 2019b), BART (Lewis et al., [2020),
and BGE (Xiao et al., 2023)), while the other consists of LLMs trained specifically for code-related
tasks such as CodeBERT (Chen et al.| 2021)), GraphCodeBERT (Guo et al., 2020), and UniXCoder
(Guo et al., [2022). We tested the six LLMs on problem sets with different numbers of problems
and candidate algorithms, as depicted in Figure 3| (b) and Figures 2 and 3 in Appendix D. Overall,
LLMs pre-trained on code text, such as UniXCoder and CodeBERT, exhibit greater stability, with
UniXCoder achieving the best or highly competitive performance on almost all datasets. Although
large models pre-trained on common text also possess code representation capabilities and occa-
sionally perform exceptionally well, their stability falls short of LLMs pre-trained on code text. For
instance, BART even outperformed all code-pre-trained LLMs on Problemset #12. However, as the
number of algorithms increases, LLMs pre-trained on code text exhibit greater advantages. The
recently introduced BGE model also demonstrates relatively stable performance in code representa-
tion. In summary, this experiment indicates the potential of the AS-LL.M-based algorithm selection
framework as a benchmark for evaluating LLMs’ code representation capabilities.

5 CONCLUSION

This paper has explored the crucial yet underrepresented dimension of algorithm features in the
domain of algorithm selection. A novel framework, AS-LLM, is proposed that not only leverages
information about problem features and algorithm performance but also captures algorithm rep-
resentations. This approach marks a departure from traditional algorithm selection methods that
predominantly focus on problem features. Our investigation has yielded several significant contri-
butions to the field of algorithm selection. Firstly, we have demonstrated the feasibility of extracting
algorithm features using pre-trained LLMs. This method offers generality across a wide range of
algorithms, potentially revolutionizing the way we approach algorithm selection. Secondly, the
AS-LLM framework has showcased practical benefits, including a more aligned approach to the
bidirectional nature of algorithm selection tasks, superior performance with fewer required training
samples, and versatility to adapt to different problem types. Lastly, the AS-LLM framework opens
up new avenues for evaluating the algorithm comprehension capabilities of LLMs. By embedding
various LLMs into AS-LLM, we have shed light on performance differences among them in the
context of algorithm representation.



Under review as a conference paper at ICLR 2024

REFERENCES

Mohamad Alissa, Kevin Sim, and Emma Hart. Automated algorithm selection: from feature-based
to feature-free approaches. Journal of Heuristics, 29(1):1-38, 2023.

Yingbo An and Huasen Zhou. Short term effect evaluation model of rural energy construction
revitalization based on id3 decision tree algorithm. Energy Reports, 8:1004-1012, 2022.

Piotr Bojanowski, Edouard Grave, Armand Joulin, and Tomas Mikolov. Enriching word vectors with
subword information. Transactions of the Association for Computational Linguistics, 5:135-146,
2017.

Pavel Brazdil and Christophe Giraud-Carrier. Metalearning and algorithm selection: progress, state
of the art and introduction to the 2018 special issue. Machine Learning, 107:1-14, 2018.

Mark Chen, Jerry Tworek, Heewoo Jun, Qiming Yuan, Henrique Ponde de Oliveira Pinto, Jared
Kaplan, Harri Edwards, Yuri Burda, Nicholas Joseph, Greg Brockman, et al. Evaluating large
language models trained on code. arXiv preprint arXiv:2107.03374, 2021.

Noy Cohen-Shapira and Lior Rokach. Learning dataset representation for automatic machine learn-
ing algorithm selection. Knowledge and Information Systems, 64(10):2599-2635, 2022.

Tiago Cunha, Carlos Soares, and André CPLF de Carvalho. Metalearning and recommender sys-
tems: A literature review and empirical study on the algorithm selection problem for collaborative
filtering. Information Sciences, 423:128-144, 2018.

Augusto Dantas and Aurora Pozo. On the use of fitness landscape features in meta-learning based
algorithm selection for the quadratic assignment problem. Theoretical Computer Science, 805:
62-75, 2020.

Felipe de la Rosa-Rivera, Jose I Nunez-Varela, José C Ortiz-Bayliss, and Hugo Terashima-Marin.
Algorithm selection for solving educational timetabling problems. Expert Systems with Applica-
tions, 174:114694, 2021.

Zhangyin Feng, Daya Guo, Duyu Tang, Nan Duan, Xiaocheng Feng, Ming Gong, Linjun Shou, Bing
Qin, Ting Liu, Daxin Jiang, et al. Codebert: A pre-trained model for programming and natural
languages. arXiv preprint arXiv:2002.08155, 2020.

Luciano Floridi and Massimo Chiriatti. Gpt-3: Its nature, scope, limits, and consequences. Minds
and Machines, 30:681-694, 2020.

Daya Guo, Shuo Ren, Shuai Lu, Zhangyin Feng, Duyu Tang, LIU Shujie, Long Zhou, Nan Duan,
Alexey Svyatkovskiy, Shengyu Fu, et al. Graphcodebert: Pre-training code representations with
data flow. In Proceedings of the 8th International Conference on Learning Representations, 2020.

Daya Guo, Shuai Lu, Nan Duan, Yanlin Wang, Ming Zhou, and Jian Yin. Unixcoder: Unified cross-
modal pre-training for code representation. In Proceedings of the 60th Annual Meeting of the
Association for Computational Linguistics (Volume 1: Long Papers), pp. 7212-7225, 2022.

Jonathan Heins, Jakob Bossek, Janina Pohl, Moritz Seiler, Heike Trautmann, and Pascal Kerschke.
A study on the effects of normalized tsp features for automated algorithm selection. Theoretical
Computer Science, 940:123-145, 2023.

Frank Hutter, Lin Xu, Holger H Hoos, and Kevin Leyton-Brown. Algorithm runtime prediction:
Methods & evaluation. Artificial Intelligence, 206:79-111, 2014.

Anja Jankovic, Gorjan Popovski, Tome Eftimov, and Carola Doerr. The impact of hyper-parameter
tuning for landscape-aware performance regression and algorithm selection. In Proceedings of
the Genetic and Evolutionary Computation Conference, pp. 687-696, 2021.

Serdar Kadioglu, Yuri Malitsky, Meinolf Sellmann, and Kevin Tierney. Isac—instance-specific algo-
rithm configuration. In ECAI 2010, pp. 751-756. 10S Press, 2010.

Pascal Kerschke, Holger H Hoos, Frank Neumann, and Heike Trautmann. Automated algorithm
selection: Survey and perspectives. Evolutionary Computation, 27(1):3-45, 2019.

10



Under review as a conference paper at ICLR 2024

Predrag V Krtolica and Predrag S Stanimirovi¢. On some properties of reverse polish notation.
Filomat, pp. 157-172, 1999.

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan Ghazvininejad, Abdelrahman Mohamed, Omer
Levy, Veselin Stoyanov, and Luke Zettlemoyer. Bart: Denoising sequence-to-sequence pre-
training for natural language generation, translation, and comprehension. In Proceedings of the
58th Annual Meeting of the Association for Computational Linguistics, pp. 7871-7880, 2020.

Sebastian Maldonado, Carla Vairetti, and Ignacio Figueroa. Automatic learning algorithm selection
for classification via convolutional neural networks. arXiv preprint arXiv:2305.09101, 2023.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Corrado, and Jeff Dean. Distributed representa-
tions of words and phrases and their compositionality. Proceedings of the 26th Annual Conference
on Advances in Neural Information Processing Systems, 2013.

Mustafa Misir and Michele Sebag. Alors: An algorithm recommender system. Artificial Intelli-
gence, 244:291-314, 2017.

Aditya Mohan, Tim Ruhkopf, and Marius Lindauer. Towards meta-learned algorithm selection using
implicit fidelity information. arXiv preprint arXiv:2206.03130, 2022.

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida, Carroll Wainwright, Pamela Mishkin, Chong
Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, et al. Training language models to follow
instructions with human feedback. Proceedings of the 35th Annual Conference on Advances in
Neural Information Processing Systems, 35:27730-27744, 2022.

Pedro B Pio, Adriano Rivolli, André CPLF de Carvalho, and Luis PF Garcia. A review on prepro-
cessing algorithm selection with meta-learning. Knowledge and Information Systems, pp. 1-28,
2023.

Kangjia Qiao, Kunjie Yu, Boyang Qu, Jing Liang, Caitong Yue, and Xuanxuan Ban. Feature extrac-
tion for recommendation of constrained multi-objective evolutionary algorithms. IEEE Transac-
tions on Evolutionary Computation, 27(4):949-963, 2022.

John R Rice. The algorithm selection problem. In Advances in Computers, volume 15, pp. 65-118.
Elsevier, 1976.

Tim Ruhkopf, Aditya Mohan, Difan Deng, Alexander Tornede, Frank Hutter, and Marius Lindauer.
Masif: Meta-learned algorithm selection using implicit fidelity information. Transactions on
Machine Learning Research, 2022.

Wen Song, Yi Liu, Zhiguang Cao, Yaoxin Wu, and Qiqgiang Li. Instance-specific algorithm configu-
ration via unsupervised deep graph clustering. Engineering Applications of Artificial Intelligence,
125:106740, 2023.

Ye Tian, Shichen Peng, Tobias Rodemann, Xingyi Zhang, and Yaochu Jin. Automated selection of
evolutionary multi-objective optimization algorithms. In Proceedings of the 2019 IEEE Sympo-
sium Series on Computational Intelligence, pp. 3225-3232. IEEE, 2019.

Ye Tian, Shichen Peng, Xingyi Zhang, Tobias Rodemann, Kay Chen Tan, and Yaochu Jin. A recom-
mender system for metaheuristic algorithms for continuous optimization based on deep recurrent
neural networks. IEEE Transactions on Artificial Intelligence, 1(1):5-18, 2020.

Gabriel Tolosa and Antonio Mallia. Many are better than one: Algorithm selection for faster top-k
retrieval. Information Processing & Management, 60(4):103359, 2023.

Alexander Tornede, Viktor Bengs, and Eyke Hiillermeier. Machine learning for online algorithm
selection under censored feedback. In Proceedings of the 36th AAAI Conference on Artificial
Intelligence, pp. 10370-10380, 2022.

Guangtao Wang, Qinbao Song, Xueying Zhang, and Kaiyuan Zhang. A generic multilabel learning-
based classification algorithm recommendation method. ACM Transactions on Knowledge Dis-
covery from Data, 9(1):1-30, 2014.

11



Under review as a conference paper at ICLR 2024

Shitao Xiao, Zheng Liu, Peitian Zhang, and Niklas Muennighof. C-pack: Packaged resources to
advance general chinese embedding. arXiv preprint arXiv:2309.07597, 2023.

Chengrun Yang, Yuji Akimoto, Dae Won Kim, and Madeleine Udell. Oboe: Collaborative filtering
for automl model selection. In Proceedings of the 25th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, pp. 1173-1183, 2019a.

Zhilin Yang, Zihang Dai, Yiming Yang, Jaime Carbonell, Russ R Salakhutdinov, and Quoc V Le.
Xlnet: Generalized autoregressive pretraining for language understanding. Proceedings of the
32rd Advances Conference in Neural Information Processing Systems, 2019b.

Runtian Zhai, Chen Dan, Zico Kolter, and Pradeep Ravikumar. Doro: Distributional and outlier
robust optimization. In Proceedings of the International Conference on Machine Learning, pp.
12345-12355. PMLR, 2021.

Yue Zhao, Ryan Rossi, and Leman Akoglu. Automatic unsupervised outlier model selection. Pro-
ceedings of the 35th Annual Conference on Neural Information Processing Systems, pp. 4489—
4502, 2021.

Dixian Zhu, Gang Li, Bokun Wang, Xiaodong Wu, and Tianbao Yang. When auc meets dro: Op-
timizing partial auc for deep learning with non-convex convergence guarantee. In International
Conference on Machine Learning, pp. 27548-27573. PMLR, 2022.

Xiaoyan Zhu, Xiaomei Yang, Chenzhen Ying, and Guangtao Wang. A new classification algorithm
recommendation method based on link prediction. Knowledge-Based Systems, 159:171-185,
2018.

12



	Introduction
	Background
	Algorithm Selection based on LLMs
	Problem Representation
	Algorithm Representation
	Model Architecture
	Theoretical Analyses: How to Choose Negative Samples?

	Experiments
	Conclusion

