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Abstract

Currently, generative AI is performing well in various fields. In particu-
lar, GPT-4, one of the basic models, has been evaluated for its discourse
quality, knowledge level, and problem-solving ability on various benchmark
datasets. However, it is questionable whether the base model can appro-
priately adjust its output level according to the user’s knowledge level. If
the base model fails to consider the user’s knowledge level, the quality
and reliability of the discourse is bound to decrease. However, common
datasets are still insufficient to measure whether the base model responds
appropriately to the user’s knowledge level. Therefore, based on Korean
educational experts and curricula, we developed a benchmark dataset to
evaluate whether the underlying model can elicit appropriate discourse ac-
cording to the user’s knowledge level. This mini-dataset consists of about
500 Korean datasets centered on science and current events in the field of
science, and we introduce the evaluation method using it. The dataset will
also be released soon after it is expanded.

1 Introduction

With the advancement of AI technology, generative models such as GPT-4 have emerged,
and a new challenge of adapting output to the learner’s understanding is gaining attention.
In this study, we introduce the Science Discourse Leveling Mini Dataset (MKSL), developed
based on the Korean education system, to evaluate whether the underlying model can elicit
discourse that matches the user’s knowledge level. Designed with insights from education
experts, the dataset contains multi-layered questions for basic, intermediate, and advanced
understanding levels. With initial results showing that GPT-4 is more adaptive in solving
complex problems than GPT-3.5, we hope to deepen the discussion on the ability of AI to
deliver personalized learning experiences in educational settings.

2 The MKSL Dataset

2.1 Building data and utilizing generative AI

We utilized GPT-4 and our own prompts developed by educators to generate a large dataset.
By using our own prompts, we were able to generate questions from people with different
knowledge levels and three different levels of answers. In addition, the data generated by
the combination of GPT and prompts was not immediately utilized, but was reviewed by
educators and saved as final data. The review criteria were selected based on the appro-
priateness of the question field and the appropriateness of the answer level, and the review
was carried out by directly viewing the data in the generated data and deleting, modifying,
or adding new content.

∗Use footnote for providing further information about author (webpage, alternative address)—
not for acknowledging funding agencies. Funding acknowledgements go at the end of the paper.
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Table 1: Explanation of the Questions(English Version)
Fields Questions
Earth Sciences Q: Why does it rain different amounts in different regions?
Physical Q: What is a ”force” in physics?
Chemistry Q: Why do my apples turn brown after I cut them?
Astronomy Q: How do stars die?
Biology Q: How do trees move water up from the roots to the leaves?

2.2 Question

The questions were selected to represent real-world questions that people of different knowl-
edge levels might ask in the fields of physics, astronomy, earth sciences, life sciences, and
chemistry. One of the most important characteristics of the questions was that they should
be able to generate different answers from at least three different knowledge levels. For
example, a question like What is the capital of South Korea? was not a good question
because it would only produce one answer (seoul). An example of a good question would be
Why does the sun shine brightly? for example. This is because it allows for different types
of answers to be given, taking into account the age and knowledge level of the questioner,
from a child to an expert.

2.3 Answer

The answers are designed to represent the answers to the questions by categorizing them into
three categories. The three categories represent three levels of knowledge and are categorized
into three groups based on the Korean curriculum: children to elementary school students,
middle to high school students, and college students to adults. In terms of general age,
it can be categorized as 7-13 years old, 14-19 years old, and 20+ years old. We mapped
the answers to each level to a single question, based on advice from education experts
about the standard knowledge level of the group. Below is an example of a question and
answer(English Version).

Q: Why do we have seasons on Earth?
A: Because the Earth is tilted as it revolves around the sun, it receives different
amounts of sunlight at different times of the year, resulting in seasons.
B: Because the Earth’s axis of rotation is tilted, the amount of light it receives from
the sun changes as it revolves around the sun, resulting in seasons.
C: Earth’s changing seasons are caused by Earth’s tilted axis of rotation as it revolves
around the Sun, resulting in differences in the amount of energy it receives from the
Sun at different times of the year, which is directly related to Earth’s climate patterns.

In the example above, there are a total of three answers to one question mapped to each
level, starting with A, which is the child level, and ending with C, which is the adult level.
Each answer has significant differences, especially in the keywords used, and there are also
differences in sentence structure.

3 The MKSL Features

The data we created consists of a set of questions and answers in the areas of science and
science trivia. The answers are in the form of selecting one of three choices. The reason why
the data is concentrated in science is because there are many leveled answers and universal
and generalized knowledge, which will help us to create data that can significantly overcome
cross-cultural and cross-language differences.
The data is mainly composed of physics, earth science, life science, astronomy, and chemistry,
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and each field has about 100 data. Each data is composed of questions and answers that
ask for detailed and specific knowledge in each field, and each answer is composed of a total
of 3 answers, and each answer has different keywords and sentence structures.

4 Experiments

4.1 Experimental Purpose

This experiment aims to evaluate how well an advanced generative AI model like GPT-4 can
answer questions for users of different knowledge levels (A, B, and C) based on the dataset
we built. In particular, we want to measure whether the model can adjust the difficulty of
the answer to match the assumed intellectual level of the user.

4.2 Configure question sets and user profiles

First, prepare a set of questions and answers that cover the various topics in the dataset.
The answers in the dataset are organized into three levels of A.B.C., each representing the
knowledge difficulty of an elementary school student, a middle to high school student, a
college student, or an adult. Prior to the experiment, we assume that the user profiles
correspond to the A.B.C. levels labeled as easy, moderate, and challenging. Each profile
focuses on the typical knowledge range of the A.B.C. levels, which is reflected in the input
prompts during the zero-shot training process.

4.3 Experimental Procedures

Algorithm 1 Evaluate Questions and Update Difficulty Table
1: Input: Path to CSV file containing questions (”intedata.csv”), API key for OpenAI
2: Output: Table with counts of questions evaluated as ’A’, ’B’, or ’C’ across difficulty

levels
3: Initialize an empty table T with indices {A, B, C} and columns
{basic, normal, challenge}

4: Load questions from the specified CSV file into dataset D
5: for each question q in dataset D do
6: Randomly select a difficulty level l from {basic, normal, challenge}
7: if l is ’basic’ then
8: Set prompt indicating the question is for a child or elementary student level
9: else if l is ’normal’ then

10: Set prompt indicating the question is for a middle or high school student level
11: else
12: Set prompt indicating the question is for a college student or adult level
13: end if
14: Send the prompt to the AI model and receive a response
15: Use the AI model to evaluate if the question corresponds to ’A’, ’B’, or ’C’
16: if r ∈ {A, B, C} then
17: Increment table count: T [r, l]← T [r, l] + 1
18: else
19: Increment an error counter e
20: end if
21: end for
22: Display the updated table T

For each question, we prepare a prompt that asks the user to select the appropriate knowl-
edge level for the question. The prompt is also determined by the level of the questioner,
that is, the user profile. These prompts are entered into GPT-4, and we specifically designed
them to constrain the output format of the answer so that, depending on the question and
the level of the input user, the answer is one of three conditions: A, B, or C.
.
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For each question, the answer selection mechanism selects the answer that it believes best
fits the user profile provided in the prompt from among several answers provided by the
dataset. The answer is recorded in the answer table (difficulty table).

4.4 Run an experiment

We utilized this dataset to measure the performance of GPT-4 and GPT-3.5 with zero-shot
training. Following the experimental procedure mentioned above, we asked the language
models to solve approximately 500 problems contained in the dataset without any prior
training.

4.5 Experimental results

Figure 1: Result Difficulty Table

In this experiment, we compare the performance of GPT 3.5 and GPT 4 using the MKSL
dataset. The performance evaluation assumed three learner levels: Basic (children to el-
ementary school students), Moderate (middle school students), and Challenging (college
students to adults), and we categorized the answers provided by the models at each level
into three categories: ”A”, ”B”, and ”C”. Through this experiment, we observed how well
the language model provided appropriate answers based on each learner’s level of difficulty.
The results showed that GPT 4 performed more balanced across all levels of difficulty than
GPT 3.5, with GPT 4 adapting better to beginner-level questions. These results suggest that
GPT 4 performs better than GPT 3.5 in solving more complex problems and understanding
a wider range of topics, and we believe our data reflects this.

5 Conclusions

The benchmark dataset developed in this study served as an important tool for evaluating
the ability of the underlying models to customize answers. While we have shown that
foundational models such as GPT-4 are capable of generating expert-level discourse, we have
also shown that progress is needed in providing answers that are appropriate for different
learner levels. The dataset, built in collaboration with educational experts, can contribute
to improving the performance of models in generating answers to scientific questions, which
will further strengthen the reliability of foundational models. Future research will utilize
this dataset to explore the applicability of the model to users with different linguistic and
cultural backgrounds, and to investigate ways to pedagogically strengthen the accountability
and reliability of the underlying model. In conclusion, this study provides an initial step in
showing that the underlying model can identify and communicate effectively with human
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knowledge levels, which emphasizes the reliability and accountability of the underlying model
and provides a starting point for deeper human interaction.
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