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Abstract001

Large Language Models (LLMs) have shown002
significant progress in Open-domain question003
answering (ODQA), yet most evaluations fo-004
cus on English and assume locale-invariant005
answers across languages. This assumption006
neglects the cultural and regional variations007
that affect question understanding and answer,008
leading to biased evaluation in multilingual009
benchmarks. To address these limitations,010
we introduce XLQA, a novel benchmark ex-011
plicitly designed for locale-sensitive multilin-012
gual ODQA. XLQA contains 3,000 English013
seed questions expanded to eight languages,014
with careful filtering for semantic consistency015
and human-verified annotations distinguish-016
ing locale-invariant and locale-sensitive cases.017
Our evaluation of five state-of-the-art multilin-018
gual LLMs reveals notable failures on locale-019
sensitive questions, exposing gaps between En-020
glish and other languages due to a lack of021
locale-grounding knowledge. We provide a sys-022
tematic framework and scalable methodology023
for assessing multilingual QA under diverse024
cultural contexts, offering a critical resource to025
advance the real-world applicability of multi-026
lingual ODQA systems. Our findings suggest027
that disparities in training data distribution con-028
tribute to differences in both linguistic compe-029
tence and locale-awareness across models.030

1 Introduction031

Open-domain question answering (ODQA) aims to032

generate accurate and natural language answers to033

user queries without explicit domain constraints or034

provided context (Chen et al., 2017; Karpukhin035

et al., 2020). Recently, large language models036

(LLMs) (Brown et al., 2020; Anil et al., 2023;037

Workshop et al., 2022) have driven significant ad-038

vances in ODQA by generating correct and natu-039

ral answers. Despite strong advances in ODQA,040

most efforts have focused on English, leaving mul-041

tilingual capabilities that remain relatively under-042

Q: How long did it take the Twin Towers to be built? 11 years

Q: 쌍둥이빌딩건설에얼마나걸렸나요?

South Korea

4 years

Q: 双子塔花了多长时间建成？

China

6 years

Q: كم من الوقت استغرق بناء الأبراج التوأم؟

UAE

[Question] [Answer]

LG Twin Towers

Knowledge Conflict

Tianjin In ... Center

World Trade Center

World Trade Center

11 years

Figure 1: Knowledge conflict in multilingual ODQA.
Although all versions of the question aim to ask how
long it took to build the "Twin Towers", different lan-
guages elicit different answers based on locale-variant
understanding. While English and Arabic refer to the
World Trade Center (11 years), Korean and Chinese
interpret "Twin Towers" as the LG Twin Towers and
Tianjin IFC, respectively.

explored. This gap underscores the need for mul- 043

tilingual ODQA benchmarks that assess perfor- 044

mance across languages (Maxutov et al., 2024). 045

To evaluate multilingual ODQA systems, ex- 046

isting benchmarks, such as MLQA (Lewis et al., 047

2020), MKQA (Longpre et al., 2021), and TyDiQA 048

(Clark et al., 2020), are typically constructed by 049

translating or aligning parallel questions across 050

multiple languages. These benchmarks have the 051

locale-agnostic assumption that both the meaning 052

of a question and its correct answer remain constant 053

across linguistic boundaries. However, this assump- 054

tion overlooks variations in meaning that arise nat- 055

urally from distinct cultural or regional contexts 056

(Lin and et al., 2021; Liu et al., 2024; Zhang et al., 057

2023). This issue introduces evaluation bias (Ta- 058

lat et al., 2022) by penalizing responses that are 059

correct within specific regional or cultural contexts. 060

For instance, as illustrated in Fig. 1, the answer to 061

the question “How long did it take the Twin Tow- 062

ers to be built?” differs depending on which entity 063

the question refers to: the World Trade Center in 064

the U.S. or the LG Twin Towers in South Korea. 065
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Multilingual question requires the locale-variant066

references arise from differing cultural contexts067

and background knowledge, not merely generating068

translated answer. In addition, relying on naive069

translation to construct multilingual benchmarks070

risks semantic drift, where subtle shifts in meaning071

occur due to inadequate contextual grounding (Yu072

et al., 2023). While human annotation can mitigate073

the drift, it is costly, labor-intensive, and difficult to074

scale across many languages and cultures (Pandey075

et al., 2022).076

To address these challenges, we propose XLQA,077

a benchmark explicitly constructed to evaluate mul-078

tilingual ODQA systems under locale-sensitive079

conditions. XLQA consists of 3,000 seed ques-080

tions in English, each paired with a reference an-081

swer and language-specific supporting evidence.082

These questions are extended to eight languages,083

resulting in 24,000 high-quality evaluation items.084

We design XLQA to assess whether multilingual085

ODQA systems can handle locale-sensitive varia-086

tion by explicitly distinguishing between two types087

of questions: those whose correct answers remain088

consistent across languages (locale-invariant), and089

those whose answers vary depending on regional090

or linguistic context (locale-sensitive).091

To construct this benchmark at scale, we ap-092

ply a back-translation-based filtering method to093

identify and remove translations that exhibit po-094

tential semantic inconsistencies. Then, we gen-095

erate locale-aware answers for each semantically096

consistent multilingual question by producing re-097

sponses based on language-specific evidence cu-098

rated for each locale with an LLM. These gener-099

ated answers that semantically differ from the orig-100

inal English answer is categorized as a potentially101

locale-sensitive question. Human annotators exam-102

ine each candidate instance to verify the answer’s103

correctness and the relevance of the supporting evi-104

dence. This approach enables scalable multilingual105

QA dataset creation with limited human involve-106

ment, ensuring quality through selective verifica-107

tion rather than full manual annotation.108

To demonstrate the effectiveness of this pipeline,109

we evaluate five multilingual LLMs on our bench-110

mark, such as GPT-4.1 (Achiam et al., 2023),111

Qwen-3 (Zheng et al., 2025), Gemma-3 (Team112

et al., 2025), LLaMA-3.1 (Grattafiori et al., 2024),113

and Exaone (Research et al., 2024) under standard114

evaluation metrics, including exact match and F1115

score. Our analysis reveals that, despite strong zero-116

shot and multilingual capabilities, these models117

frequently fail to produce appropriate answers to 118

locale-sensitive questions. We observe differences 119

in both language proficiency and locale-specific 120

knowledge across models, shaped by the distribu- 121

tion of language data used during training. These 122

findings highlight the limitations of existing mul- 123

tilingual QA benchmarks and underscore the im- 124

portance of explicitly modeling cultural context 125

in evaluation. We summarize our contributions as 126

follows: 127

• We introduce the first systematic framework 128

for evaluating locale-aware correctness in mul- 129

tilingual QA, directly addressing the cultural 130

insensitivity and English-centric assumptions 131

embedded in prior benchmarks. 132

• We propose a scalable method for identi- 133

fying and validating questions whose cor- 134

rect answers vary across regions, produc- 135

ing a benchmark of 3,000 high-quality ques- 136

tion–answer–evidence triples annotated for lo- 137

cale sensitivity. 138

• We provide empirical evidence that cur- 139

rent multilingual LLMs struggle with locale- 140

grounded question answering, revealing a crit- 141

ical gap in their real-world applicability. 142

2 Related Works 143

2.1 Multilingual ODQA Benchmarks 144

In recent years, numerous multilingual question 145

answering (QA) benchmarks have been proposed 146

to evaluate the performance of multilingual lan- 147

guage models. Prominent examples include MLQA 148

(Lewis et al., 2020), XQuAD (Artetxe et al., 2020), 149

TyDiQA (Clark et al., 2020), and MKQA (Longpre 150

et al., 2021), which are widely used to compare 151

model performance across different languages. 152

MLQA and XQuAD are constructed by trans- 153

lating English question–answer pairs into multiple 154

target languages, and rely on the assumption that 155

the translated versions are semantically equivalent 156

to the original. This approach enables direct com- 157

parison across languages but may overlook subtle 158

linguistic or cultural differences that affect answer 159

validity. In contrast, TyDiQA enhances linguistic 160

diversity by collecting questions written natively 161

in each language by fluent speakers, rather than 162

relying on translation. However, it still assumes 163

a single ground-truth answer per question within 164
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Figure 2: The overall pipeline for constructing the XLQA benchmark. The process consists of three stages:
(1) Multilingual Question Generation generates multilingual questions based on seed questions from existing
QA datasets. (2) Locale-Aware Answer Generation uses LLM to generate locale-aware answers. (3) Human
Verification verifies the answers with supporting evidence. The Output is a high-quality, locale-aware multilingual
QA dataset.

each language, potentially limiting its ability to cap-165

ture within-language ambiguity or region-specific166

variation. MKQA takes a different approach by167

sourcing questions from anonymized Google As-168

sistant logs, reflecting more natural, real-world user169

queries. These questions are then manually trans-170

lated into 26 languages for open-domain question171

answering.172

While these benchmarks provide a foundation173

for measuring multilingual capabilities and cross-174

lingual consistency, they largely focus on surface-175

level correctness and lexical alignment. As such,176

they fall short of evaluating model performance177

in scenarios that require understanding of cultural178

context or locale-specific knowledge salience.179

2.2 Multilingual QA Evaluation Bias and180

Fairness181

Recent works (Singh et al., 2024; Hasan et al.,182

2025) have examined these issues from multiple183

perspectives. Singh et al. (2024) evaluates language184

models across culturally diverse multiple-choice185

questions. They shows that performance varies sub-186

stantially across languages and regions, indicating187

potential cultural bias. Hasan et al. (2025) intro-188

duces a dataset of naturally occurring, culturally189

aligned queries in multiple languages. Their find-190

ings highlight the limitations of translation-based191

benchmarks in capturing region-specific informa-192

tion needs.193

Bias is observed in model behavior across lan-194

guages with differing resource levels, particularly 195

in the form of stereotypical associations related 196

to gender, profession, or ethnicity. Buscemi et al. 197

(2025) proposes an automated evaluation frame- 198

work to assess such social biases across both high- 199

and low-resource languages. The study finds that 200

these biases, such as associating certain professions 201

more frequently with specific genders, tend to be 202

more pronounced in low-resource settings, where 203

training data is sparser and less balanced. 204

Similarly, Zulaika and Saralegi (2025) adapts 205

the English-centric BBQ benchmark to Basque in 206

order to investigate bias propagation in a typolog- 207

ically distant language. Their findings reveal that 208

common bias mitigation strategies developed for 209

English, such as data augmentation or counterfac- 210

tual training, often fail to generalize effectively to 211

underrepresented languages, underscoring the need 212

for culturally and linguistically tailored approaches. 213

These studies point to the need for evaluation meth- 214

ods that distinguish between culturally invariant 215

and culturally dependent questions, and that reflect 216

the diversity of real-world language use above high- 217

resource settings. 218

2.3 Evaluation for LLM-as-judges 219

LLM-as-judge is a generative evaluator paradigm 220

where LLMs are trained to produce an evaluation 221

(natural language explanation and judgment) given 222

the original user input, evaluation protocol (rules 223

and criteria for evaluation), and model responses as 224
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input. JudgeLM (Zhu et al., 2025) formalizes this225

approach as a generative evaluation framework and226

demonstrates that LLM-based judges can approxi-227

mate human evaluations in tasks such as reasoning228

and factual correctness. PandaLM (Wang et al.,229

2024) further investigates the reliability and robust-230

ness of LLM-based evaluators by comparing their231

preferences across model outputs with those of hu-232

man annotators.233

3 XLQA Dataset234

To rigorously evaluate multilingual ODQA in235

locale-sensitive contexts, we introduce XLQA, a236

new benchmark constructed through our multi-237

stage pipeline. This pipeline consists of three steps:238

multilingual question generation, locale-aware an-239

swer generation, and human verification, as illus-240

trated in Fig. 2.241

3.1 Step 1: Multilingual Question Generation242

We begin by collecting high-quality English seed243

questions from the test sets of existing ODQA244

benchmarks, such as MKQA (Longpre et al., 2021),245

MLQA (Lewis et al., 2020), and HotpotQA (Yang246

et al., 2018), to ensure alignment with our evalu-247

ation objectives. To refine the seed pool, we first248

remove duplicate entries based on an exact match249

of either the question or the answer. We then filter250

out unanswerable questions or those lacking a ref-251

erence answer, as such items prevent meaningful252

comparison of locale-sensitive responses. This fil-253

tering process results in the exclusion of 28.4% of254

the initial seed questions.255

For the refined seed questions, we generate256

multilingual questions translated into diverse tar-257

get languages by utilizing GPT-4.1 (Oracle LM)258

(Achiam et al., 2023), which demonstrates strong259

performance in translation quality and contextual260

understanding. To ensure semantic consistency261

across the translated questions, we apply a back-262

translation filtering step. Each translated question263

is first back-translated into English. Then, the re-264

sulting back-translated version is compared against265

the original English question using the LLM-as-266

judge framework. The model is prompted to deter-267

mine whether the two questions are semantically268

equivalent, providing a binary "yes/no" judgment.269

If any of the eight language translations are judged270

as inconsistent (i.e., the model outputs "no"), the271

entire question is discarded from the dataset. By272

discarding questions with inconsistent translations,273

this back-translation filtering step plays a crucial 274

role in eliminating translation artifacts and mitigat- 275

ing cross-lingual meaning drift. 276

3.2 Step 2: Locale-Aware Answer Generation 277

To construct QA pairs that capture locale-specific 278

variation, we generate candidate answers for the 279

multilingual questions obtained in the previous step. 280

For each input question, the model is prompted to 281

generate an answer that reflects the locale associ- 282

ated with the language in which the question is 283

written. For questions that are not sensitive to lo- 284

cale, the model is prompted to provide a general, 285

culturally neutral answer. We leverage a retrieval- 286

augmented generation (RAG) framework in which 287

GPT-4.1 is connected to a web search component. 288

This setup enables the model to generate answers 289

grounded in verifiable external sources, provid- 290

ing both the response and its corresponding ev- 291

idence. The retrieval process prioritizes author- 292

itative sources, with a preference for Wikipedia. 293

In case that relevant information is not found on 294

Wikipedia, the system falls back to reputable news 295

outlets. 296

As a post-processing step, we discard any QA 297

pairs in which the generated reference lacks a valid 298

URL or does not include reliable source indica- 299

tors such as the keywords "wikipedia" or "news". 300

This filtering ensures that all retained answers are 301

grounded in verifiable and trustworthy sources. 302

This approach offers an efficient alternative to hu- 303

man annotation by enabling scalable, high-quality 304

data generation while maintaining contextual rele- 305

vance and answer verifiability. 306

3.3 Step 3: Human Verification 307

All candidate triples flagged for answer conflict are 308

subjected to human verification. Annotators are 309

provided with the question, answer, and support- 310

ing evidence for each language. They are asked 311

to determine whether the answer is correct and 312

supported by the evidence. This process yields a 313

high-quality set of QA-evidence triples, each la- 314

beled as either locale-invariant or locale-sensitive. 315

To ensure consistency and reduce annotation noise, 316

we adopt a majority voting scheme across three 317

annotators per instance. Only instances where at 318

least two annotators agree on both correctness and 319

sensitivity labels are retained; otherwise, the item is 320

discarded. Statistics on annotator agreement rates 321

after voting are provided in Appendix Table 7. 322
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Lang Oracle LM Gemma3 12B Qwen3 14B LLaMA3.1 8B Exaone 7.8B

EM F1 EM F1 EM F1 EM F1 EM F1

en 89.11 90.97 43.26 52.68 40.73 49.43 40.38 50.56 31.44 39.64
ar 87.86 90.05 18.54 23.62 11.83 19.30 8.53 16.92 3.98 6.04
he 88.30 90.46 20.05 24.83 11.04 16.08 11.86 16.60 5.52 7.20
ja 88.45 92.50 22.81 45.10 19.74 44.03 9.10 37.73 7.34 26.22
ru 87.83 89.54 28.52 35.20 17.67 27.97 14.53 24.18 7.41 9.91
ko 86.73 88.29 22.18 26.56 15.44 19.91 11.55 15.68 15.81 20.32
zh_cn 89.68 93.41 16.22 37.91 26.39 47.57 11.58 36.48 7.66 25.22
vi 89.39 91.19 36.55 44.77 26.83 39.34 26.45 38.38 10.95 14.70

Avg. 88.42 90.80 26.02 36.33 21.21 32.95 16.75 29.57 11.26 18.65

Table 1: Results of the base models on the XLQA benchmark using EM and F1 scores.

4 Dataset Analysis323

4.1 Dataset Statistics324

Our benchmark consists of 3,000 ques-325

tion–answer–evidence triples across eight326

languages: English, Korean, Arabic, Hebrew,327

Japanese, Russian, Vietnamese, and Simplified328

Chinese. Each English-origin question is translated329

into the target languages and paired with answers330

and evidential support adapted to the cultural or331

linguistic context of the target locale.332

On average, questions contain 17–40 tokens de-333

pending on language, while answers remain short334

(4–6 tokens). A total of 24,000 QA instances were335

created, including 3,000 in English and 21,000336

across the seven other languages.337

4.2 Consistency Filtering Results338

To ensure semantic consistency across transla-339

tions, we applied a back-translation-based filtering340

pipeline. QA pairs with substantial semantic shifts,341

such as changes in named entities, factual scope,342

or temporal modifiers, were flagged and removed.343

In total, 10.8% of generated multilingual instances344

were discarded through this process.345

We observed that the majority of filtered in-346

stances involved mistranslations of culturally spe-347

cific terms or reinterpretations of ambiguous ex-348

pressions that altered the intended meaning. These349

cases were particularly prevalent in Arabic and350

Hebrew, where semantic drift often resulted from351

incorrect rendering of proper nouns and idiomatic352

language. Table 5 summarizes the number of dis-353

carded instances per language following the consis-354

tency filtering process.355

4.3 Conflict Detection 356

A conflict is defined as a case where at least one 357

language provides an answer that is semantically 358

inconsistent with the English reference, under the 359

assumption that such variation is due to regional 360

knowledge or interpretation. For each question, 361

we collected answers across all languages and 362

compared them using string normalization and 363

embedding-based semantic similarity. Questions 364

exhibiting divergence in meaning, rather than sur- 365

face expression, were manually validated as locale- 366

sensitive. Among the 3,000 source questions, 2,356 367

(73.9%) were categorized as locale-sensitive, based 368

on the presence of conflicting answers in at least 369

one language. Table 5 presents the distribution of 370

conflicts across languages. Arabic and Hebrew dis- 371

played the highest proportion of conflicts, while 372

Japanese and Vietnamese showed comparatively 373

lower divergence. 374

5 Benchmark Evaluation 375

We conduct a series of experiments to evaluate mul- 376

tilingual LLM performance on our locale-aware 377

QA dataset. Our goal is to assess how well cur- 378

rent models handle both locale-invariant and locale- 379

sensitive questions, and to quantify the limitations 380

of existing evaluation protocols when applied to 381

culturally or regionally diverse inputs. 382

5.1 Experimental Setup 383

We evaluate five widely used large language mod- 384

els with multilingual capabilities: gpt4-1, Qwen 385

3, Gemma 3, LLaMA 3.1 and EXAONE. These 386

models vary in architecture, size, and pretraining 387
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Lang GEMMA3 12B QWEN3 14B EXAONE 7.8B

Non-Conflict Least-Conflict Non-Conflict Least-Conflict Non-Conflict Least-Conflict
EM F1 EM F1 EM F1 EM F1 EM F1 EM F1

en 59.09 72.25 37.69 45.79 64.02 75.36 32.51 40.28 53.67 65.28 23.60 30.59
ar 37.06 46.26 12.01 15.64 27.80 40.54 6.20 11.80 8.90 12.21 2.25 3.86
he 38.63 47.18 13.50 16.94 23.71 32.16 6.58 10.41 9.63 12.49 4.07 5.33
ja 41.16 67.03 16.34 37.36 41.03 65.30 12.22 36.53 15.28 38.24 4.54 21.98
ru 47.41 57.02 21.86 27.50 30.69 49.38 13.07 20.42 10.95 15.48 6.15 7.95
ko 39.35 46.06 16.13 19.69 31.05 38.11 9.93 13.49 30.93 38.48 10.48 13.91
zh_cn 27.32 56.12 12.31 31.49 50.54 71.87 17.87 39.00 15.16 37.15 5.01 21.01
vi 51.62 63.79 31.24 38.07 41.40 61.34 21.69 31.58 18.05 24.30 8.45 11.31

Average 42.70 56.96 20.13 29.06 38.78 54.26 15.01 25.44 20.32 30.45 8.07 14.49

Table 2: EM and F1 scores of GEMMA3 12B, QWEN3 14B, and EXAONE 7.8B under different conflict levels.

corpora, representing a broad range of capabilities388

in multilingual understanding and generation.389

All models are evaluated in a zero-shot QA390

setting without fine-tuning. For each QA pair,391

the model generates an answer using a consistent392

prompting format adapted for the language. We393

apply two evaluation metrics:394

• Exact Match (EM): A binary metric that395

assigns 1 if the predicted answer exactly396

matches any of the reference answers, and397

0 otherwise:398

EM =

{
1, if prediction = reference
0, otherwise

399

• F1 Score: Measures the token-level overlap400

between the predicted and reference answers.401

It is computed as the harmonic mean of preci-402

sion and recall: F1 Score measures the token-403

level overlap between the prediction and the404

reference answer. It is computed as the har-405

monic mean of precision and recall:406

Precision =
|Prediction ∩ Reference|

|Prediction|
(1)407

Recall =
|Prediction ∩ Reference|

|Reference|
(2)408

F1 =
2 · Precision · Recall
Precision + Recall

(3)409

We evaluate both locale-invariant and locale-410

aware settings.411

5.2 Main Results 412

(1) Performance gap between English and other 413

languages. Table 1 presents the performance of 414

five LLMs on the XLQA benchmark. While En- 415

glish achieves the highest scores across all mod- 416

els, performance on other languages drops, par- 417

ticularly for those involving culturally diverse or 418

underrepresented regions such as Arabic, Hebrew, 419

Korean, and Vietnamese. This suggests that despite 420

multilingual pretraining, current models struggle 421

to generalize locale-aware reasoning beyond high- 422

resource languages like English. 423

(2) Performance degradation on culturally sen- 424

sitive questions. Table 2 offers a more granular 425

view by separating questions into non-conflict and 426

least-conflict subsets. The results show a consistent 427

and substantial performance drop across all models 428

when faced with locale-sensitive questions. This 429

highlights that answering such questions effectively 430

requires not only understanding the language but 431

also retaining culturally grounded knowledge spe- 432

cific to each region. Interestingly, models trained 433

with a regional focus tend to perform better on con- 434

flict questions in their respective languages. For 435

example, EXAONE achieves the highest conflict F1 436

score on Korean and QWEN3 on Chinese. While 437

exact language-wise pretraining proportions are 438

not publicly disclosed, these results suggest that 439

higher exposure to specific locale-language data 440

during pretraining enables models to better handle 441

culturally nuanced inputs in that region. 442

5.3 Prompt Sensitivity 443

We examine the impact of prompt design using 444

Qwen3 across four variants: EN (English prompt) 445
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Conflict Type Subtopics (Categories) Representative Questions Conflict Count

Entity Conflict Music, TV actors, Sports
players

who sang oh what a night?, who played TJ on Head
of the Class?, who is the coach for the Toronto Rap-
tors?

1032

Factual Conflict Geography, Political his-
tory, Team records

how many states does the rocky mountains cover?,
when was the last time the Lakers made the playoffs?

431

Cultural Reference TV show winners, Music
awards, Famous media

who won America’s Got Talent in 2015?, who has
the most Grammys?

512

Ambiguous Question Religion, Social media,
General trivia

who wrote the Book of Lamentations?, who has the
most Instagram followers?

381

Table 3: Conflict-inducing questions categorized by conflict type, with subtopics and representative examples.

and EN-LOC (English with locale emphasis).446

Table 4 shows that prompts with explicit locale447

guidance (EN-LOC) improve accuracy, especially448

for culturally sensitive languages like Arabic and449

Korean. However, over-conditioning can some-450

times lead to stereotype-driven outputs. While EN-451

LOC prompts generally improve performance, the452

degree of improvement varies significantly across453

languages. The gains are especially pronounced454

in Japanese (+25.03 F1), Chinese (+17.42), and455

Korean (+7.58), suggesting that locale-specific456

grounding is particularly beneficial in languages457

with strong locale reference frames.458

Lang EN EN-LOC

en 48.03 49.43
ko 12.33 19.91
ar 11.93 19.30
he 16.37 16.08
ja 19.00 44.03
ru 16.41 27.97
vi 33.37 39.34
zh_cn 30.15 47.57
Overall 23.45 32.95

Table 4: Performance across languages under different
prompting strategies on Qwen3.

Lang Conflicted Answers Conflict Rate (%)

ar 1471 46.2%
he 1413 44.3%
ja 1044 32.8%
ru 963 30.2%
ko 1188 37.3%
zh_cn 1242 39.0%
vi 909 28.5%

At Least One Conflict 2356 73.9%

Table 5: Language-wise distribution of answer conflicts
in the XLQA benchmark.
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Figure 3: Comparison of translation error rates between
naive translation and our back-translation pipeline.

5.4 Ensuring Semantic Consistency in 459

Multilingual Questions 460

A back-translation-based filtering helps identify 461

and remove mistranslations that may introduce 462

unintended meaning shifts during naive machine 463

translation. As shown in Figure 3, our back- 464

translation pipeline significantly reduces transla- 465

tion error rates across most languages, particularly 466

in Arabic, Hebrew, and Chinese languages that 467

often exhibit greater semantic divergence from En- 468

glish. By improving the alignment between origi- 469

nal and translated questions, this filtering step en- 470

hances the overall quality and reliability of locale- 471

sensitive evaluation. 472

5.5 Categorization of Conflict-Inducing 473

Questions 474

To better understand the sources of semantic diver- 475

gence across languages, we manually categorize 476

a subset of conflict-inducing questions based on 477

the nature of the discrepancy observed in answers. 478

This typology enables a more fine-grained analysis 479

of the types of ambiguity and regional variability 480

that arise in multilingual QA. 481
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en ar he ja ko ru zh_cn vi

Avg Question Length 37 33 31 26 22 40 17 38
Avg Answer Length 5 5 5 8 4 5 6 5

Table 6: Average question and answer lengths across
languages (rounded to nearest integer).

We categorize conflict-inducing questions into482

four types. These include Entity Conflict, Factual483

Conflict, Cultural Reference, and Ambiguous Ques-484

tion. Entity Conflict refers to cases where the485

referent entity varies across locales due to differ-486

ing popularity or interpretation, such as entertain-487

ers or sports figures. Factual Conflict includes488

questions grounded in historical or statistical facts489

that may be represented differently depending on490

regional data sources. Cultural Reference cov-491

ers instances involving awards, media, or events492

where local recognition or framing differs. Finally,493

Ambiguous Question includes vague or broadly494

interpretable queries that elicit culturally biased or495

interpretive responses.496

Table 3 summarizes each conflict type along with497

representative subtopics, example questions, and498

the number of instances observed in our annotated499

subset. Entity-related conflicts were the most fre-500

quent, accounting for 1,032 questions, followed by501

Cultural References and Factual Conflicts. This502

distribution highlights the significant role of cultur-503

ally grounded knowledge and localized salience in504

generating cross-lingual answer variability.505

6 Conclusion506

In this work, we identify a critical gap in existing507

multilingual QA benchmarks, the lack of consider-508

ation for locale-specific knowledge and culturally509

valid answer divergence. While prior evaluations510

assume semantic equivalence and a single correct511

answer across languages, our analysis shows that512

this assumption fails in questions involving cul-513

tural or regional context. To address this, we pro-514

pose a method for constructing locale-aware evalu-515

ation subsets that allow for valid answer variation516

across languages. Our approach combines transla-517

tion consistency checks and prompt-based answer518

divergence detection to identify culturally sensitive519

questions. We demonstrate that such questions are520

not rare, and that standard evaluation protocols may521

underestimate the capabilities of multilingual mod-522

els in diverse linguistic settings. This work calls523

for a shift in multilingual QA evaluation toward524

frameworks that are not only linguistically fair but525

also culturally grounded. 526

Limitations 527

Our evaluation may be inherently bounded by the 528

capabilities of the proprietary large language mod- 529

els (LLMs) accessed via API. Since these mod- 530

els serve as oracle systems for translation and an- 531

swer generation, their performance imposes an 532

upper bound on the quality and diversity of our 533

data. To mitigate potential issues arising from 534

translation artifacts or inconsistencies, we applied 535

a semantic consistency filtering step using back- 536

translation and LLM-as-judge comparison to en- 537

sure that the generated multilingual questions pre- 538

serve the meaning of the original seed questions. 539

Additionally, due to computational resource con- 540

straints, we were unable to include larger-scale 541

open-source multilingual models that require sub- 542

stantial local infrastructure. To compensate for 543

this limitation, we evaluated a diverse set of mod- 544

els—both proprietary and open-source—covering 545

a range of capabilities and linguistic domains, and 546

conducted all evaluations under a unified frame- 547

work to ensure comparability. Future work could 548

expand this line of research by integrating scal- 549

able open-source multilingual models in controlled 550

environments and broadening the linguistic and 551

regional scope of the evaluation. 552
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A XLQA Construction Details720

A.1 Prompt Templates721

We provide the full prompt templates used through-722

out the XLQA benchmark construction and evalua-723

tion pipeline. These include:724

Translation prompts, used to generate multilin-725

gual versions of questions from English.726

Given the question: {question}, please trans-
late it into {loc}. Just output the translated
question only, with no comments or format-
ting.

Back-translation prompts, used to back-727

translate to English.728

Given the question:
{translated_response.output_text}, please
translate it back into English. Just output the
translated question only, with no comments or
formatting.

Consistency filtering prompts, used to verify729

semantic consistency across languages.730

Given the question: {question}, please check
if the back translation:
{back_translation.output_text} is correct. If it
is correct, output "yes". If it is not correct,
output "no".

Locale-aware answer generation prompts, 731

which condition the model to generate region- 732

specific answers if appropriate. 733

You are given a question and its answer in a
specific language. If the answer is a full
sentence or unnecessarily long, rewrite it as a
short, direct answer — a concise phrase or a
single word — while preserving the original
language. If the answer is already short and
direct, leave it unchanged. Do not add any
explanation, translation, or formatting.
Input: Question: {question} Answer:
{answer}
Output: Only the final, concise answer in the
same language as the input.

A.2 Human Verification Agreements Ratio 734

A.3 Locale Sensitivity Annotation Guidelines 735

We define a question as locale-sensitive if its cor- 736

rect answer may differ depending on regional, cul- 737

tural, or national context, even when the semantic 738

intent of the question remains the same. 739

Annotators were instructed to mark a question 740

as locale-sensitive if: 741

Regionally salient knowledge affects the ex- 742

pected answer (e.g., “most famous tower”). 743

Political, institutional, or cultural prominence 744

varies by country or language group. 745

The question involves subjective norms or iden- 746

tity references (e.g., “national dish”, “popular 747

leader”). 748

Borderline cases were resolved by majority vot- 749

ing across annotators with multilingual and re- 750

gional backgrounds. 751

B Experimental Details 752

B.1 Models 753

We use the following models in our experiments: 754

• Gemma3 12B: Uses Gemma3 with 12B pa- 755

rameters. Licensed under Apache 2.0 li- 756

cense.. 757

• Qwen3 14B: Uses Qwen3 with 14B parame- 758

ters. Licensed under the Apache 2.0 license.. 759
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Language Correctness (3/3) Correctness (≥2/3) Sensitivity (3/3) Sensitivity (≥2/3)

English (en) 91.2% 98.5% 88.3% 96.7%
Korean (ko) 89.7% 97.4% 85.2% 95.9%
Arabic (ar) 86.4% 96.1% 80.5% 93.8%
Hebrew (he) 88.1% 97.0% 82.7% 94.6%
Japanese (ja) 90.5% 98.1% 87.0% 96.2%
Russian (ru) 87.9% 96.8% 84.1% 94.3%
Vietnamese (vi) 89.3% 97.9% 86.5% 95.7%
Chinese (zh_cn) 88.7% 97.5% 83.6% 94.8%

Average 88.9% 97.4% 84.7% 95.3%

Table 7: Annotator agreement rates by language. The table shows the percentage of instances where all three
annotators (3/3) or at least two annotators (2/3) agreed on correctness and locale-sensitivity labels.

• LLaMA-3.1 8B: Has 8B parameters and is760

released under the LLaMA 3 Community761

License Agreement.762

• GPT-4.1: These models are not open-source763

and are accessible only via API requests. They764

are governed by proprietary licenses.765

• Exaone 7.8B: Uses Exaone with 7.8B param-766

eters. Licensed under EXAONE AI Model767

License Agreement.768

All the models set the temperature to 0.769

B.2 Budget770

We use the RTX A6000 GPU X 1 with 20 hours.771

C Human Annotation772

To verify the correctness and locale sensitivity of773

the model-generated answers, we conducted hu-774

man annotation using Amazon Mechanical Turk775

(MTurk). For each language, we recruited three776

independent annotators who are speakers of the777

respective target language to evaluate each QA-778

evidence triple. Annotators were presented with779

the original question, the model-generated answer,780

and its associated supporting evidence (e.g., URL781

or passage), and were instructed to assess as in782

Figure 4.783

‘784

Each annotation instance was reviewed by three785

annotators. Final labels were determined via ma-786

jority voting. Annotator agreement rates are sum-787

marized in Table 7.788

All annotators were compensated fairly accord-789

ing to MTurk standards, and informed that their790

responses would be used for research purposes. No791

personally identifiable information was collected 792

during the process. Tasks involving potentially sen- 793

sitive content were manually reviewed and filtered 794

prior to annotation to avoid harm or discomfort. 795

D Ethical Considerations 796

While XLQA promotes cultural inclusion in QA 797

evaluation, locale-aware generation introduces eth- 798

ical challenges. Prompts conditioned on locale 799

risk overgeneralization or reinforcement of cultural 800

stereotypes. We manually reviewed outputs for of- 801

fensiveness and excluded instances containing bias 802

or politically sensitive content. 803

Furthermore, hallucination in low-resource lan- 804

guages may amplify misinformation if locale 805

grounding is weak. We recommend that future 806

work incorporate human validation when deploy- 807

ing such systems in high-stakes settings. 808
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Figure 4: Survey screenshot. Interface shown to MTurk annotators during the human verification stage.
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