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Abstract

Multimodal contrastive learning (MCL) has recently demonstrated significant suc-
cess across various tasks. However, the existing MCL treats all negative samples
equally and ignores the potential semantic association with positive samples, which
limits the model’s ability to achieve fine-grained alignment. In multi-view scenar-
ios, MCL tends to prioritize shared information while neglecting modality-specific
unique information across different views, leading to feature suppression and sub-
optimal performance in downstream tasks. To address these limitations, we propose
a novel contrastive framework named QUEST: Quadruple Multimodal Contrastive
Learning with Constraints and Self-Penalization. In the QUEST framework, we
propose quaternion contrastive objectives and orthogonal constraints to extract suf-
ficient unique information. Meanwhile, a shared information-guided penalization
is introduced to ensure that shared information does not excessively influence the
optimization of unique information. Our method leverages quaternion vector spaces
to simultaneously optimize shared and unique information. Experiments on multi-
ple datasets show that our method achieves superior performance in multimodal
contrastive learning benchmarks. On public benchmark, our approach achieves
state-of-the-art performance, and on synthetic shortcut datasets, we outperform
existing baseline methods by an average of 97.95% on the CLIP model.

1 Introduction

Multimodal Contrastive Learning (MCL) has demonstrated robust representation capabilities and
generalizability and effectively transferring to various downstream tasks (e.g. cross-modal re-
trieval [40, 39, 33], image captioning [37, 72, 73]). However, simply applying contrastive learning in
multimodal scenarios presents significant challenges. Ê In particular, contrastive learning treats all
negative samples equally, ignoring the potential semantic relationships between negative samples and
the anchor. Ë Besides, current contrastive learning methods focus on maximizing mutual information
between two views [68, 70] while ignoring unique information [41]. In multi-view scenarios, the
assumption that modalities share substantial task-related information often does not hold, especially
in complex datasets with minimal inter-modal overlap. Ì Meanwhile, recent studies [56, 75] in-
dicate that contrastive learning often neglects significant portions of input information, leading to
feature suppression [1, 8] and shortcut learning [25, 57], where models minimize loss through the
simplest path (e.g. shared information [3]), sacrificing deeper learning. These issues are prevalent
in multimodal [45, 54, 32] and multi-view tasks [76, 82, 50, 43]. Recent approaches focus on pre-
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Figure 1: (a) Our QUEST outperforms baselines 97.95% on average when trained with task-related
unique information and evaluated on downstream tasks on the CLIP model. (b) We build the
quaternion embedding space, which aligns shared and unique representations from different modalities
through the application of constraints and self-penalization. The LSIC narrows the gap between
shared representations, while LP-UIC pulls the plane spanned by intra-modality shared and unique
representations closer. Furthermore, Orthogonalization loss Lcos is employed to constrain the area.

serving more unique information, including reconstruction regularization [77, 4], implicit feature
modification [58], and factorized representation [41], among others. However, these methods either
overly introduce noise which may harm downstream tasks, or rely on certain assumptions (e.g.,
augmentation [41, 65, 45]). Additionally, we find that these methods do not explicitly distinguish
unique information and still optimize using contrastive learning, making it difficult to avoid the model
learning shortcuts [68, 29]. This raises the question: can we explicitly extract both task-related
unique and shared information without introducing too much noise?

To this end, we proposes a novel contrastive framework called QUEST: Quadruple Multimodal
Contrastive Learning with Constraints and Self-Penalization, designed to enhance the extraction and
integration of both shared and unique information across multimodal data. Our primary motivation
is to develop a mechanism that effectively captures unique information through a novel quaternion
multimodal embedding space, as illustrated in Figure 1(b). This embedding space aims to pull
shared representations closer while aligning the unique representations with the shared representation
on a common plane. We achieve this by leveraging the properties of the normal vector from the
cross-product to diversified unique representation. Consequently, our approach aligns commonalities
across modalities while preserving the distinctive unique features of each modality.

Specifically, we first split a network into three components: an encoder, a shared decoder, and a unique
decoder. The encoder learns general features with little bias toward specific tasks, while the shared
decoder and unique decoder learn agreement and discriminative information, respectively. We build
contrastive loss to constrain learning of shared information. To avoid the unique decoder degenerating
into the shared decoder, we propose novel contrastive objectives and orthogonal constraints to
optimize the quaternion vector space. Finally, self-penalization is used to prevent shared information
from overly affecting quaternion vector space optimization. Our framework seeks to mitigate shortcut
learning, offering a more nuanced, task-related learning paradigm. Our main contributions can be
summarized as follows:

• We develop a novel framework to efficiently extract shared and unique information across multi-
modal data. To avoid the degeneration of the unique decoder, we propose an algorithm that utilizes
quadruple embedding to constrain unique information from different views in a plane space.

• We consider that traditional CL overly relies on shared information due to data bias, causing failures
with negative samples containing shared information related to the positive sample. Meanwhile, to
prevent shared information from dominating the extraction of unique information, we introduce a
self-penalization mechanism to dynamically reweight the distribution of negative samples, which
penalizes hard negative samples. We provide theoretical analysis to show how this penalization
effectively improves the extraction of unique information.

• We achieve state-of-the-art on popular datasets (e.g. MS-COCO [9] and Flickr30k [80]) compared
to the baseline, demonstrating the general effectiveness of QUEST. Additionally, experiment results
on synthetic shortcut datasets outperform baselines 97.95% on average for CLIP, verifying the
efficacy of QUEST.
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2 Methods

2.1 Problem Formulation

For different modalities {Mi}Ki=1, given one modality, denoted asMi, along with its corresponding
set of views {xj

i}
Ni
j=1, Ni ≥ 1, for one modalityM1 encoder parameterized by Θ1, represented as

FM1(·; Θ1), and another modalityM2 encoder parameterized by Θ2, denoted as FM2(·; Θ2). These
encoders process the sample from modalM1 andM2, for those modalities with multiple views, like
modal oneM1 and each of its views through their respective encoder, resulting in corresponding
general representations Hj

M1
= FM1

(xj
1; Θ1) and Hj

M2
= FM2

(xj
2; Θ2). However, as illustrated

in Figure 2, the InfoNCE loss maximizes task-related features shared across all modalities during
training (i.e. I(X ′

A;X
′
B ;Y )), while simultaneously suppressing the unique task-related features of

each individual modality(i.e. I(XA;Y |XB) and I(XB ;Y |XA)). This process ultimately results
in the loss of unique information. Therefore, the general representations are then separated into
task-related shared and unique features through different decoders, i.e., the representations of different
modalities Hj

M1
,Hj

M2
are inputted separately into different decoders GMi(·) parameterized by Φi.

For the complete notations, refer to Appendix C, Table 6.
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Figure 2: Feature suppression in multi-view contrastive learning. We define I(XA;XB ;Y ) as task-
related shared information, I(XA;Y |XB) and I(XB ;Y |XA) as task-related unique information
related to task Y in modalities XA and XB ,respectively. Contrastive losses, such as InfoNCE, tend to
maximize the task-related shared information while suppressing the task-related unique information
in each modality. Left: before training with InfoNCE. Right: after training with InfoNCE.
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Figure 3: Framework of QUEST. The unique
decoder is utilized to extra view-specific
unique information and this process is guided
by the proposed constraints and penalization.

In multi-view scenarios, the relationships between
different modalities are many-to-many (e.g., for im-
age retrieval, multiple captions can refer to the same
image). Within a single modality, different views
contain task-related unique and shared information.
Additionally, task-related shared information may
also exist among negative samples (as indicated by
the red shading in Figure 3). Therefore, optimizing
solely for shared information while ignoring unique
information is suboptimal.

To address the challenge of overlooking unique
information inherent to different perspectives in
multimodal scenarios, we introduce the effective
framework called QUEST: Quadruple Multimodal
Contrastive Learning with Constraints and Self-
Penalization. This framework extends existing con-
trastive learning methods by incorporating a four-
partite architecture specifically designed to enhance
the capture and integration of distinctive modal-
specific features. The overall architecture is shown
in Figure 3. According to [84, 62, 34], from the
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perspective of neural network architecture, shallow layers learn low-level and general features while
deeper layers learn task-biased high-level semantic features. Therefore, we define the encoder output
as H , which contains shared S and unique U information related to the task, H ⊇ S ∪ U . Con-
sequently, we shared shallow layers for general representation to reduce computational cost and
optimize the shared decoder and unique decoder for S and U , respectively.

2.3 Quadruple InfoNCE

For each modality, the input data Xi (sampled from views) undergoes transformation by a modality-
specific encoder FMi

(·), producing an intermediary general representation denoted as HMi
. Conse-

quently, we introduce two decoders: a shared information decoder GsMi
(·) and a unique information

decoder GuMi
(·). These decoders are tasked with disentangling the shared and unique components

from the representation HMi , respectively. Let Θi represent the parameters of a shared encoder,
while Φi and Ψi symbolize the decoders for shared and unique information, respectively. The
representation can be formulated as follows:

Zu
i = GuMi

(HMi
; Φi) = GuMi

(FMi
(Xi; Θi); Φi),

Zs
i = GsMi

(HMi
; Ψi) = GsMi

(FMi
(Xi; Θi);Ψi).

(1)

Shared Information Constraint. In multimodal and multi-view scenarios, data from different
modalities and views often encapsulate shared information vital for model training. We conduct a
shared Information Constraint (SIC) to maximize the lower bound of MI between representations
from different views to encourage the shared decoder to learn agreement related to the task. This
constraint is optimized by computing the InfoNCE loss between (Zs

i and Zs
j), defined as,

LSIC =
∑
i,j

1Mi 6=Mj
EZs

i

[
− log

exp(s(Zs
i ,Z

s
j
+)/τ)

exp(s(Zs
i ,Z

s
j
+)/τ) +

∑m
k=1 1ŷ− exp(s(Zs

i ,Z
s
jk

−)/τ)

]
. (2)

Unique Information Constraint. In contrast to shared information, unique information is modality-
specific and task-related, providing essential insights for downstream tasks. To preserve this, we
introduce a Unique Information Constraint (UIC), extracting the unique information that exists
within different views, which are unrelated to each other yet relevant to the task. Relying solely on
Shared Information Constraint (SIC) is insufficient to preserve this information [41, 45, 3]. Strict
constraints, such as directly enforcing consistency of distributions across diverse views, may lead
to the Unique Information Constraint converging to the SIC, particularly in scenarios with identical
input representations, loss functions, and network structures. To address this issue, we implement a
less stringent constraint, aiming to maximize the similarity between the spaces formed by unique and
shared information across different modalities. Firstly, we derive the representation space of normal
vectors for shared and unique embedding spaces through cross-product calculations,

Zn
i = Zs

i × Zu
i . (3)

In the newly projected space, our objectives aim to maximize the alignment of unique representation
from different modalities within the plane spanned by the shared representation, the magnitude can
be formulated as:

(Zs
i × Zu

i ) · (Zs
j × Zu

j ) = ‖Zs
i‖‖Zu

i ‖ sinα‖Zs
j‖‖Zu

j ‖ sinβ cos γ, (4)

where sinα and sinβ represent the sine similarity between the shared and unique representation
across different modalities, and cos γ represents the cosine similarity of the normal vector. We
maximize sinα and sinβ via orthogonalized cosine loss Lcos and contrastive loss to maximize cos γ,
the unique information constraint can be formulated as:

LUIC =
∑
i,j

1Mi 6=Mj
EZn

i

[
− log

exp(s(Zn
i ,Z

n+

j )/τ)

exp(s(Zn
i ,Z

n+

j )/τ) +
∑m

k=1 1ŷ− exp(s(Zn
i ,Z

n−
jk )/τ)

]

+
∑
i

∑
j

Zs
ij · Zu

ij

‖Zs
ij‖‖Zu

ij‖︸ ︷︷ ︸
Lcos

.
(5)
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By pulling positive samples closer and pushing negative samples away, we constrain the shared and
unique representations of different modalities to coexist within the same spatial plane as much as
practicable. Concurrently, we employ Lcos to maintain the diversity of unique information and ensure
that Zs

i 6= Zu
i . It is worth noting that we do not impose any constraints on the unique representations

of different modalities, as these may be inherently unrelated.

Comparison. Applying standard InfoNCE to extract unique information leads to suboptimal general-
ization, as demonstrated in Section 3.3. To address this, we propose UIC with indirect vectors Zn,
where the cross-product operation fundamentally alters gradient propagation patterns compared to

pair-wised InfoNCE. Specifically, given LInfoNCE = − log
exp(Za·Z+

b /τ)∑N
i=0 exp(Za·Zi/τ)

[70, 83], the gradient
with respect to anchor embedding Za as follows,

−∂LInfoNCE

∂Za
=

1

τ
(Z+

b −
N∑
i=0

βiZbi), (6)

where βi = exp(Za·Zi/τ)∑N
i=0 exp(Za·Zi/τ)

and Z+
b is random sampled from positive set {Z1

b , ...Z
j
b}. Under

the assumption that different views hold both shared and unique information, we have I(Zj
b ;Y ) =

I(Zj
b ;Za;Y ) + I(Zj

b ;Y |Za), where I(Zj
b ;Za;Y ) represents shared information between two views

and I(Zj
b ;Y |Za) represents unique information for jth view. With sufficient training iterations, the

unique information tends towards noise as shared information dominates the accumulated gradient
(first term in Eq. (6)). This is consistent with the conclusion of MI [41]. Assume that the features
obtained from the encoder consist of shared features S which correspond to the anchor and unique
features U , represented as Zj

b = (S ∪ U j). Traditional contrastive learning defines an additive
model Zj

b = (S + U j) whereas Zj
b = (S × U j) in our model. Intuitively, there exists ζ satisfes

ζ = Za · (S × U1) = ... = Za · (S × U j). Therefore, UIC is a weaker constraint that ensures
quaternion vectors between different views lie on the same plane as much as possible. If we use both
SIC and UIC simultaneously, SIC will pull the shared representations of different views closer, while
UIC will ensure that the unique representations of different views lie on the same plane as much as
possible, rather than measuring their cosine similarity, as unique information is uncorrelated. We
conducted extensive experiments to verify this (Section 3.3 for more details).

2.4 Shared Information Guided Constraint

Contrastive learning fundamentally operates by optimizing vector representations to minimize dis-
tances between positive pairs while maximizing distances between negative pairs in the embedding
space. However, a critical limitation inherent in conventional approaches stems from their undif-
ferentiated treatment of all samples within a batch B as negative examples. This indiscriminate
categorization may inadvertently cause the model to overlook potential semantic relationships (as
illustrated by the red shading in Figure 3), despite their shared semantic content (e.g., different
image captions containing identical substrings in image-text retrieval tasks). Such misclassification
significantly impairs the model’s representation capacity. We refer to these cases as "hard negative
samples. While existing methods attempt to address this issue through clustering-based approaches,
their two-stage nature limits practical adoption. Leveraging our dual-branch architecture, we propose
a more effective solution that directly utilizes the output of the shared decoder as a supervision signal
for the penalty term.

Considering our objectives is to optimize the shared information decoder through LSIC and unique
information decoder through LUIC, and the shared information also affects the optimization of unique
information as shown in Eq. (4), we attempt to use the intra-model shared information similar to
penalization to guide the optimization of unique information. Unlike soft label [49, 17, 16, 47, 60, 24]
which aim to mitigate the strict constraints of one-hot labels, preventing overconfidence by retaining
more potential positive samples, our method aims to impose stricter constraints to suppress shared
information in the process of learning unique information. Specifically, the more shared information
between the anchor and all the negative samples, the greater the encouragement in learning unique
information between the anchor and the positive sample. Formally, for shared representation Zs

i and
Zs

j , the weighted similarity matrix can be formulated as:

P = exp(λ[S− diag(S) + I]), (7)
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where S = Zs
iZ

s
j
T is the similarity matrix, I is identity matrix, λ ∈ R is learnable weight param-

eter. Next, the weighted similarity matrix P ∈ RN×N is utilized as penalization to supervise the
optimization of unique information satisfied Pij,i6=j ∝ s(zsi , z

s
j ), the penalized UIC can be defined

as:

LP-UIC =
∑
i,j

1Mi 6=Mj
EZn

i

[
− log

exp(s(Zn
i ,Z

n+

j )/τ)

exp(s(Zn
i ,Z

n+

j )/τ) +
∑m

k=1 1ŷ− exp(Pk · s(Zn
i ,Z

n−
jk )/τ)

]
+

∑
i

Lcos.

(8)

Gradient Analysis. For simplicity, we set λ =
∑m

k=0 exp(Pk · s(Zn
i ,Z

n
jk)/τ) and ignore the second

term, we reformulate Eq. (8) as:

L̃P-UIC = EZn
i

[
− log

exp(P+ · s(Zn
i ,Z

n+

j )/τ)

exp(P+ · s(Zn
i ,Z

n+

j )/τ) +
∑m

k=1 1ŷ− exp(Pk · s(Zn
i ,Z

n−
jk )/τ)

]

= EZn
i

[
log λ−

P+ · s(Zn
i ,Z

n
j
+)

τ

]
.

(9)

The gradient can be calculated as (Appendix D.2 for details):

−∂L̃P-UIC

∂Zn
i

=
P+

τ

∂s+

∂Zn
i

− 1

λτ

m∑
k=0

Pk exp

(
Pks

k

τ

)
∂sk

∂Zn
i

, (10)

where s+ = s(Zn
i ,Z

n+

j ) and sk = s(Zn
i ,Z

n−

jk ). Intuitively, P represents the belief mass based
on shared information, and the larger Pk indicates more shared information between hard positive
samples, which also influences the optimization of the unique decoder as in Eq. (4). When Pk = 0
(i.e, s(Zi,Zjk) ≈ 0), it will degenerate to the original InfoNCE loss. For hard negatives samples
hold shared information where s(Zs

i ,Z
s
j) > 0, we increase the gradient using a penalty term which

ensures that even if Zs
i is relatively large in Eq. (4), the lower loss reinforce other terms to constrain

the overall value. From mutual information perspectives (Appendix D.3 for details), we have

I(Zi, Zj) ≥ H P̃ (Zj |Zi)−H(Zj |Zi) + logN − L̃P-UIC. (11)

When all negative samples k satisfy s(Zi,Zjk) ≈ 0, we obtain H P̃ (Zj |Zi) = H(Zj |Zi). Subse-
quently, as the shared information between hard positive samples increases, H P̃ (Zj |Zi) correspond-
ingly increases, thereby elevating both the lower bound of mutual information and the confidence
level, which consequently facilitates the learning of unique information.

2.5 Training Objectives

In summary, we apply (1) SIC (Eq. 2) to keep shared information relevance between different
modalities, (2) UIC (Eq. 5) to build quadruple embedding space by maximizing the alignment of
normal vector spanned by shared representation and unique representation, and the shared information
is jointly optimized by SIC and UIC, (3) Self-penalization (Eq. 7) to amplify the effect of false
positive samples in unique information optimization. The overall objective can be formulated as:

LQUEST = LSIC + LP-UIC. (12)

3 Experiment

3.1 Experiment Setup

Baselines and Setup. Shortcut learning refers to the process in deep learning model training
where the model completes tasks (such as classification, retrieval, etc.) by learning simple and
discriminatory features while ignoring the semantic and more complex features of the data. This
can result in poor model performance on downstream tasks. Latent target decoding (LTD) [4],
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and implicit feature modification (IFM) [58] are two methods that mitigate shortcut learning by
reducing feature suppression. LTD reconstructs the caption representations in the latent space of a
Sentence-BERT model, allowing the encoder to mitigate feature suppression via correct mapping.
IFM perturbs discriminatory features through encoders and removes part of these features to avoid
learning shortcuts, which is implemented as a dual loss combined with the InfoNCE loss. We provide
source code of our paper. 2.

Image Caption Retrieval(ICR) retrieves the most relevant sample in another modality by using a
sample of one modality as a query. In this task, there are two retrieval modes: text-to-image (t2i)
and image-to-text (i2t). We evaluated our method in the ICR task using CLIP [52] and VSE++ [23]
models on Flickr30k [80] and MS-COCO [42] datasets.

Bleeker et al. [3] proposed synthetic shortcuts for the vision-language framework. This allows us
to evaluate whether vision language (VL) models capture easy-to-learn discriminatory features or
task-related information. We add MNIST Images to the top of pictures and appending corresponding
numbers at the end of their respective captions. This controlled approach preserves the original
information from both modalities and increases explicit mutual information between them.

Evaluation Metrics. To evaluate the model’s performance on the Flickr30k and MS-COCO-Caption
datasets, the Recall@K (i.e. R@1, R@5, R@10, which refers to the proportion of instances where
the correct answer appears among the top K returned results out of all instances) and recall sum
(RSUM) were selected as evaluation metrics for both i2t and t2i retrieval.

Implementation Details. We select ViT-B/32 as the visual backbone for CLIP and resnet152 for the
VSE++ model when we evaluate them on the caption retrieval task using Flickr30k and MS-COCO
dataset. We fine-tuned the pre-trained CLIP on downstream tasks and trained VSE++ from scratch
with our method.

Alternatives of Unique Decoder. The key of multi-view assumption lies in the extraction of unique
information, current methods achieve this by employing a single-layer MLP, ensuring orthogonality
with shared information or through data augmentation and factorized loss. In our framework, a
single-layer MLP is used for the ResNet backbone, while a two-layer Transformer is implemented
for the Transformer backbone. Detailed methodologies are provided in the Appendix B.2.

3.2 Performance Evaluation

QUEST vs. Vanilla InfoNCE. QUEST outperforms the vanilla InfoNCE, as shown in Table 1.
On the Flickr30k test set, QUEST yields R@1 improvements of (2.4, 1.5) for CLIP and (1.1, 3.4)
for VSE++ in i2t and t2i tasks.. The corresponding RSUM metrics increase by 3.2 and 12.1. On
MS-COCO, QUEST achieves R@1 gains of (1.6, 0.9) for CLIP and (3.1, 3.2) for VSE++ in i2t and
t2i tasks, with corresponding RSUM improvements of 8.1 and 17.3. Additionaly, QUEST exhibits
faster convergence to the optimal solution.

Experiment on Synthetic Shortcuts. To assess the effectiveness of our proposed QUEST mitigating
feature suppression in Contrastive Learning, we use synthetic shortcuts [3] by injecting easy-to-learn
and discriminatory shared information into the image-text training dataset. We then evaluate the
model’s performance on downstream tasks with and without these synthetic shortcuts to determine if
the presence of shortcuts causes the suppression of other task-related information and an over-reliance
on shortcut features. Our baselines’ results are consistent with [3].

As shown in Table 1, adding shortcuts leads to performance degradation across all models to some
degree, indicating that the models have not learned sufficient shared and unique information. However,
our method outperforms LTD and IFM, indicating it captures task-related information more effectively
in downstream tasks (evaluation without shortcuts).

CLIP Performance Enhancement. Our method significantly enhances the CLIP model’s perfor-
mance on the Flickr30k and MS-COCO datasets. Compared to InfoNCE, we observe substantial
R@1 improvements in both i2t and t2i tasks, with RSUM increases of 91.6 and 240 on Flickr30k
and MS-COCO, respectively. Our approach also outperforms previous SOTA methods, surpassing
LInfoNCE+IFM on Flickr30k and showing sinificant performance improvements against LInfoNCE on
MS-COCO.

2https://github.com/Vortexsong/QUEST
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Table 1: Result on Flickr30k and MS-COCO with varied method. sc denotes shortcut, we evaluate
CLIP and VSE++ w/wo shortcut on i2t and i2i task. QUEST outperforms InfoNCE and achieve
superior performance compare with other baselines in most cases. †denote use of ltd.

Flickr30k MS-COCO

Method sc i2t t2i RSUM i2t t2i RSUM
R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

CLIP
LInfoNCE 7 86.9±0.1 97.4±0.1 99.0±0.0 72.4±0.1 92.1±0.0 95.8±0.0 543.5±1.1 63.8±0.3 86.1±0.2 92.3±0.0 46.3±0.3 74.8±0.1 84.1±0.2 447.5±0.5
LInfoNCE+LTD 7 86.5±0.6 97.1±0.0 98.5±0.0 72.4±0.0 92.3±0.0 95.9±0.0 542.8±0.8 63.8±0.0 86.1±0.0 92.3±0.0 46.3±0.0 74.7±0.0 84.1±0.0 447.4±0.0
LInfoNCE+IFM 7 87.4±0.1 97.4±0.2 99.1±0.0 73.2±0.0 92.2±0.0 95.6±0.0 544.9±0.2 63.0±0.1 86.6±0.1 92.6±0.2 47.2±0.0 75.6±0.0 84.5±0.0 449.5±1.7
LQUEST(Ours) 7 89.3±0.3 97.8±0.2 99.2±0.3 73.9±0.5 91.5±0.3 95.0±0.3 546.7±1.9 65.4±0.5 87.7±0.2 93.6±0.4 48.5±0.2 75.7±0.5 84.7±0.6 455.6±2.4
LInfoNCE 3 57.2±8.3 84.0±4.8 91.0±1.9 44.9±4.5 74.9±6.0 84.2±2.5 436.2±145.0 13.6±0.9 31.5±2.4 42.2±3.7 7.3±0.6 22.1±1.0 32.7±1.7 149.4±32.7
LInfoNCE+LTD 3 64.0±1.3 87.8±0.9 93.2±0.8 50.7±0.6 79.8±0.7 88.1±0.5 463.6±17.3 18.9±0.1 41.8±0.1 54.1±0.1 16.5±0.0 39.4±0.0 52.6±0.1 223.4±0.2
LInfoNCE+IFM 3 73.8±0.8 91.5±0.5 95.6±0.0 58.9±0.1 84.4±0.1 91.1±0.2 495.2±5.7 23.4±1.5 46.5±2.7 58.2±2.5 17.1±0.3 38.9±0.9 51.3±1.0 235.5±43.8
LQUEST(Ours) 3 84.2±0.3 96.0±0.1 97.7±0.2 67.6±0.5 88.9±0.2 93.4±0.1 527.8±1.4 50.8±0.3 75.4±0.4 84.1±0.4 37.9±0.3 65.1±0.3 76.1±0.4 389.4±2.1

VSE++
LInfoNCE 7 52.6±1.1 79.8±0.1 87.8±0.1 39.5±0.3 69.8±0.0 79.4±0.1 409.0±4.0 42.2±0.1 72.7±0.1 83.2±0.1 30.9±0.0 61.2±0.1 73.5±0.1 363.8±2.3
LInfoNCE+LTD 7 54.1±0.1 81.1±0.8 88.6±0.1 42.5±0.0 71.9±0.1 81.3±0.0 419.6±0.1 43.6±0.1 73.5±0.0 83.7±0.0 32.4±0.1 62.5±0.0 74.7±0.0 370.5±0.1
LInfoNCE+IFM 7 52.4±0.2 76.9±0.1 85.3±0.0 39.1±0.0 68.8±0.1 78.2±0.1 400.7±0.0 40.2±0.0 70.8±0.1 81.6±0.1 30.8±0.0 61.5±0.0 74.3±0.0 359.3±1.1
LQUEST(Ours) 7 54.7±0.2 81.3±0.4 88.8±0.3 42.9±0.1 72.3±0.4 81.6±1.1 421.6±2.5 45.3±0.1 75.5±0.5 85.4±0.4 34.1±0.1 64.5±0.2 76.3±0.2 381.1±1.5
LInfoNCE 3 0.1±0.0 0.4±0.0 0.8±0.0 0.1±0.0 0.4±0.0 1.0±0.0 2.9±0.0 0.0±0.0 0.1±0.0 0.2±0.0 0.0±0.0 0.1±0.0 0.2±0.0 0.6±0.0
LInfoNCE+LTD 3 24.7±0.5 51.8±0.7 65.6±1.4 20.7±1.0 49.2±0.6 62.6±1.2 274.6±4.6 3.9±0.0 13.7±0.6 21.6±0.9 3.1±0.2 11.0±1.6 18.1±3.0 71.4±3.6
LInfoNCE+IFM 3 0.0±0.0 0.6±0.1 0.9±0.2 0.1±0.0 0.5±0.0 1.0±0.0 3.2±0.8 0.0±0.0 0.1±0.0 0.2±0.0 0.0±0.0 0.1±0.0 0.2±0.0 0.7±0.0
LQUEST(Ours)† 3 24.9±0.4 48.4±0.3 61.1±0.5 17.5±0.3 43.4±0.6 56.5±0.8 251.8±2.9 10.5±0.6 27.9±0.3 40.6±0.9 9.4±0.5 29.0±1.4 42.6±2.1 160.0±5.8

Comparative Analysis of VSE++ Improvements. VSE++ also shows improvements on both
datasets, with increases in R@1 for i2t and t2i tasks compared to LInfoNCE. On MS-COCO, VSE++
outperforms LInfoNCE+IFM, enhancing R@1 and rsum metrics. However, LInfoNCE+LTD achieves
better performance on Flickr30k, excelling in text modality reconstruction and enhancement. This
discrepancy may be attributed to VSE++’s GRU text encoder, which appears to be less effective in
capturing modality-independent information on smaller datasets like Flickr30k .

3.3 Ablation Study

We also evaluate the effects of two constraints (shared information constraint LSIC and unique
information constraint LUIC) and self-penalization on the performance of our proposed QUEST
method. These variants, denoted as LSIC, LUIC, LP-UIC, are evaluated through modality-specific
decoder objectives in our ablation studies. The evaluation is conducted on the ICR task, comparing
the performance differences between CLIP and VSE++ models on the Flickr30k and MS-COCO
datasets.

Decoder Configuration and Objective Function Assignment. As shown in Table 2, both LSIC
and LUIC individually exhibit performance drops compared to the full QUEST. CLIP and VSE++
perform poorly when only using unique information constraints, achieving 55.1 and 40.7 on COCO
and 80.8 and 47.8 on Flickr30k, respectively, suggesting that capturing unique information alone is
insufficient for improvement. Furthermore, the results demonstrate that self-penalization enhances
the performance of QUEST, preventing overconfidence and retaining more potential positive samples.
CLIP and VSE++ have better performance when using LP-UIC instead of LUIC. In addition, our
QUEST method outperforms the approach utilizing LSIC+UIC. The ablation study aligns with our
theoretical framework, confirming that simultaneously capturing shared and unique information in
multi-view contrastive learning, along with the application of self-penalization, leads to significant
improvements in downstream tasks.

Unique Decoder Degeneration. Our architecture includes a unique decoder module. To evaluate its
impact on the task, we replaced this unique decoder with a shared decoder to determine if performance
improvements were due to parameter changes. As shown in Table 2, using dual shared decoders
(LSIC+SIC) did not enhance performance and even resulted in a decline compared to a single shared
decoder (LSIC). We refer to this decline as the degradation of the unique decoder.

3.4 Evaluation on More Modalities

We conducted extensive experiments on three modalities: image, text and audio. For image-audio
evaluations, we leveraged the FMA [19, 20] and GTZAN [69] datasets, while text-audio experiments
were evaluated on CLOTHO [21] and AUDIOCAPS [36] datasets. As shown in Figure 4, our pro-
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Table 2: Ablation study on image caption retrieval task with different training objectives. D1 and D2
denote decoders in the architecture. Decoder with all 7beneath are omitted, while those with 3indicate
optimization with corresponding objective functions. Bold and underlined numbers indicate the best
and second-best results, respectively.

Methods Flickr30k MS-COCO
D1 D2 i2t t2i RSUM i2t t2i RSUM
LSIC LSIC LUIC LP-UIC R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

CLIP CLIP
3 7 7 7 86.9 97.4 98.8 72.4 92.1 95.8 543.4 63.8 86.1 92.3 46.3 74.8 84.1 447.4
7 7 3 7 80.8 94.4 96.5 66.9 88.4 92.9 519.9 55.1 81.6 89.4 43.3 72.5 82.9 424.8
7 7 7 3 85.5 96.6 98.1 70.0 87.3 90.7 528.2 63.0 85.9 91.7 45.2 70.4 79.2 435.4
3 7 3 7 81.9 96.2 98.0 69.5 90.0 94.2 529.8 64.9 86.6 92.8 47.3 75.1 83.9 450.6
3 3 7 7 76.6 92.3 95.9 59.0 84.4 90.9 499.1 54.4 79.2 86.7 39.9 68.4 78.9 407.5
3 7 7 3 89.3 97.8 99.2 73.9 91.5 95.0 546.7 65.4 87.7 93.6 48.5 75.7 84.7 455.6

VSE++ VSE++
3 7 7 7 52.6 79.8 87.8 39.5 69.8 79.4 408.9 42.2 72.7 83.2 30.9 61.2 73.5 363.7
7 7 3 7 47.8 72.8 80.8 36.7 63.2 73.3 374.6 40.7 71.2 82.1 30.3 60.5 73.0 357.8
7 7 7 3 49.0 74.1 81.3 36.4 64.1 73.1 378.0 40.9 71.4 82.4 30.8 60.6 73.2 359.3
3 7 3 7 53.3 79.8 87.6 40.5 68.1 78.0 407.3 44.9 74.1 84.4 32.3 62.8 74.7 373.2
3 7 7 3 54.7 80.3 88.2 42.0 70.3 79.6 415.1 45.3 75.5 85.4 34.1 64.5 76.3 381.1
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Figure 4: Performance comparison of InfoNCE and QUEST methods with additional audio modality
on image-to-audio (i2a) and audio-to-image (a2i) retrieval tasks across FMA, GTZAN, CLOTHO,
and AUDIOCAPS datasets.

posed methods outperformed the baseline. For simplicity, we employed the almost simplest decoder
structure (linear layers) and did not implement modality fusion or any cross-modal interactions.We
believe that enhancing the architecture, strengthening cross-modal interactions, employing a larger
batch size and incorporating pre-training would yield even higher performance.

3.5 Case Study

On Flickr30k, LInfoNCE over-privileges shared information, particularly for synthetic shortcut data,
while LQUEST emphasizes task-relevant semantic information. In the text-to-image retrieval case,
LInfoNCE leverages modality-shared information like "gold" and "bicycle" for retrieval. When shared
information is explicitly injected across modalities through shortcuts, LInfoNCE pays less attention to
the semantic information in queries.

4 Related Work

4.1 Multimodal Contrastive Learning

In the field of multimodal contrastive learning, substantial progress has been achieved in harnessing
the synergistic effects of multimodal data [38, 46, 11, 74]. Multimodal contrastive learning mainly
concentrates on developing methods to semantically align data from diverse modalities through
contrastive learning techniques, including optimizing contrastive objectives to enhance agreement
between paired data [52, 33, 79, 15], improving the selection of positive and negative sample [85,
35, 64], optimize training mechanism [28, 12] and designing innovative network architectures
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Two men in white shirts and 
another person are talking. 

Man in a white shirt kneeing a 
man in a black shirt in the face. ✘
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the water. 0 9 1 3 3 4
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✘
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Two men dressed in white uniforms, 
one with black pants, are doing 
karate. 0 2 2 6 2 4 ✘

Fig x. (a) Image-to-text retrieval results, where the outcomes of $\mathcal{L}_{\text{QUEST}}$ and $\mathcal{L}_{\text{InfoNCE}}$ are 
denoted by italics and underlines, respectively. (b) Text-to-image retrieval results, where red and green borders indicate the top-5 retrievals 
using $\mathcal{L}_{\text{QUEST}}$, while blue borders represent those using $\mathcal{L}_{\text{InfoNCE}}$. The upper and lower
sections in both (a) and (b) demonstrate scenarios with and without shortcuts, respectively.

A dark-haired woman in a green 
and white apron sits amid her out
door display of flowers for sale o
n a city street. 9 9 4 5 1 8
A woman is sitting by her dried f
lower display at an outside mark
et. 9 9 4 5 1 8
A woman sells flowers and incen
se at the market. 9 9 4 5 1 8
A lady is sitting down tending to 
her stand. 9 9 4 5 1 8
A woman in an apron shopping a
t a market. 9 9 4 5 1 8

Top 5

In the middle of a shopping cente
r, there is a man who is painted g
old with a gold bicycle.
A man dressed in gold with his g
old bike stops to look at the city.
A man is wearing a gold outfit w
hile standing with his gold bike.
A man painted in gold with cycle 
stands in the street.
A man in a gold coat has a gold b
icycle in the city.

(a) (b)

QueryQuery Top 1 

Figure 5: Case Study: (a) Image-to-text retrieval , where the results of LQUEST and LInfoNCE are
denoted by italics and underlines, respectively. (b) Text-to-image retrieval, where red and green
borders indicate the top-5 retrievals using LQUEST, while blue borders represent those using LInfoNCE.
The upper and lower sections in both (a) and (b) demonstrate scenarios with and without shortcuts,
respectively.

[7, 6, 26, 10]. Nevertheless, our work is orthogonal to most of the aforementioned studies. Our
shared branch approach can be integrated with existing training methods such as MoCo [28] and
SimCLR [7].

4.2 Shortcuts Learning

Shortcut Learning refers to the tendency of deep neural networks to exploit simple but potentially
unreliable features (i.e., "shortcuts") in data for decision-making, rather than learning more complex
but reliable features [25]. This phenomenon can lead to poor model performance on out-of-distribution
data and is particularly common in multimodal retrieval [3] and VQA tasks [55, 18]. Robinson et
al. [58] proposed strategically adjusting the feature distribution of positive and negative sample
pairs to achieve implicit feature modification in contrastive learning, guiding models to learn more
robust feature representations. Sanchez et al. [59] propose maximizing mutual information to
capture data attributes in shared and exclusive representations, while minimizing it between them
to enforce disentanglement. LTD [4] introduces an additional decoder to reconstruct input text
descriptions in the latent space of a universal sentence encoder, preventing image and text encoders
from suppressing predictive features. More recently, some works strive to enhance the estimation of
mutual information through the utilization of stricter bounds [30, 41, 13, 51] or the introduction of
regularization constraints [45], consequently preserving unique information more effectively.

5 Conclusion

We introduce QUEST, a framework utilizing specialized decoders to extract both unique and shared
information via shared information-guided constraints and self-penalization. This study addresses the
challenges of imbalanced negative samples and task-related unique feature suppression in Multimodal
Contrastive Learning. Our method optimizes shared and unique representations simultaneously,
outperforming state-of-the-art methods in preserving unique information and enhancing contrastive
learning. Unlike traditional approaches that employ direct dot products to minimize distances between
positive samples, QUEST leverages quaternions for the indirect optimization of unique and shared
information. However, the application of cross products in high-dimensional spaces is limited,
complicating the control of high-dimensional representations and reducing theoretical interpretability.
For further discussion on these limitations, see the appendix (Appendix E).
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Appendix

A Broder Impact

Multimodal contrastive learning, as an emerging learning paradigm, enhances the model’s perfor-
mance in understanding and processing multimodal data by establishing connections and comparisons
between multiple modalities. With the increasing demand for processing multimodal data, widespread
application of large models, and rapid development of embodied intelligence, the application of mul-
timodal contrastive learning in the real world requires more consideration of safety and application.

Safety Privacy and data security [5] have exacerbated concerns in the context of sensitive data
processing, such as facial recognition and personal identification information in multimodal learning.
We adopted open-source datasets to avoid incorporating private information into the training process
as much as possible. Concurrently, the training of multimodal algorithms often exhibits biases
[48, 27, 14] that can contribute to discrimination or unfair treatment of certain groups, reducing the
fairness and inclusivity. Our approach may require bias detection or the application of bias reduction
methods [71] in real-world applications to ensure that multimodal algorithms maintain unbiased
ethics.

Application Multimodal learning, particularly when integrated into embodied intelligence, has far-
reaching impacts across various domains. In healthcare [22, 61], it enhances advanced diagnostic
tools and personalized treatments, which also requires specific measures to assure patient privacy and
data security. In education [81, 31], multimodal AI can personalize learning experiences, potentially
reducing educational disparities, which requires an unbiased AI. Embodied intelligence [53] in social
interaction facilitates accessibility and provides companionship for vulnerable populations, especially
as pre-training then fine-tuning becomes the mainstream training paradigm, our method helps models
learn more modal-independent unique information; unlike models such as CLIP, which focus too
much on shared information.

Future work Our research mainly focuses on extracting unique information in modalities from
different views. In terms of model architecture, we have implemented a unique decoder to extract
unique information and train the model with the quadruple loss with constraints. Our approach and
Bleeker [3] et.al both adopt the supervised learning method. Future work could explore extracting
unique information through self-supervised learning (SSL) approaches. One potential direction for
this exploration involves augmenting the input data. Liang et al. [41] proposed FactorCL to factorize
information into shared information and unique information by augmentation to implement SSL.
Furthermore, in the era of large language models (LLM), leveraging the powerful capabilities of
LLMs to explicitly extract existing data to unique and shared information between different views, as
shown in Fig 6. By combining this with the original data, training can be conducted on this explicitly
separated information for enhanced model performance.

Caption1: A balding man wearing a red 

life jacket is sitting in a small boat.

Caption2: A man in a green shirt and red 

life jacket is sitting in a canoe drifting

around the lake.

Unique information 

Shared information 

A man, red life jacket, sitting, 
boat(canoe)

balding (man),
small (boat)

a green shirt,
drifing,
the lake

Caption1 Caption2

Figure 6: Shared and unique Information in Multimodal Multi-view Scenario. A single image can
be described from multiple viewpoints, each containing shared information and distinctive details
unique to the specific perspective.
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B Experiment Details

B.1 Datasets

Flickr30k is a benchmark commonly used in computer vision (CV) and natural language processing
(NLP), The tasks applicable to this dataset involving image-caption and multimodal learning, like im-
age understanding, visual question answering and generating text descriptions for images. Flickr30k
contains 31783 images collected from the Flickr platform, each with five corresponding descriptive
captions, totalling 158,915 captions.

Microsoft Common Objects in Context (MS-COCO) is a large-scale dataset containing over
328000 images, and each image is paired with at least five detailed captions annotated by humans
for other CV tasks like segmentation; MS-COCO also provides segmentation masks, key points
and relationships between objects. The images within the MS-COCO cover a multitude of object
categories, activities, and scenes, representing a broad spectrum of settings and contexts.

Free Music Archive (FMA) is an extensive, open-access dataset designed for Music Information
Retrieval (MIR) research, encompassing 917 GiB of audio data (equivalent to 343 days of playback)
from 106,574 Creative Commons-licensed tracks. This diverse collection, spanning 16,341 artists,
14,854 albums, and 161 hierarchically organized genres, provides researchers with high-quality,
full-length audio files, pre-computed features, and rich metadata including track and user information,
tags, and textual descriptions. FMA’s comprehensive nature makes it ideal for various MIR tasks such
as genre classification, artist identification, and music recommendation, while its predefined train/val-
idation/test splits and subsets of varying sizes facilitate reproducible research and benchmarking in
the field. Code, data, and usage examples are available at https://github.com/mdeff/fma.

GTZAN is a benchmark dataset widely used in Music Information Retrieval (MIR) and audio
signal processing research, particularly for tasks involving musical genre classification and audio
feature extraction. The dataset comprises 1,000 audio excerpts, each 30 seconds in duration, equally
distributed across 10 distinct musical genres: blues, classical, country, disco, hip-hop, jazz, metal,
pop, reggae, and rock. All audio samples in GTZAN are standardized to 22,050 Hz sampling rate,
mono channel, and 16-bit resolution in WAV format, facilitating consistent analysis and algorithm
development. Despite some noted limitations, GTZAN remains a valuable resource for evaluating
and comparing various approaches in automatic music genre recognition and related MIR tasks.

Clotho is a diverse audio captioning dataset comprising 4981 audio samples (15-30 seconds each)
from Freesound, paired with 24,905 crowdsourced captions (8-20 words each). Designed to facilitate
general audio content description using free text, Clotho emphasizes perceptual diversity by providing
multiple captions per audio and excluding visual or contextual cues during annotation. The dataset’s
post-processing, including removal of unique words and speech transcription, enhances its suitability
for developing and evaluating audio captioning systems.

AudioCaps is a seminal dataset for audio captioning, comprising 46,000 audio clips from AudioSet
with human-authored descriptions. This large-scale corpus has become the benchmark for evaluating
audio captioning models, catalyzing advancements in audio representation and multimodal learning.
AudioCaps has facilitated the development of innovative architectures such as the Audio Captioning
Transformer and retrieval-augmented models, significantly contributing to audio-language research.
Its impact extends beyond captioning, influencing broader studies in audio-visual integration and
inspiring more comprehensive datasets in the field.

B.2 Experimental Settings

Table 3: Multimodal Model Training Details.
Model Flickr30k MS-COCO Visual Encoder Text Encoder Params

Epoch BS optimizer lr warmup_steps lr_scheduler Epoch BS optimizer lr warmup_steps lr_scheduler

VSE++ 30 128 adam 2e-4 0 stepLR 30 128 adam 2e-4 0 stepLR Resnet152 GRU 67M
CLIP 5 256 adamw 2e-5 100 cosine_annealing 5 256 adamw 2e-5 100 cosine_annealing ViT-B/32 Transformer 152M

Detailed training settings In our experiments, we conducted a comprehensive comparison of
multimodal model training strategies using the Flickr30k and MS-COCO datasets. We used VSE++
and CLIP, each employing distinct training configurations tailored to their respective architectures
and optimization requirements.
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For the VSE++ model, we utilized a training regime consisting of 30 epochs with a batch size of 128.
The optimization process was driven by the Adam optimizer with a learning rate set at 2 × 10−4.
Notably, no warmup steps were employed, and the learning rate was adjusted using a stepLR scheduler.
This configuration was consistently applied across both the Flickr30k and MS-COCO datasets. The
visual encoder for VSE++ was based on ResNet152, while the text encoding was handled by a GRU,
resulting in a total parameter count of 67 million.

Moreover, the CLIP model was trained over five epochs with a larger batch size of 256. Optimization
was performed using the AdamW optimizer with a significantly lower learning rate of 2× 10−5. In
contrast to VSE++, CLIP incorporated 100 warmup steps and utilized a cosine annealing scheduler
for learning rate adjustment. This setup was also uniformly applied to both datasets. The visual
encoder for CLIP was a ViT-B/32, and text encoding was managed by a Transformer, leading to a
substantially larger parameter count of 152 million.

Unique Decoder Implementation Details We used CLIP(ViT/B-32 backbone) and VSE++(resnet152
backbone); we chose a single-layer MLP for vse++ and two-layer Transformers for CLIP. Both of them
use nine layers as a unique start layer and 0 for no unique start layer. We choose the hyperparameters
alpha_t as 0.08 on most experiments and set positive_sample to false.

B.3 More Implementation Details

The LUIC algorithm enhances contrastive loss in representation learning through a novel embedding
space involving quadruplets. This approach primarily comprises two stages: the computation of
a similarity map from quadruple embeddings and the subsequent calculation of cross-entropy loss
based on this map. The method leverages shared and unique embeddings to construct expressive
feature representations, further augmented by three-dimensional vectors generated via cross-products,
thereby intensifying the discriminative power of embeddings.

As shown in 1, the algorithm firstly processes four embedding vectors:xshared, xunique, yshared, and
yunique, representing shared and unique features across two data sets. Padding may be applied to ensure
dimensional consistency (Divisible by 3) across embeddings. The GETSIMMAP function, shown in 2
then calculates the similarity map between xshared and yshared, reflecting the similarity between shared
feature embeddings. This computation involves normalizing the embeddings, obtaining a preliminary
similarity matrix via dot products, and adjusting the similarity values through exponential weighting
and diagonal normalization.

Upon obtaining the similarity map, the algorithm transforms xshared and xunique (along with their y
counterparts) into three-dimensional vectors, or triplet embeddings, via cross products. This geometric
transformation aims to further enhance the distinctiveness of embeddings. The triplet embeddings
are then normalized to ensure numerical stability during dot product calculations. Ultimately, the
algorithm calculates the dot product of xtriplet and ytriplet, scales the result, and applies element-wise
multiplication with the similarity map to produce the final logits. These logits, after scaling and
absolute value adjustments, are used to compute the cross-entropy loss.

We also use orthogonal cosine embedding loss 3 to quantify the similarity between pairs of input
vectors, facilitating the training of models on tasks that distinguish between similar and dissimilar
data points. The objective of this loss computation is to minimize the discrepancy between predicted
logits and actual labels, thereby optimizing the representational capacity of the embeddings.

The synthetic shortcuts experiment enables a quantitative analysis of the model’s reliance on shortcuts
when they are present and its ability to capture shared and task-relevant unique information. The re-
sults demonstrate that our proposed method effectively mitigates the feature suppression phenomenon,
contributing to improved performance on downstream tasks compared to previous approaches.

Generalization Capability Across Multiple Modalities To evaluate the generalization capability of
our proposed approach on more modalities, we conducted comprehensive experiments across various
modalities, including visual, textual, and acoustic domains. Specifically, we performed image-audio
retrieval experiments utilizing the FMA (Free Music Archive) and GTZAN datasets, with quantitative
results presented in Table 4. For text-audio retrieval evaluations, we leveraged the CLOTHO and
AUDIOCAPS datasets, with comparative performance metrics detailed in Table 5.

The empirical results demonstrate that our proposed models consistently outperformed the baseline
approaches across all experimental configurations. For simplicity, we employed the almost simplest
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Algorithm 1 LUIC loss calculation
Require: Latent representation xshared, xunique, yshared, yunique.
Ensure: LUIC

1: function CALCULATE LUIC(xshared, xunique, yshared, yunique)
2: B,C ← shape of xshared

3: if padding is enabled in config then
4: pad_size← (3− C mod 3) mod 3
5: xshared ← pad xshared with pad_size
6: xunique ← pad xunique with pad_size
7: yshared ← pad yshared with pad_size
8: yunique ← pad yunique with pad_size
9: end if

10: sim_map← GETSIMMAP(xshared, yshared)
11: mini_heads← integer division of C by 3
12: participated_dims← mini_heads× 3
13: xshared ← reshape xshared[:, : participated_dims] to (B,−1, 3)
14: xunique ← reshape xunique[:, : participated_dims] to (B,−1, 3)
15: yshared ← reshape yshared[:, : participated_dims] to (B,−1, 3)
16: yunique ← reshape yunique[:, : participated_dims] to (B,−1, 3)
17: xuic ← cross product of xshared and xunique along dimension 2, then reshape to (B,−1)
18: yuic ← cross product of yshared and yunique along dimension 2, then reshape to (B,−1)
19: xuic ← normalize xuic along the last dimension
20: yuic ← normalize yuic along the last dimension
21: logits← xuic × yTuic
22: logits← absolute value of logits
23: logits← scale× logits× sim_map
24: num_logits← B
25: labels← range from 0 to num_logits− 1
26: LQUAD ← CE loss of logits with labels+ CE loss of logitsT with labels
27: Lcos ← GETCOSLOSS(yshared, yunique) + GETCOSLOSS(xshared, xunique)
28: LUIC ← LQUAD + Lcos
29: return LUIC
30: end function

Algorithm 2 Calculate similarity map
Require: latent representations x, y
Ensure: similarity map sim_map

1: function GETSIMMAP(x, y)
2: x← normalize x along the last dimension
3: y ← normalize y along the last dimension
4: sim_map← x× yT

5: sim_map← clamp sim_map between 0 and 1
6: sim_map← exp(sim_map)
7: fill the diagonal of sim_map with 1
8: return sim_map
9: end function
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Algorithm 3 Lcos loss calculation
Require: unique_information xunique, shared_information xshared
Ensure: Lcos

1: function GETCOSLOSS(xunique, xshared)
2: ε← 1e− 12
3: product_sum← (xunique, xshared).sum(dim = 1)
4: matnitude_square1 ← (xunique, xunique).sum(dim = 1) + ε
5: matnitude_square2 ← (xshared, xshared).sum(dim = 1) + ε
6: denominator ←

√
mag_square1×mag_square2

7: cos← product_sum/denominator
8: zeros← tensor of zeros with same shape as xunique along dimension 0
9: pos_loss← 1− cos

10: neg_loss← clamp(|cos− 0.0| ,min = 0)
11: target← tensor of − 1 with same shape as xunique along dimension 0
12: Initialize loss_pos and loss_neg with the same shape as target, pos_loss, and zeros
13: for each index i in target do
14: if target[i] is 1 then
15: loss_pos[i]← pos_loss[i]
16: else
17: loss_pos[i]← zeros[i]
18: end if
19: if target[i] is -1 then
20: loss_neg[i]← neg_loss[i]
21: else
22: loss_neg[i]← zeros[i]
23: end if
24: end for
25: loss← loss_pos+ loss_neg
26: return mean of loss
27: end function

Table 4: Image audio retrieval results on FMA and GTZAN datasets.

Method Datasets i2a a2i

R@1 R@5 R@10 RSUM R@1 R@5 R@10 RSUM

InfoNCE FMA 15.87 28.62 35.87 80.36 12.50 25.50 29.12 67.12
QUEST 17.83 30.87 38.50 87.20 13.50 26.52 30.62 70.64
InfoNCE GTZAN 34.01 84.73 94.41 213.15 32.48 78.68 90.86 202.02
QUEST 41.62 88.83 97.65 228.1 35.53 82.23 93.40 211.16

decoder structure (linear layers) and did not implement modality fusion or any cross-modal interac-
tions. We believe that enhancing the architecture, strengthening cross-modal interactions, employing
a larger batch size and incorporating pre-training would yield even higher performance.

Compute Resources. All experiments in this paper are run on a single NVIDIA A100 GPU. The
implementation is based on PyTorch 2.0.1. It takes about 2 hours to train the CLIP-based model on
Flickr30K for 5 epochs, and the maximum training time for other experiments does not exceed 12
GPU hours.
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Table 5: Text audio retrieval results on CLOTHO and AUDIOCAPS datasets.

Method Datasets t2a a2t

R@1 R@5 R@10 RSUM R@1 R@5 R@10 RSUM

InfoNCE CLOTHO 20.16 51.30 66.56 138.02 20.06 52.66 68.23 140.95
QUEST 21.10 52.45 68.86 142.41 22.36 54.23 70.42 147.01
InfoNCE AUDIOCAPS 4.59 17.79 26.22 48.6 5.45 15.78 22.48 43.71
QUEST 5.16 18.08 27.17 50.41 6.02 15.98 24.78 46.78
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C Notation

Table 6: Notation used in the paper.

Symbol Description
Mi Modality i

xj
i The i th sample(view) of modality j

Hj
Mi

Representations as the encoder’s output

Zs
i ,Z

u
i

Zs
i and Zu

i denote the decoder’s output representations for shared and unique
information, respectively.

Zn
i The cross product of Zs

i and Zu
i

LInfoNCE InfoNCE loss

LInfoNCE+LTD Loss that combines InfoNCE and LTD

LInfoNCE+IFM Loss that combines InfoNCE and IFM

LSIC Shared information constraint loss

LUIC Unique information constraint loss

LP-UIC Penalized LUIC

L̃P-UIC Reformulated LP-UIC, ignore second item

Lcos Orthogonalized cosine loss

LQUEST Overall Quardruple InfoNCE Loss

S The similarity matrix between shared embedding

P The weighted similarity matrix between shared embedding Zs
i and Zs

j

B Batch of image-caption pairs

τ temperature coefficient

XA random variables from modilityMA

P the weighted similarity matrix, utilized as penalization

FM(·; Θ)
ModalityM encoder parametrised by Θ; takes sample Xj

M as input and returns
its latent representation Hj

M = FM(xj ; θ)

GM(·; Φ) ModalityM decoder parametrised by φ; takes representations Hj
M as input and

returns its latent representation Zj
M = GM(Hj

M; Φ)

s(·, ·) Scoring function

H(Zj |Zi) The conditional entropy of Zj given Zi

H P̃ (Zj |Zi) Conditional entropy under the penalized term P̃

I(Zi, Zj) Mutual information between Zi and Zj
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D Analysis.

D.1 Mutual Information

In many machine learning tasks, it is often observed that different views simultaneously harbour both
task-relevant shared information and unique information (e.g., image captioning [38, 40, 72] and
referring expression segmentation [78, 44]). To this end, we work with a dual-encoder architecture.

Contrastive learning with multiple views obtains mutual information between different modalities
by learning the similarity among different views. [70] et al. introduced a lower bound on mutual
information, known as InfoNCE, which is based on the concept of Noise Contrastive Estimation
(NCE); it compares the compatibility of different views by maximizing the mutual information
of positive pairs and minimizing the mutual information of negative pairs, learning to extract the
consistent representation across different modal. It can be defined as follows:

IInfoNCE(X;Y ) = E(x,y)∼p(x,y)

[
1

N

N∑
i=1

log
exp f(xi, yi)

1
N

∑N
j=1 exp f(xi, yj)

]
(13)

In this equation, xi and yi represent paired samples from the joint distribution of the two random
variables under consideration, while yj represents samples from the marginal distribution of one of
the variables. The function f(x, y) is a learnable function, often parameterized by a neural network,
that aims to distinguish between the paired samples and the independently sampled ones.

In the realm of vison-language contrastive learning, the InfoNCE loss function [70] enhances the
similarity between positive sample pairs relative to negative ones. Mathematically, the InfoNCE loss
is articulated as:

LInfoNCE = − log
exp(sim(x, y+)/τ)∑K
i=0 exp(sim(x, yi)/τ)

(14)

where sim(x, y) calculates the similarity between samples x and y, typically computed through dot
product or cosine similarity. y+ denotes the positive sample corresponding to x, and {yi}Ki=0 is a set
including one positive and K negative samples. The parameter τ serves as a temperature coefficient,
modulating the scale of similarity scores.

InfoNCE loss prevails in many contrastive learning algorithms and performs well in applications.
Multi-view redundancy [66, 2, 30, 63, 65, 67] assumes that there exists duplicated information
across varied views or representations. Contrastive losses like InfoNCE loss tend to maximize the
mutual features between different views while suppressing task-relevant features that may be used in
downstream tasks in multi-view representation learning.

Mutual information (MI), often denoted as I(X;Y ), is a fundamental concept in information theory
that quantifies the statistical dependence between two random variables, X and Y . It measures the
reduction in uncertainty about one variable when the value of the other is known and is defined as:

I(x; y) = E(x,y)∼p(x,y)[log
p(x, y)

p(x)p(y)
] (15)

where p(x, y) is the joint distribution, and p(x) and p(y) are the marginal distributions of X and Y .

In machine learning, particularly in deep learning, MI is often used as an objective function or
regularization component to promote or constrain the interdependence among variables. However,
the precise quantification of MI is only attainable in limited instances, as it requires the closed form
of the density function and the tractable logarithm density ratio between the joint and marginal
distributions. In most machine learning applications, practitioners only have access to samples from
the joint distribution, making the direct computation of MI infeasible.

The InfoNCE bound has several desirable properties that make it an attractive choice for estimating
mutual information. Firstly, it is a lower bound on the true mutual information, I(X;Y ) ≥ INCE,
which means that maximizing the InfoNCE bound leads to an increase in the true mutual information.
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Secondly, the bound is computationally tractable and can be efficiently optimized using standard
gradient-based methods, such as stochastic gradient descent.

As shown in Fig 2, multimodal mutual information can be divided into shared information
I(XA;XB ;Y ) and task-relevant unique information (I(xA;Y |XB) and I(XB ;Y |XA)). Information
useful for the task can be represented as

Iτ = H(Y )−H(Y |XA, XB)

= I(XA;XB ;Y ) + I(XA;Y |XB) + I(XB ;Y |XA)
(16)

D.2 Gradient Analysis

For the simplified loss function Eq. (9), we first calculate the partial derivative of Zs
i :

∂L̃
∂Zn

i

=
1

λ

∂λ

∂Zn
i

− P
+

τ

∂s+

∂Zn
i

(17)

where s+ = s(Zn
i ,Z

n+

j ). Define sk = s(Zn
i ,Z

n−

jk ), then we have:

∂L̃
∂Zn

i

=
1

λ

[
exp

(
P+s+

τ

)
· P

+

τ
· ∂s

+

∂Zn
i

+

m∑
k=1

exp

(
Pks

k

τ

)
· Pk

τ
· ∂s

k

∂Zn
i

]
− P

+

τ

∂s+

∂Zn
i

= −P
+

τ

1−
exp

(
P+s+

τ

)
λ

 ∂s+

∂Zn
i

+
1

λτ

m∑
k=1

Pk exp

(
Pks

k

τ

)
∂sk

∂Zn
i

= −P
+

τ

∂s+

∂Zn
i

+
1

λτ

m∑
k=0

Pk exp

(
Pks

k

τ

)
∂sk

∂Zn
i

(18)

where λ =
∑m

k=0 exp(P · s(Zn
i ,Z

n
jk)/τ). For energy function s(Zi,Zj) = Ẑi · Ẑj =

Zi · Zj/(‖Zi‖ ‖Zj‖), the derived gradient on the vector Zi is shown as:

∂s(Zi,Zj)

∂Zi
=

1

‖Zi‖‖Zj‖

(
Zj −

Zi,Zj

(‖Zi‖)2
Zi

)
=

Zj

‖Zi‖‖Zj‖
− s(ZiZj)

Zi

‖Zi‖2
.

=
1

‖Zi‖
(Ẑj − s(Zi,Zj)Ẑi).

(19)

D.3 Mutual Information Estimation

Let Zi and Zi represent the compact vector representation from different modalities input; the
classical mutual information between Zi and Zj can be defined as:

I(Zi, Zj) =
∑
Zi,Zj

p(Zi, Zj) log
p(Zi, Zj)

p(Zi)p(Zj)
(20)

According to [70], the density ratio p(Zi,Zj)
p(Zi)p(Zj)

is expressed as exp(s(Zi, Zj)/τ), where s(Zi, Zj) is
the similarity score and τ is the temperature parameter. The penalty term P is defined as follows:

P = exp(λ[Zs
iZ

T
j − diag(Zs

iZ
T
j ) + I]). (21)

The penalty term does not affect the numerator but amplifies the denominator in Eq. (8) thus the
energy function in Eq. (8) can be reformulated as:

exp(s(Zi, Zj)/τ) ·
1

P̃
= exp(s(Zi, Zj)/τ − log P̃) ∝ p̃(Zj |Zi)

p(Zj)
where P̃ ∝ P (22)
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Next, we derive the lower bound of MI,

L̃P-UIC = −E log

 p̃(Zjk|Zik)
p(Zjk)

p̃(Zjk|Zik)
p(Zjk)

+
∑N

t6=k
p̃(Zjt|Zik)

p(Zjt)


= E log

1 + p(Zjk)

p̃(Zjk|Zik)

N∑
t6=k

p̃(Zjt|Zit)

p(Zjt)


≈ E log

[
1 +

p(Zjk)

p̃(Zjk|Zik)
(N − 1)EZjt

p̃(Zjt|Zit)

p(Zjt)

]
= E log

[
1 +

p(Zjk)

p̃(Zjk|Zik)
(N − 1)

]
≥ E log

[
p(Zjk)

p̃(Zjk|Zik)
N

]
= HP̃(Zj |Zi)−H(Zj) + logN

= HP̃(Zj |Zi)− I(Zi, Zj)−H(Zj |Zi) + logN

. (23)

E Limitation

Dimension restrictions. The limitations of the cross-product in the context of QupleInfoNCE’s
unique information extraction are theoretically constrained. When contrastive learning is applied to
both unique and shared representations, it can lead to model degradation, and a trade-off choice is the
cross-product, which is a weaker constraint. In low-dimensional space, it is straightforward to prove
the properties of orthogonal vector space, yet the extension of the cross-product to high-dimensional
space is challenging. The behaviour of high-dimensional space representation is difficult to control,
resulting in our theory lacking sufficient interpretability in high-dimensional space. This highlights
the importance of developing more sophisticated methods for high-dimensional data analysis in the
future.

The Extraction of Unique Information. On the synthetic shortcuts dataset, our framework achieved
significant performance, validating the positive role of unique information in preventing model
shortcuts. However, within the entire framework, the core lies in identifying unique information,
which is essentially a task-dependent definition. Our experiment indicates that pre-trained models
(such as CLIP [52]) typically yield higher unique information benefits due to their extensive generic
representations. Non-pre-trained models (such as VSE++ [23]) struggle to discern unique information,
tending to shortcuts and losing vital unique information. In this study, we introduced an additional
unique information decoder to capture unique information, which incorporated an extra gradient
branch, suggesting exploration space remains for single-stream unique information extraction. This
also proposes future research: how to more effectively extract unique information from a single
stream to reduce computational complexity while maintaining model performance.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims presented in the abstract and introduction are consistent with
the contributions and scope detailed in the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Appendix E.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: See Section 2 and Appendix D.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: See Appendix B.1 and Appendix B.2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: See the "supplementary.zip" file.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/

public/guides/CodeSubmissionPolicy) for more details.
• While we encourage the release of code and data, we understand that this might not

be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See Section 3 and Appendix B.1
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: See Section 3.2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: See Appendix B.3.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have reviewed the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: See Appendix A.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: This paper have state which version of the asset is used.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification: Paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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