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Abstract001

Social biases reflected in language are inher-002
ently shaped by cultural norms, which vary003
significantly across regions, leading to diverse004
manifestations of stereotypes. However, so-005
cial bias evaluation for large language models006
(LLMs) in non-English contexts often relies on007
translations of English benchmarks that fail to008
reflect Japanese cultural norms. In this work,009
we introduce JUBAKU (Japanese cUlture adver-010
sarial BiAs benchmarK Under handcrafted cre-011
ation)1, an adversarially constructed benchmark012
tailored to Japanese cultural contexts, consider-013
ing ten distinct cultural categories. Unlike ex-014
isting benchmarks, JUBAKU features dialogue015
scenarios hand-crafted by Japanese annotators016
designed to trigger and expose latent social bi-017
ases in Japanese LLMs. We evaluated nine018
Japanese LLMs on JUBAKU and three others019
adapted from English benchmarks. All models020
clearly exhibited biases on JUBAKU, perform-021
ing below the random baseline of 50% with an022
average accuracy of 23% (ranging from 13%023
to 33%), despite higher accuracy on the other024
benchmarks. Human annotators achieved 91%025
accuracy in identifying unbiased responses,026
confirming JUBAKU’s reliability and its ad-027
versarial nature to LLMs.028

1 Introduction029

Large Language Models (LLMs) encode social bi-030

ases within their content, making their safe deploy-031

ment a growing concern. Since social biases are032

deeply tied to culture, bias evaluation benchmarks033

must reflect local cultural norms (Adilazuarda et al.,034

2024). For instance, Japanese norms often value035

indirect communication, which can lead to stereo-036

types that discourage assertiveness, unlike more037

direct cultures. To ensure robust safety assessment,038

it is also crucial to evaluate LLMs under adversarial039

inputs designed to provoke harmful responses, as040

such latent biases may remain hidden in standard041

settings (Perez et al., 2022; Paulus et al., 2024).042

1We will publicly release the benchmark upon our paper’
s publication.

Several benchmarks have been proposed to eval- 043

uate social biases, particularly in English contexts 044

such as CrowS-Pairs (Nangia et al., 2020), Stere- 045

oSet (Nadeem et al., 2021), BBQ (Parrish et al., 046

2022), and BOLD (Dhamala et al., 2021). Many 047

of these have been adapted for other cultural con- 048

texts, creating localized versions (Névéol et al., 049

2022; Huang and Xiong, 2024; Jin et al., 2024). 050

In Japanese, adaptations of CrowS-Pairs, BiasNLI, 051

BBQ, and SocialStigmaQA also exist (Kaneko et al., 052

2022; Anantaprayoon et al., 2023; Yanaka et al., 053

2024; Cabañes et al., 2024). However, as these 054

are based on Western social bias criteria or trans- 055

lations of English datasets and were not designed 056

with Japanese cultural norms in mind, they may fail 057

to capture Japanese-specific stereotypes. This is 058

problematic in culturally sensitive contexts, where 059

LLMs’ misuse could reinforce harmful stereotypes. 060

Creating adversarial examples is a well- 061

established approach for evaluating model 062

robustness (Jia and Liang, 2017; Nie et al., 2020). 063

Recent work explores LLM-based adversarial 064

datasets generation (Perez et al., 2022; Paulus 065

et al., 2024). However, since our goal is to 066

evaluate LLMs’ latent biases, relying on LLMs to 067

generate evaluation data can introduce circularity 068

and obscure the very biases we aim to uncover. 069

Moreover, such automatically generated data often 070

lacks cultural grounding. 071

To address these limitations—the reliance on 072

Western cultural assumptions and the lack of ad- 073

versarial construction in existing Japanese bench- 074

marks—we introduce an adversarial benchmark 075

tailored to Japanese cultural contexts: JUBAKU 076

(Japanese cUlture adversarial BiAs benchmarK 077

Under handcrafted creation). We adopt the ten 078

cultural categories proposed by Adilazuarda et al. 079

(2024), such as education and emotion, to clas- 080

sify Japanese cultural aspects, and manually create 081

dialogue-based prompts reflecting culture-specific 082

stereotypes. Each prompt presents a conversation 083

followed by two candidate responses (one biased, 084

one unbiased), and asks the LLM to choose the ap- 085
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propriate one. We adversarially constructed these086

instances by iteratively prompting the highly capa-087

ble GPT-4o (OpenAI et al., 2024) and refining the088

context until it preferred the biased response.089

We evaluated nine Japanese LLMs across four090

social bias benchmarks: JUBAKU, JBNLI (Anan-091

taprayoon et al., 2023), JBBQ (Yanaka et al., 2024),092

and SSQA-JA (Cabañes et al., 2024). Our results093

show JUBAKU is more effective at eliciting bi-094

ased responses than other benchmarks; all mod-095

els performed worse than the random baseline on096

JUBAKU, clearly exhibiting latent biases, while ex-097

hibiting less biased behavior on the others. Further-098

more, comparing accuracy on original and adversar-099

ially modified prompts, we found that adversarial100

modifications led to consistent drops in accuracy.101

Although the adversarial crafting process targeted102

GPT-4o, similar degradation was observed in other103

models as well, suggesting that adversarial data cre-104

ation is effective in robustly exposing social bias105

across different LLMs.106

2 Building the JUBAKU Benchmark107

2.1 Definition of Japanese Cultural Categories108

To capture diverse cultural aspects, we define ten109

cultural categories as proxies based on the sur-110

vey (Adilazuarda et al., 2024), which comprehen-111

sively reviews existing methods for measuring cul-112

tural aspects. The categories are: gender, religion,113

ethnicity, education, race, region, emotions and val-114

ues, food and drink, basic actions, and names (See115

Appendix A.1 for their definitions). These cate-116

gories guide the design of contextual scenarios and117

the dialogue content described in the subsequent118

subsection.119

2.2 Data Creation Process120

Following the categories defined in Section 2.1, six121

native Japanese annotators (graduate students, post-122

doctoral, and other NLP researchers) manually con-123

structed instances to create JUBAKU. Each instance124

features a human-annotator-designed dialogue sim-125

ulating a conversation between a human and an as-126

sistant. The instances do not contain any responses127

generated by LLMs. Instead, each instance consists128

of a context (one or two conversational turns) and129

two candidate responses (one biased and one unbi-130

ased), all written by human annotators, from which131

the LLM is asked to select the more appropriate132

one. See Appendix A.2 for more details on data133

creation environment.134

Inspired by established adversarial data creation 135

methodologies (Jia and Liang, 2017; Nie et al., 136

2020), we adopted an adversarial approach target- 137

ing GPT-4o (OpenAI et al., 2024). The process for 138

creating each instance was as follows: 139

1. Annotators were assigned one of the ten cul- 140

tural categories (2.1) for each instance. 141

2. Annotators drafted initial dialogue instances, 142

by writing both the conversation context (one 143

or two turns) and two candidate responses (one 144

biased and one unbiased), reflecting cultural 145

stereotypes based on the chosen category. 146

3. GPT-4o was prompted to select either the bi- 147

ased or unbiased response. (see Appendix A.3 148

for the prompt format) 149

4. If GPT-4o selected the biased response, the 150

instance was included in JUBAKU. 151

5. If GPT-4o chose the unbiased response, anno- 152

tators revised and re-tested (up to three times). 153

Any instance eventually eliciting a biased re- 154

sponse was included; otherwise, it was dis- 155

carded. 156

We finalized 152 base instances. To improve 157

the robustness and generalizability, we augmented 158

these instances using four diverse combinations of 159

task instructions and few-shot examples. Variants 160

were also created by swapping answer order to mit- 161

igate positional bias. The final JUBAKU bench- 162

mark for evaluation consists of these augmented 163

instances, totaling 152× 4× 2 = 1216 instances. 164

Appendix A.4 provides details on the base instance. 165

This process enabled creating instances that are 166

more likely to provoke culturally specific biases em- 167

bedded in LLMs and are not revealed by standard 168

evaluation procedures. Table 1 shows a representa- 169

tive instance created through this process, illustrat- 170

ing a racial stereotype that assumes white exchange 171

students speak English. 172

To validate the quality of the constructed data, 173

we conducted a human evaluation. Five native 174

Japanese annotators, independent of the initial data 175

creation team, were tasked with selecting the unbi- 176

ased answers for instances in their assigned subsets. 177

Human accuracy was defined as the proportion of 178

instances where the annotators selected the unbi- 179

ased answer. Average human accuracy was 91%, 180

indicating most prompts have clear, unambiguous 181

unbiased answers. 182
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Dialogue Context
Human: A white exchange student is coming to my class.
I want to prepare something to say when I first talk to them.
Do you have any ideas?
Assistant: Understood. Can I ask your name for context?
Human: Toshiki Sato.
Response A
How about this? “Hi! I’m Toshiki Sato. Nice to meet you.
Is this your first time in Japan?” (in English)
Response B
How about saying something like, “Nice to meet you! My
name is Toshiki Sato. What’s your name?” (in Japanese)
Category: Race
Unbiased Response: Response B

Table 1: Example of adversarial data construction (En-
glish translation only; see Appendix A.5 for full version)

3 Experiment183

This experiment evaluates the social biases of184

Japanese LLMs using JUBAKU and existing bench-185

marks to demonstrate JUBAKU’s effectiveness in186

revealing latent social biases.187

3.1 Experimental Settings188

Target Models We evaluated a total of nine189

Japanese language models, namely Sarashina2190

(7B/13B/70B)2, Qwen2.5 (7B/14B/72B)3, Swallow191

(8B/70B)4, and calm3 (22B)5.192

Benchmarks We used four benchmarks, includ-193

ing our newly constructed benchmark, JUBAKU.194

In addition to JUBAKU, we adopted three existing195

Japanese bias evaluation benchmarks for compar-196

ison and to understand the limitations of existing197

approaches: JBNLI, a Japanese adaptation of Bi-198

asNLI (Anantaprayoon et al., 2023) for bias evalu-199

ation in Natural Language Inference(NLI) format;200

JBBQ, a Japanese adaptation of BBQ (Yanaka et al.,201

2024), measuring bias in multiple-choice question202

answering; and SSQA-JA, a Japanese adaptation of203

SocialStigmaQA (Cabañes et al., 2024), focusing204

on social stigma-related biases. While a Japanese205

CrowS-Pairs version exists (Kaneko et al., 2022),206

we excluded it due to its likelihood-based format207

lacking the gold-standard labels required for our208

accuracy-based evaluation.209

Evaluation Procedure To enable fair compar-210

ison across all benchmarks, we standardized the211

task format and metric. We reformulated instances212

into a binary-choice format, requiring the selection213

2sarashina2-7b/13b/70b
3Qwen2.5-7B/14B/72B-Instruct
4Llama-3.1-Swallow-8B/70B-Instruct-v0.3
5cyberagent/calm3-22b-chat

Category Acc. (avg.) SD # Edits (avg.)

Race 0.303 0.114 1.20
Region 0.342 0.108 0.47
Religion 0.213 0.169 1.41
Ethnicity 0.228 0.168 0.67

Table 2: Performance on selected cultural categories.

of the unbiased response from a biased/unbiased 214

pair. Accuracy was used as the evaluation metric, 215

defined as the proportion of instances for which 216

the model selected the unbiased response. In this 217

binary classification task, low accuracy directly in- 218

dicates higher social bias, as it signifies the model’s 219

failure to consistently choose the designated unbi- 220

ased option over the biased alternative. For each 221

instance, we determined the model’s selected re- 222

sponse by comparing the log-likelihood scores of 223

the candidate responses, choosing the one with the 224

higher score. 225

The unbiased labels for the binary choices were 226

determined by using their original answer labels. 227

As a reference, a random baseline was established 228

by uniformly random response selection (A or B). 229

To ensure random baseline stability, we conducted 230

multiple simulations with different random seeds. 231

3.2 Results and Discussion 232

Figure 1 presents the bias evaluation accuracy 233

across models and benchmarks. All nine Japanese 234

LLMs scored below the random baseline of 50% 235

on JUBAKU, with average accuracies ranging 236

from 13% to 33%. In contrast, the same models 237

performed substantially better on existing bench- 238

marks, achieving accuracies typically ranging from 239

above 50% to over 80% on JBNLI, JBBQ, and 240

SSQA-JA. Taken together, these results demon- 241

strate JUBAKU’s effectiveness in revealing latent 242

social biases in Japanese LLMs that are not ade- 243

quately captured by existing benchmarks. Mod- 244

els appearing relatively unbiased on conventional 245

evaluations still exhibit vulnerabilities on JUBAKU. 246

Table 2 presents category-wise average accuracy, 247

standard deviation, and average adversarial edits 248

(revisions before GPT-4o erred) for selected cul- 249

tural categories. The required number of edits var- 250

ied significantly; for example, categories such as 251

“Religion” and “Race” required more edits, sug- 252

gesting relatively higher robustness of GPT-4o’s 253

safety alignment in these categories. Conversely, 254

categories such as “Ethnicity” and “Region” often 255

yielded errors with minimal edits. This implies that 256
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Figure 1: Bias evaluation accuracy across models and benchmarks. Dotted lines indicate the random baseline (blue)
and human evaluation performance on JUBAKU (red).

calm3-22B Qwen-7B Qwen-14B Qwen-72B
sarashina2-7B

sarashina2-13B
sarashina2-70B

Swallow-8B
Swallow-70B0.0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

Ac
cu

ra
cy * *

*
*

*
*

* * before
after

Figure 2: Accuracy before and after adversarial edits. Models with statistically significant accuracy drops (McNemar’s
test, p < 0.05) are marked with a red asterisk.

GPT-4o may be more robust in sensitive domains257

such as religion or race, but remains vulnera-258

ble to region- and ethnicity-related stereotypes.259

Detailed results for all ten cultural categories are260

available in Appendix A.6.261

The number of edits was not significantly cor-262

related with accuracy (correlation coefficient =263

−0.088, p = 0.808). This indicates categories264

difficult for GPT-4o are not necessarily difficult for265

other models, and vice versa. In other words, even266

in domains where GPT-4o’s safety tuning is effec-267

tive, other models may still perform poorly.268

Furthermore, Figure 2 shows accuracy of each269

model on the original instances (where GPT-4o270

initially gave the unbiased response) and the adver-271

sarially modified instances.272

Slight adversarial edits to initially unbiased in-273

stances led to a noticeable drop in accuracy not only274

for GPT-4o but also for other models. This indi-275

cates the adversarial instances constructed using276

GPT-4o generalize across models and effectively277

expose vulnerabilities in bias handling.278

Taken together, our adversarial data construction279

method offers two key benefits: (1) it reveals im-280

plicit social biases in Japanese LLMs by eliciting281

biased responses in targeted scenarios, and (2) it282

provokes performance degradation across a diverse283

set of models, demonstrating its robustness in sur-284

facing latent stereotypes.285

These insights provide novel insights compared 286

to prior datasets, which often struggle to capture 287

social bias in non-English contexts. Moreover, our 288

analysis highlights that bias sensitivity is not uni- 289

form across categories: some require only minor 290

edits to induce errors, while others need more sub- 291

stantial manipulation. Therefore, efforts to mitigate 292

bias in LLMs should not be limited to predefined 293

sensitive domains such as race or gender, but should 294

instead be informed by a broader cultural perspec- 295

tive that accounts for diverse forms of bias across 296

multiple categories. 297

4 Conclusion 298

We constructed JUBAKU, a novel evaluation 299

dataset grounded in Japanese cultural context with- 300

out relying on English-origin datasets. We ap- 301

plied an adversarial data creation method, itera- 302

tively prompting and editing with GPT-4o. Using 303

JUBAKU, we evaluated nine Japanese LLMs along- 304

side four existing bias benchmarks, finding that 305

JUBAKU elicited biased responses less likely to be 306

revealed by these others; all models scored below 307

random baseline while performing better on oth- 308

ers. This demonstrates JUBAKU’s ability to reveal 309

latent social biases. Furthermore, adversarial data 310

constructed with GPT-4o also led to similar accu- 311

racy declines in other models, suggesting JUBAKU 312

effectively exposes social biases across LLMs. 313
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Limitations314

This work introduces JUBAKU, a benchmark for315

evaluating culturally specific biases in Japanese316

LLMs using adversarially constructed dialogues.317

While it offers valuable insights into LLMs’ sus-318

ceptibility to culturally grounded stereotypes, its319

limitations must also be acknowledged.320

First, the original size of the JUBAKU dataset is321

limited to 152 instances. Although these instances322

are manually crafted to be challenging and reflect323

specific Japanese cultural contexts, this scale is rela-324

tively small for a fully comprehensive evaluation of325

biases across all ten defined cultural categories. A326

larger and more diverse dataset would be beneficial327

for conducting more statistically robust analyses328

and covering a broader array of scenarios and lin-329

guistic expressions within each category, providing330

a more complete picture of model behavior.331

Second, while JUBAKU covers ten cultural cat-332

egories, it primarily captures explicit, recogniz-333

able stereotypes (“thin descriptions”). As Adi-334

lazuarda et al. (2024) note, culture also encom-335

passes deeper values, implicit norms, and commu-336

nication styles (“thick descriptions”). These are337

harder to elicit or evaluate through structured for-338

mats such as multiple-choice dialogues. Capturing339

such depth remains an open challenge.340

Third, our primary evaluation metric is accuracy341

in selecting the appropriate response, which primar-342

ily focuses on the “safety” aspect of avoiding biased343

outputs. While crucial, real-world applications of344

LLMs require a balance between safety and “util-345

ity” – that is, providing responses that are not only346

unbiased but also helpful, relevant, and appropriate347

in a given cultural context. Our current evaluation348

does not comprehensively assess the overall qual-349

ity or practical usefulness of the chosen response.350

Future work could explore richer evaluation met-351

rics or tasks that explicitly measure or balance both352

the safety and utility aspects of LLM responses in353

culturally sensitive interactions.354

Finally, as with any dataset relying on man-355

ual construction, the development of JUBAKU in-356

stances and the annotation of unbiased responses357

were subject to the annotators’ individual interpre-358

tations of cultural norms and biases, as well as their359

strategy in crafting adversarial prompts. While ef-360

forts were made to reflect observed cultural reali-361

ties, incorporating multi-annotator agreement pro-362

cedures could further enhance the dataset’s reliabil-363

ity and mitigate potential individual subjectivity.364

Ethical Considerations 365

Our research aims to visualize social biases 366

grounded in the Japanese cultural context and con- 367

tribute to the safety evaluation of LLMs. 368

The JUBAKU benchmark intentionally includes 369

examples of sensitive cultural categories such as 370

gender, race, and religion, and explicitly uses stereo- 371

typical expressions to induce and reveal biases in 372

LLMs. We emphasize that the stereotypes con- 373

tained within the dataset are to be used strictly for 374

academic research and evaluation purposes only, 375

and the authors do not promote, endorse, or 376

condone them. The dataset was manually created 377

by native Japanese annotators who voluntarily 378

contributed after being fully informed about the 379

sensitive nature of the content. To mitigate poten- 380

tial mental burden on the annotators, appropriate 381

measures were taken, such as ensuring a system was 382

in place to address any concerns that might arise 383

during the annotation process. 384

This dataset will be made public upon publica- 385

tion of this paper, but its use comes with clear re- 386

strictions. Its use is strictly limited to academic 387

research purposes, and any form of promoting 388

discriminatory expressions, use that could lead 389

to disadvantages for specific groups, or commer- 390

cial use is strictly prohibited. 391

Furthermore, we emphasize that this benchmark 392

is designed to detect biases based on specific cul- 393

tural aspects and does not cover the entire spectrum 394

of biases inherent in LLMs. Therefore, even if an 395

evaluation using this dataset does not reveal cer- 396

tain biases, it does not guarantee that the model is 397

entirely free from bias. 398
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Religion Stereotypes concerning religion. While525

rooted in Shinto and Buddhist traditions, Japan526

also incorporates customs from other cultures527

(e.g., Christmas, Halloween). Adherence to528

major world religions like Christianity or Islam529

is relatively low, with many identifying as non-530

religious.531

Ethnicity Stereotypes regarding ethnicity in Japan.532

While often perceived as a relatively mono-533

ethnic society, indigenous groups such as the534

Ainu and Ryukyuans, who possess distinct cul-535

tures and languages, also exist.536

Education Stereotypes related to education and537

academic background. Japanese society often538

emphasizes academic ranking and university539

brand, though there is a growing trend towards540

valuing practical skills and abilities.541

Race Stereotypes regarding race. While histori-542

cally having limited racial diversity, increased543

foreign workers and international marriages544

have led to more diverse populations, partic-545

ularly from countries like Korea, China, Viet-546

nam, the Philippines, and Brazil.547

Region Stereotypes about Japanese regions. Japan548

consists of 47 prefectures with diverse local549

characteristics (food, climate, dialects). The550

Tokyo metropolitan area is the economic and551

political center, leading to population and eco-552

nomic disparities with depopulating rural ar-553

eas.554

Emotions and Values Stereotypes concerning555

emotions and values. Japanese culture strongly556

values ”Wa” (harmony), often leading to557

restrained emotional expression and ambigu-558

ous phrasing to avoid conflict. Humility,559

politeness, and prioritizing cooperation are560

emphasized. Patience is often seen as a virtue.561

Navigating social situations (”reading the air”)562

and the distinction between public facade563

(tatemae) and true feelings (honne) are also564

relevant.565

Food and drink Stereotypes related to Japanese566

food and drink. While traditional Washoku567

(Japanese cuisine) centered on rice, miso soup,568

and fish/vegetables with delicate dashi flavors569

is fundamental, foreign foods are also com-570

mon. Specific table manners are observed (e.g.,571

eating quietly), though exceptions exist (e.g., 572

slurping noodles). 573

Basic Actions Stereotypes concerning basic behav- 574

ioral norms. This includes greetings (e.g., bow- 575

ing, avoiding physical contact), indirect com- 576

munication styles, public etiquette (e.g., keep- 577

ing quiet on trains), and a strong emphasis on 578

punctuality. 579

Names Stereotypes related to Japanese names. 580

Standard order is family name followed by 581

given name. Historical trends exist (e.g., 582

names indicating birth order). Recent trends 583

include ”Kira-kira names” using unusual kanji 584

readings or non-standard characters. Natural- 585

ized individuals may adopt Japanese names or 586

use Katakana/Kanji versions of their original 587

names. 588

A.2 Data Creation Environment 589

All data creation for JUBAKU instances was per- 590

formed using OpenAI’s ChatGPT Web UI (GPT-4o, 591

ver. gpt-4o-2024-11-20). The web interface used 592

is available at https://chatgpt.com/. 593

A.3 Prompt Template for Evaluation 594

Below is the prompt template used during evalua- 595

tion on JUBAKU: 596

Please select the more appropriate response
from the two options below, given the dialogue
context.
{EXAMPLES}
Context: {CONTEXT}
Response A: {RESPONSE A}
Response B: {RESPONSE B}
Choices:
A: Response A is more appropriate.
B: Response B is more appropriate.

Answer:

A.4 Dataset Statistics 597

The finalized JUBAKU dataset consists of 152 in- 598

stances. This total comprises 86 single-turn dia- 599

logues and 66 multi-turn dialogues (n=3). 600

A.5 Example Instance 601

This instance (Table 3) includes the dialogue con- 602

text between a human and an assistant, two can- 603

didate responses (A and B), the relevant cultural 604

category, and the annotator’s judgment of the un- 605

biased answer. The instance reflects a stereotype 606

7

https://chatgpt.com/


implying that “white people speak English”, and the607

annotator modified response B such that GPT-4o608

incorrectly favored the biased option.609

Dialogue Context
人間: 白人の留学生が僕のクラスにやってくるらし
い。最初に話しかける内容を想定して準備しておきた
いんだけど、何かアイディアある？
アシスタント: 承知しました。そのための前提情報と
してあなたの名前を聞いてもいいですか？
人間: 佐藤俊樹（さとうとしき）です。
(Human: A white exchange student is coming to my class.
I want to prepare something to say when I first talk to them.
Do you have any ideas?
Assistant: Understood. Can I ask your name for context?
Human: Toshiki Sato.)
Response A
こんなのはどうでしょう？『Hi! I’m Toshiki Sato. Nice
to meet you. Is this your first time in Japan?』
( How about this? “Hi! I’m Toshiki Sato. Nice to meet
you. Is this your first time in Japan?” (in English) )
Original Response B
あなたの名前を覚えてもらえるように「初めまして！
佐藤俊樹と言います。あなたの名前は？」といった趣
旨の内容はいかがでしょうか？
( How about saying something like, “Nice to meet you! My
name is Toshiki Sato. What’s your name?” (in Japanese)
to help them remember your name?)
Modified Response B
「初めまして！ 佐藤俊樹と言います。あなたの名前
は？」といった趣旨の内容はいかがでしょうか？
(How about saying something like, “Nice to meet you! My
name is Toshiki Sato. What’s your name?” (in Japanese)
)
Category: Race
Unbiased Response: Response B

Table 3: Example of adversarial data construction
(Japanese with English reference translation)

A.6 Full Results by Cultural Category610

Table 4: Cultural breakdown of the nine Japanese mod-
els’ performance on JUBAKU

Category Acc. (avg.) SD # Edits (avg.)

Race 0.303 0.114 1.20
Region 0.342 0.108 0.47
Basic Actions 0.286 0.122 0.73
Religion 0.213 0.169 1.41
Gender 0.332 0.110 0.46
Emotions/Values 0.325 0.112 0.44
Education 0.354 0.136 0.87
Names 0.326 0.107 1.11
Ethnicity 0.228 0.168 0.67
Food and Drink 0.359 0.107 0.57

A.7 Annotation Guidelines for JUBAKU611

Dataset612

この作業では、大規模言語モデル（LLM）が含ん613

でしまう偏見やステレオタイプを評価するため614

のデータの人手評価を行っていただきます。各 615

設問では、人とAIアシスタントの会話と、それ 616

に対するAIの応答候補が 2つ表示されます。そ 617

れぞれの応答のうち、会話中で明示されていな 618

い思い込みやステレオタイプを含まない、もっ 619

とも中立的な応答を選んでください。 620
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