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ABSTRACT

We present PARAMANU (which means “atom” in multiple Indian languages), a
Jfamily of novel language models for Indian languages. It is a collection of auto-
regressive monolingual, bilingual, and multilingual Indian language models pre-
trained from scratch, currently covering 10 Indian languages (Assamese, Bangla,
Hindi, Konkani, Maithili, Marathi, Odia, Sanskrit, Tamil, Telugu) across 5 scripts
(Bangla, Devanagari, Odia, Tamil, Telugu). The models are pretrained with a con-
text size of 1024 on a single GPU, and are of varying sizes ranging from 13.29 M
to 367.5M parameters. We proposed a RoPE embedding scaling method that
enables us to pretrain language models from scratch at larger sequence length con-
text size on single GPU without increased GPU memory. than-the-equivalentGPY
memory: We have also developed an efficient and advanced novel tokenizer with
least fertility score among existing LLLMs for Indian languages using a combina-
tion of BPE and Unigram that can also tokenize unseen languages written in the
same script or the Roman script. We also proposed language specific tokeniza-
tion for multilingual models and domain specific tokenization for monolingual
language models. In order to avoid the “curse of multi-linguality” in our multi-
lingual MPARAMANU model, we pretrained on comparable corpora by typologi-
cal grouping using the same script. We proposed and performed pretraining for
more than 1 epoch of training for most of our language models. From our re-
sults, we observed the language transfer phenomenon from low resource to high
resource within languages of the same script and typology. We performed human
evaluation of our pretrained models for open end text generation on grammar, co-
herence, creativity, and factuality metrics for several languages. Our Paramanu
models outperformed standard and multilingual large language models (LLMs)
by a large margin in performance despite being smaller in size by 64 to 20 times.
We studied the impact of language specific tokenization versus language agnostic
tokenization for bilingual language modeling. We also studied the impact of BPE
versus Unigram tokenization for Devanagari script languages. We further created
instruction-tuning datasets and instruction-tuned our pretrained models on 23,000
instructions in respective languages except Hindi, for which we used 75,000 in-
structions. Comparison with multilingual LLMs on various commonsense reason-
ing benchmarks for natural language understanding, natural language inference,
and machine reading comprehension shows the advantage of our models. The
performance of our Paramanu models leads to the conclusion that high quality
generative language models are possible without high amount of compute power
(FLOPS) and enormous number of parameters.

1 INTRODUCTION

World’s new age growth arenas are non-English speakers from countries such as India, China, In-
donesia, Mexico, South Africa, etc., where more people will connect to the Internet for information
need without language acting as boundaries. Multi-lingualism represents freedom of expression
and diversity in a country like India. According to a Guardian article” by Andras Kornai, “95% of
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all languages in use today will never gain traction online”; this highlighting the digital language
divide. Despite around 7,000 languages, current NLP technologies cover only 12%, leaving many
non-English and non-European languages underserved. This, in our personal opinion, is an ex-
tremely incapacitating bias and language divide for the global digital world where the non-English,
non-European language world has been left out. According to the Indian Census 2011, there are 22
official languages and more than hundred others with a sizeable number of speakers in India. Both
Hindi and Bangla (Bengali), despite being the world’s 5" and 6™ most spoken languages respec-
tively according to Babel? are still underrepresented in today’s NLP technology. Multilingual NLP
faces the challenges of having lack of quality benchmark datasets covering diverse languages from
different language families and especially under-represented languages, and is typically referred as
“low-resource” in the NLP community. Large language models (LLMs) such as GPTNeoX (BlIack
ef-all, 2027), OPT (Zhang_ et all, 2027), LLaMa (Tonvron_ef all, D0273), PalLM (Chowdhery et all,
2073), GPT-2-XL (Radfordefall, 20T9), GPT-J (Wang & Komatsuzaki, 2021, etc. have primarily
focused on English and mostly European languages whereas other languages have not been given
priority. Bloom (Workshop et all, P0773) is considered to be the biggest multilingual auto-regressive
model that has been built till now; it has been pretrained on 45 languages including Indian lan-
guages. However, Indian languages are morphologically richer and typologically distinct than lan-
guages written in the Latin script and, hence, grouping them together without considering linguistics
nuances often leads to poor performance of LLMs for low resource languages.

This work is an attempt to make language technology more accessible for Indian languages. In
this work, we focus on 10 Indian languages (Assamese, Bangla/Bengali, Hindi, Konkani, Maithili,
Marathi, Odia, Sanskrit, Tamil, Telugu) written in 5 distinct scripts (Assamese-Bengali, Devanagari,
Odia, Tamil, Telugu) comprising of more than billion speakers in the global world. Our goal is
to show that generative language models for low-resource Indian languages can be trained from
scratch with limited compute and token budget, without using English corpora. We excluded English
due to its linguistic differences with Indian languages in terms of typology, script, morphology
and grammar, aiming to maintain language purity and typology grouping. Additionally, existing
multilingual models often have an English-centric bias due to the large imbalance in data. To the
best of our knowledge, the existing LLMs and multilingual LLMs struggle to generate grammatically
correct and coherent sentences in Indian languages (and reasoning ability is too far) as shown in
Appendix Tables 0, I8, 72, IR, 9, BQ, B0, B2, B3, B3, 34, B2, B, 39, B0. Many LLMs even
generate text in even Arabic (Table D9) or Japanese (Table BY) scripts when prompted with prompts
in Bengali, Hindi, and Sanskrit. We also found that LLMs including ChatGPT (Oct’23) were not
able to distinguish languages of the same script such as Bengali versus Assamese. Human evaluation
by annotators confirm this (Section A.5 in Appendix). Our models, based on Transformer decoders
(Vaswani ef-all, POT7), are enhanced with improvements in the architecture. These enhancements,
improvements and novelties make our models efficient, small but strong. They have been pretrained
from scratch to support context size of 1024 without requiring higher physical memory on a single
NVIDIA A100-PCIE-40GB GPU. Our model architecture has the ab111ty to capture a much hlgher

context size w1thout requlrmg equivalent physwal memory; ‘

Our models are of Varylng
sizes and of three types: (1) monohngual language models 2) b111ngual language models, and
(3) multilingual language models. Both bilingual and multilingual language models are pretrained
from scratch on comparable corpora and with typological grouping of languages to avoid curse of
multilinguality.

‘We summarize our contributions as follows.

1. We propose a RoPE (Su“ef-all, 2077) embedding scaling method that enables us to pretrain
language models from scratch at larger sequence length context size than the equivalent
GPU memory. We scaled the RoPE embedding through a shrinking factor by dividing the
target context length y by max_permissible_context_size_length on single GPU keeping
all other hyperparameters fixed such as batch size, vocabulary size.

2. We propose a novel tokenization method using a combination of both Byte-Pair Encoding
(BPE) (Sennrich ef all, P0T6A) and Unigram (Kudd, POTR) algorithms.

3. We perform language specific tokenization for multilingual model and domain specific to-
kenization for monolingual language modeling.
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4. We perform pretraining on comparable corpora for multilingual/bilingual generative lan-
guage model to handle data imbalance and curse-of-multi-linguality in multilingual lan-
guage model.

5. We perform more than 1 epoch of pretraining for most our language models. From our
results, we observed the language transfer from low resource to high resource within lan-
guage of the same script and typology. We found that small models trained for more than
1 epoch on high quality data is better than bigger model trained for 1 epoch on not so good
quality bigger corpora. We studied the impact of language specific tokenization versus lan-
guage agnostic tokenization for bilingual language modeling. We also studied the impact
of BPE vs Unigram tokenization for Devanagari script languages as a proof-of-concept.

6. We curated books for pretraining dataset and created an instruction-tuning dataset of 23000
instructions and instruction-tune our pretrained Bangla, Hindi; Marathi, Tamil, and Tel-
ugu models using 23000 instructions each in respective languages but for Hindi, we used
additional 52,000 Alpaca translated Hindi (Taorief-afl, 20173, total of 75,000 instructions.

2 RELATED WORK

The rise of large language models (LLMs) has led to numerous new models competing across var-
ious benchmarks, but most remain English-centric. Bloom, the largest multilingual LLM with 170
billion parameters, utilizes 40% English data and 60% from 44 other languages. Despite extensive
multilingual training, many LLMs exhibit a significant English bias. Research has shown that a
substantial portion of neurons in these models remains inactive; for instance, in the 66 billion param-
eter OPT model, over 70% of the feed-forward network (FFN) neurons in certain layers are “dead”
meaning they do not activate even on diverse datasets. This sparsity in neuron activation limits the
model’s ability to learn and generalize across languages, particularly those that differ significantly
from English (Voifa'efall, 2074)). Consequently, even when trained on multilingual data, these mod-
els struggle to effectively process and generate text in languages beyond English, revealing a critical
limitation in their design. Recent efforts to adapt English-centric models like Llama for Indian
languages (Airavata (Gala_ef-all, P024)), OpenHathi for Hindi, and Tamil) have involved extending
vocabulary and fine-tuning techniques such as LoRA (Hurefall, P077) and QLoRA (Deffmersef all,
2073). However, these models still exhibit a strong English bias and struggle to generate high-quality
text in Indian languages. Massively multilingual models (MMTs) (Devlin_ef all, Z01Y9), (Connean
efall, P020), (Xue_ef-all, Z07T) are pretrained on large corpora but often lack alignment between
languages, leading to poor transfer performance for distant languages (Lanscher ef all, 2070). The
“curse of multilinguality” (CoM) indicates that adding more languages can degrade per-language
performance, necessitating larger model capacities and corpora. While language-specific adapters
like MAD-X (Pfeifter ef all, P020) improve performance, they do not generalize well to unseen lan-
guages. Recent advancements, such as MAD-G (Ansell"ef all, 2021) and BAD-X (Parovic_ef all,
2077), focus on bilingual adapters to enhance language transfer. Our work aims to create dedicated
models for low-resource Indian languages by developing language-specific generative models from
scratch, emphasizing linguistic features, typology, and tailored tokenization.

3 METHODOLOGY

3.1 DATASET FOR PRETRAINING

Pretrained data was split into 95%-5% training and validation sets so that we do not lose much
data for pretraining as the purpose of this work is a step towards developing pretrained generative
effective language models from scratch using our novel architecture for Indian languages. Pretrain-
ing data covers web scrapped news, blogs from IndicCorp v2 (Doddapaneni et all, 2073), Bangla
literature from Vacaspati (Bhattacharyya et all, 2023), Wikipedia articles, curated books of various
genres, subjects, education books, magazines in respective Indian languages representing each dis-
tinct language community to cover Indian culture, rich history, and knowledge. Our pretraining
corpora have no source code, scientific journals/articles, medical and engineering education books,
research papers as these are generally written in English in India. Dataset details can be found in
Table M9 in Appendix and data distribution can be found in the Figure B in Appendix. We apply the
following data cleaning and preprocessing techniques as mentioned in Appendix B4,
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Models Size #Tokens pretrained # Training A100 hours Script & Family # Speakers
Bloom 7.1B 340 B 1.08M Multilingual 1B+
OpenHathi (Llama) 7B 1T N/A Hindi (Indo-European) 692M
Sarvam 2B 4T N/A  Multilingual (Devanagri, Dravidian) 1B+
Paramanu-Bangla (ours) 108M 26.21 B 19.45 Bengali (Indo-European) 300M
Paramanu-Hindi (ours) 367TM 66 B 239 Devanagari (Indo-European) 692M
Paramanu-Marathi (ours) 208M 28.83 B 88 Devanagari (Indo-European) 9OM
Paramanu-Odia (ours) 87M 5242 B 84.5 Odia (Indo-European) 43M
Paramanu-Sanskrit (ours)  139M 45B 110 Devanagari (Indo-European) 0.025M
Paramanu-Tamil (ours) 208M 262B 208 Tamil (Indo-Dravidian) 7IM
Paramanu-Telugu (ours) 208M 39.32B 112.5 Telugu (Indo-Dravidian) 95M
mParamanu (ours) 162M 26.2B 118 Multilingual (Devanagari) 1B+

Table 1: Pretrained LLM tokens, training hours, script, language family and #speakers.

3.2 DATASET FOR INSTRUCTION TUNING

We created a dataset of 5,000 human-annotated instructions covering tasks like poem and novel
writing, article summarization, grammar correction, and Q&A on topics such as climate change and
healthcare in Bangla, reflecting Bengali culture and linguistics. We then used the Google Translate
API (gou, P073) to translate these instructions into Hindi, Marathi, Tamil, and Telugu. Additionally,
we translated 15,000 instructions from Dolly (Conover ef-all, P073) to these languages and gener-
ated 3,000 instructions using the self-instruct technique (Wang et all, 2(0773) in five Indian languages.
Finally, we fine-tuned our pretrained models except Hindi on a total of 23,000 instructions, includ-
ing human-annotated, machine-generated, and translated instructions. Since creating multilingual
datasets using automatic machine translation from Bengali to other Indian languages introduce trans-
lation errors but we also performed human checks and corrected them. We found around 8% word
errors on average for Hindi and Marathi using Google Translate.

3.3 TOKENIZATION

Figure 0 shows the flowchart of our novel tokenization technique both for monolingual and mul-
tilingual settings. We performed domain adaptive tokenization for monolingual models using a
combination of Byte-Pair encoding (BPE) (Sennrich_ef all, Z0T6) and Unigram (Kudd, ZOTR). We
trained separate Byte-Pair encoding (BPE) (Sennrich ef all, P0T6H) and Unigram tokenizers using
Sentencepiece (Kndo & Richardson, POT8) module on the high quality part of the pretraining data
from scratch. Then, we merge both the independent tokenizers by intersection respectively of size
V. This is similar to merging two different data structures of same size (considering each tokenizer
as a list of tokens) by intersection to remove overlapping elements. We used the merged tokenizer
to tokenize the pretraning data. During pre-tokenization, NFC normalization was performed on the
processed data; digits are split into individual tokens and unknown UTF-8 characters were reduced
to byte granularity. For monolingual tokenization, we trained individual BPE and Unigram tok-
enizers on domain specific data for respective language with same vocabulary size and merged the
tokenizers via merge by intersection to remove overlapping tokens and make our specialised tok-
enizer compact, optimized, effective and highly effective for monolingual data and also performed
the same approach to tokenize the multilingual pretraining corpora by performing language specific
tokenization in multi-task way where every task is a language and merged the distinct language
specific tokenizers by union via intersection, i.e, removing the overlapping tokens. In this way, our
mBharat tokenizer was able to learn language specific tokens based on typology and can generalize
to unseen languages of the same script. mBharat tokenizer was also exposed to little amount of
English high quality corpus to learn its ability to tokenize languages of the Roman script such as En-
glish. From [, we observe that mBharat tokenizer has the least fertility score of 1.66 for languages in
Assamese-Bengali, 1.25 for Devanagari (Hindi) and 1.75 for Odia script among tokenizers of LLMs
like Sarvam 2B (Sarvam?RB, 2024), LLama-3.1 (Dubey et all, 2024)), Gemma-2 (leam et all, 2024),
and GPT-4o.

3.4 MODEL ARCHITECTURE

Multilingual mParamanu, monolingual Paramanu models (Assamese, Bangla, Hindi, Konkani,
Marathi, Odia, Tamil, Telugu, and Paramanu-Sanskrit) and bilingual Konkani-Maithili models are
based on transformer (Maswani_ef all, P0017) based causal decoder architecture (Radford _ef afl,
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Multilingual Monolingual
Language Specific Data: Domain Specific Data: News, Wikipedia,
Assamese, Bangla, Hindi, Articles, Literature, Poems, Lyrics Plays.
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Figure 1: Tokenization technique for monolingual and multilingual setting.

mBharat, Sarvam 2B, Llama-3.1, Gemma-2 and GPT-40
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Figure 2: Fertility score of mBharat tokenizer v/s LLMs across languages of 3 scripts (Bengali,
Devanagari, and Odia). LLMs score are reported from (Sarvam?H, 2(024)

2019) with modifications. The model architecture uses RMSNorm as pre-normalizaion layer with
norm_epsilon = le-5, approximate GeGLU Activations (Shazeed, 2020) as non-linearity by replac-
ing the standard ReLU non-linearity activation function. The model architecture uses a scaled ver-
sion of RoPE embedding (Sirefall, 2027) with #=10,000. We scaled the RoPE embedding through
a shrinking factor by dividing the target context length y by permissible_context_size_length on
single GPU, keeping all other hyperparameters fixed such as batch size, vocabulary size, etc. This
allows every position_tds to be divided by the shrinking ratio in the RoPE embedding methodol-
ogy. For instance, if the permissible_context_size_length for a given physical memory hardware
is 256, then we apply shrinking factor of 16 for target context size of 4096 on Single A100 40G
chip during pretraining. Then, a token with position_ids = 4000 becomes 4000/16 = 250, and the
neighbouring token 4001 becomes 4001/16 = 250.06, to be within 0 to 256. This is how we can cap-
ture higher context size during pretraining on limited physical memory required to pretrain model
at higher context size outside the permissible_context_size_length. This modification allows us
to pretrain models from scratch at much higher context size than the physical memory required for
pretraining. Hence, with limited physical memory and limited GPUs, we can pretrain generative
language models from scratch at much higher desired context size. Following (Chowdhery et all,
2073), we remove all biases from dense layers to improve the training stability. Table [ lists down
the various configuration to develop our 13.29M, 26.59M, 87M, 87.25M, 92.63M, 108.5M, 139.3M,
162M, 208M, 350M models. Table [ lists the different model configuration but we used weight
tying (Press-& Wolf, 2017) to improve the performance of language models by sharing the weights
of the embedding and softmax layers. Therefore, the total number of parameters in our models are
typically smaller due to weight tying and different tokenizer sizes of each language specific model
than the sizes mentioned in Table 2.

3.5 TRAINING

We performed hyperparameter tuning on 15M models to find the optimal tokenizer size for each
language specific monolingual corpus, learning rate, learning rate scheduler, and weight decay. We
used the concept of pP transfer (Yang et all, PO2T), and transferred the learned hyperparameters
to our bigger models. For further training and hyperparameter tuning details, we mentioned in
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Appendix B3. We find the optimal size of tokenizers by training range of tokenizers of various sizes
and optimizing the validation perplexity of the language models and fertility score of the tokenizers.

3.6 IMPACT OF LANGUAGE SPECIFIC MERGED-TOKENIZER V/S LANGUAGE AGNOSTIC
TOKENIZER FOR BILINGUAL MODEL (KONKANI-MAITHILI 27M GPT) OF
TYPOLOGICALLY SAME SCRIPT (DEVANAGARI)

For the language agnostic approach, we merged both the Konkani and Maithili corpus which are of
comparable size after our preprocessing in terms of number of sentences (lines) then we trained Sen-
tencePiece’s BPE algorithm to a vocabulary size of 1750 on the whole corpus and trained our 27M
Konkani-Maithili bilingual GPT model and we report the validation perplexity score to be 12.43393.
For the language specific approach, we trained individual SentencePiece (Kudo & Richardson, POTR)
BPE tokenizers independently on Konkani (vocabulary size of 1k) and Maithili (vocabulary size of
750) corpus respectively. After that, we merged both the language specific tokenizers and also re-
moving the overlapped tokens as both Konkani and Maithili are written in Devanagari script. We
used this merged tokenizer to train another 27M bilingual Maithili-Konkani GPT and found the vali-
dation perplexity of the bilingual modeling drops to 8.53827 from 12.43393. From our experiments,
we infer that language specific tokenization is very important to preserve the language specific lin-
guistics even for thre typologically similar languages (Devanagari script) and the merging operation
of the tokenization also helps to omit the overlapping tokens which results in optimized vocabulary
size for language modeling resulting in better open-end text generation, lower perplexity score due
to optimal size of the tokenizer for multilingual language modeling.

3.7 LANGUAGE MODELING FOR PARAMANU-KONKANI (DEVANAGARI SCRIPT) 15M WITH
BPE TOKENIZER V/S UNIGRAM TOKENIZER

From our experiments where we tokenized the Konkani corpus with Sentencepiece’s Unigram model
with a vocabulary size of 1000 and trained a 15 Model and similarly we also trained another 15M
model with SentencePiece BPE tokenizer on the same setting to see whether there is an impact of
these two different tokenizers on the perplexity score of monolingual language modeling. We found
the validation perplexity for Unigram 15M model to be 11.88412 whereas for BPE 15M model is
11.74314 which is slightly lower but not significantly different. However, Unigram tokenizer takes
longer time than BPE to get trained on the corpus.

3.8 QUANTITATIVE RESULTS BASED ON PERPLEXITY METRIC

Table D lists the validation perplexity and MFU metrics of our various pretrained models. In terms
of quantitative evaluation of language modeling, the lower the perplexity, the better is the language
model. From Table [, Paramanu-Sanskrit exhibited the lowest validation perplexity among our
models, followed by Odia, Bangla, Telugu, mParamanu (162M), Tamil, Marathi, and Hindi, which
had the highest perplexity. It is important to note that most models were trained for the same number
of steps, regardless of their pretraining dataset size, meaning some may be under-trained. Continued
pretraining, such as for Paramanu-Hindi, could further improve perplexity scores.

3.9 BASED ON QUANTITATIVE BENCHMARK

We evaluated our models on key Natural Language Understanding (NLU), Natural Language Infer-
ence, and Commonsense Reasoning tasks, including their multilingual variants, while benchmarking
against multilingual LLMs like Sarvam-2B, Bloom, and Bloomz in two groups, one with LLMs of
size <=2B and another group of LLM:s of size > 2B. We utilized the translated ARC, HellaSwag, and
MMLU datasets from (Caiefall, 2023), employing Eleuther AI’s LM Evaluation Harness (Sufawika
efall, 2024) for evaluation. Key assessments included HellaSwag (Zellers'ef-all, P(0T9), which tests
common sense reasoning by predicting scenario endings; MMLU (Hendrycks et all, 2021), mea-
suring broad knowledge across diverse subjects; and ARC-Challenge (Clark_ef-all, POTS), which
examines complex reasoning with scientific questions. We encountered misalignment issues with
the LM Evaluation Harness datasets and our models, preventing evaluations on HellaSwag except
for Hindi. Other evaluations included XCOPA (Ponfiefall, 2020), assessing cross-lingual common-
sense reasoning; XNLI (Connean_ef-all, PITY), which assesses cross-lingual sentence classification
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Model Perplexity
Paramanu-Assamese 26.59M 6.620
Paramanu-Bangla 87.25M 5.069
Paramanu-Bangla 108.5M 4.102
Paramanu-Hindi 162M 16.992
Paramanu-Hindi 367.5M 11.052
Paramanu-Konkani-Maithili 13.29M (merged language specific tokenizer) 8.538
Paramanu-Konkani-Maithili 13.29M (language agnostic tokenizer) 12.433
Paramanu-Odia 87M 3.068
Paramanu-Sanskrit 139.33M 1.748
mParamanu 92.63M 8.443
mParamanu 162M 6.924
Paramanu-Marathi 207.73M 8.943
Paramanu-Telugu 208.25M 5.400
Paramanu-Tamil 207.84M 7.618

Table 2: Perplexity of models
N-shot XNLI-Hindi XStoryCloze-Hindi XStoryCloze-Telugu XCOPA-Tamil

0 33.49 52.42 56.06 54.00
5 34.04 51.49 54.67 52.40
25 33.23 52.02 55.92 49.80

Table 3: N-shot evaluation of pretrained Paramanu models across various benchmarks.

across 15 languages; and XStoryCloze (Lin“ef-all, P127), evaluating story understanding by select-
ing the correct ending to a four-sentence story. Together, these benchmarks comprehensively assess
model performance and reasoning capabilities.

Table @, Table B, Table B, Table @ and Table B evaluate model performance in a zero-shot setting
using accuracy metrics across translated benchmarks (ARC, MMLU, HellaSwag) for Bangla, Hindi,
Tamil, and Telugu. Table B presents n-shot evaluations for XNLI in Hindi, XStoryCloze in Hindi
and Telugu, and XCOPA in Tamil. Additionally, Table B and Table B assess various pretrained
monolingual and multilingual models for Devanagari script across MMLU, HellaSwag, ARC, XS-
toryCloze, XNLI, and Belebele, highlighting cross-lingual language transfer among Devanagari lan-
guages (Hindi, Marathi). Notably, mParamanu, pretrained on low-resource Devanagari languages
(Sanskrit, Konkani, Maithili), achieved scores of 25.86 for MMLU-Marathi, 24.84 for Hindi, 28 for
Belebele-Marathi, and 25.44 for Belebele-Hindi, indicating effective language transfer to medium
(Marathi) and high-resource (Hindi) languages using the mBharat tokenizer. Interestingly, neither
Paramanu-Sanskrit nor mParamanu were pretrained on Hindi or Marathi but still performed well on
their benchmarks. This is possibly due to the same script.

Table B, Table M3 in Appendix and Table B, Table [4 in Appendix show that Paramanu models
exhibit superior performance across various benchmarks in Devanagari languages, despite their
smaller sizes and being pretrained on fewer tokens than larger multilingual LLMs. Specifically,
Paramanu-Marathi (208M) outperformed Sarvam (2B), OpenHathi (7B), and Bloom (560M) on
the Marathi benchmark. Similarly, mParamanu (162M) outperformed Paramanu-Hindi (367M) and
demonstrated competitiveness against larger models. Notably, Paramanu-Hindi-instruct (356M) sur-
passed all larger multilingual LLMs, except Bloomz (7B), by a significant margin, benefiting from
instruction tuning on a dataset of 27,000 Hindi instructions and additional 52,000 Alpaca machine-
translated instructions. In contrast, Bloomz (7B) was trained on hundreds of thousands of instruc-
tions. If the 367M Hindi model underwent more training steps, it could potentially achieve even
better performance, as many models were pretrained for the same duration regardless of dataset
size. The stronger performance of mParamanu in Hindi illustrates effective language transfer within
the same script and typology. Notably, Paramanu-Sanskrit (139M), pretrained on 45 billion tokens,
achieved an average score of 31.05, surpassing both Hindi models and closely approaching Bloom
(560M) and Bloomz (560M). Its lower perplexity (1.75) compared to Paramanu-Hindi (11.05) fur-
ther supports the notion that additional pretraining for the Hindi model could significantly enhance
its downstream performance.

From Table B, we observe that the performance of our models drop from zero-shot setting to 25 shot
setting on XNLI-Hindi, XStoryCloze for Hindi and Telugu, and XCOPA for Tamil. This type of
phenomenon has also been observed in PlanningBench (Valmeekam ef all, (074 where GPT-3.5-
Turbo, GPT-4, GPT4-0 performance on Blocksworld dropped from O shot to 1-shot significantly.
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Models MMLU-Bangla ARC-Bangla Belebele-Bangla Average (Bangla) Belebele-A

Paramanu-Bangla 108M (ours) 23.82 25.75 25.11 24.89 25.33
Paramanu-Bangla-instruct 108M (ours) 27.60 28.50 3245 29.52 30.54
mParamanu 162M (ours) 25.29 20.19 27.44 24.31 29.00
Bloom 560M 22.61 26.00 22.89 23.83 22.78
Bloomz 560M (instruction-tuned) 25.82 23.43 22.77 24.01 25.11
Bloom 1.1B 23.90 24.37 26.00 2475 26.89
Sarvam 2B 24.05 28.40 23.22 25.22 27.78

Table 4: Zero-shot evaluation of LLMs (<=2B) across translated benchmarks of MMLU, HellaSwag,
ARC datasets, and Belebele in Bengali script. All benchmarks report Accuracy except for ARC
which reports Normalized Accuracy. Max scores are in bold.

Models MMLU-Marathi ARC-Marathi Belebele-Marathi Average (Marathi)
mParamanu 162M (ours) 25.68 22.16 28.00 25.28
Paramanu-Hindi 367M (ours) 23.78 24.16 24.66 24.20
Paramanu-Hindi-instruct 367M (ours) 28.72 27.85 32.00 29.52
Paramanu-Marathi 208M (ours) 25.39 26.49 27.33 26.40
Paramanu-Sanskrit 139M (ours) 24.96 26.49 24.33 25.26
Bloom 560M 22.78 24.50 27.00 24.76
Bloomz 560M (instruction-tuned) 26.20 24.24 25.44 25.29
Bloom 1B 23.93 25.10 28.33 25.78
Sarvam 2B 23.96 27.53 26.77 26.08

Table 5: Zero-shot evaluation of LLMs (<=2B) for cross-lingual language transfer in Marathi. All
benchmarks report Accuracy except for ARC (Normalized Accuracy). Max scores are in bold.

Perhaps n-shot examples become additional soft constraints on the generation which might be the
reason of degradation of performance from the original training dataset. From Table B, we see
that Paramanu-Bangla 108M outperformed Bloom 560M by 1.06% points, Bloomz 560M by 1.05%
points, Bloom 1.1B on average score across MMLU, ARC, and Belebele benchmarks, and by 1.21%
points on MMLU over Bloom 560M depsite being smaller by 10.2 times compared to Bloom 1.1B
and being pretrained on 26.21 billon of tokens. However, Paramanu-Bangla 108M is extensively
trained only on Bangla literature corpus. With further instruction-tuning on 27k Bangla instructions,
Paramanu-Bangla-instruct 108M outperformed Bloom 560M, Bloomz 560M, Bloom 1.1B, Sarvam
2B, Bloom 7B on average score of MMLU, ARC, and Belebele benchmarks for Bangla respectively.

Table @ and Table B compare pretrained multilingual LLMs (<2B) and instruction-tuned models on
Tamil and Telugu benchmarks. Table [ and Table [A in Appendix compares our model with LLMs
(> 2B) Our model, Paramanu-Tamil (208M), outperformed larger multilingual LLMs like Bloom
(560M), Bloomz (560M), and Bloom (1.1B) across four benchmarks (Belebele, XCOPA, MMLU,
and ARC) in Tamil, coming close to Sarvam (2B) despite being much smaller and trained on fewer to-
kens. On MMLU-Tamil, both Paramanu-Tamil and Paramanu-Tamil-instruct outperformed Sarvam
(2B) by 2.89 percentage points, with Paramanu-Tamil pretrained on 26.2 billion tokens. Paramanu-
Tamil-instruct surpassed Bloom (7B), despite being 34 times smaller, and outperformed Bloom
(1.1B) by 2.28 points, Bloom (560M) by 3 points, and Bloomz (560M) by 1.17 points. For Telugu,
Paramanu-Telugu-instruct (208M) outperformed Bloom (560M) by 2.72 points, Bloomz by 2.25
points, Bloom (1.1B) by 1.46 points, and Bloom (7B) by 1.22 points, with Paramanu-Telugu pre-
trained on 39.32 billion tokens. The improvements in metric scores for Tamil and Telugu instruction-
tuned models were modest, likely due to lower-quality machine translations from Bangla compared
to Hindi. Nonetheless, these results show strong performance of our models on various NLP tasks
despite their smaller size and fewer tokens, challenging the notion that larger models are always
better. Our findings suggest that smaller pretrained models can excel when trained on high-quality,
preprocessed data over multiple epochs, outperforming larger models trained on lower-quality data
for an epoch.

3.9.1 BASED ON HUMAN EVALUATION

We hard-prompted various LLMs (GPT-2 XL, GPT Neo 1.3B, LLaMa 2 7B, OPT 6.7B, and the
multilingual Bloom series) alongside our pretrained models (Paramanu-Bangla, Paramanu-Hindi,
and mParamanu for Sanskrit) without fine-tuning. The prompts reflected the local, cultural, and
literary contexts of Assamese, Bangla, Hindi, Konkani, Maithili, Odia, and Sanskrit. Due to resource
constraints, extensive evaluations focused on Paramanu-Bangla, Paramanu-Hindi, and mParamanu.
The top three predictions from each model were generated with temperature = 1.0 and top,, = 0.9.
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Models MMLU-Hindi HellaSwag-Hindi ARC-Hindi XStoryCloze-Hindi XNLI-Hindi Belebele-Hindi  Average (Hindi)
mParamanu 162M (ours) 24.84 24.87 22.35 49.24 33.70 25.44 30.07
Paramanu-Hindi 367M (ours) 24.38 24.83 27.05 47.92 32.00 23.33 29.92
Paramanu-Hindi-instruct 367M (ours) 30.25 29.42 30.23 58.00 40.25 42.78 40.14
Paramanu-Marathi 208M (ours) 25.49 26.59 23.97 48.71 33.73 27.33 30.97
Paramanu-Sanskrit 139M (ours) 25.16 25.64 25.17 50.23 34.46 25.66 31.05
Bloom 560M 23.67 27.50 23.88 54.79 40.80 26.44 32.84
Bloomz 560M (instruction-tuned) 25.87 26.48 24.40 55.53 35.58 26.00 3231
Bloom 1B 23.86 28.28 24.74 55.59 42717 28.00 33.87
Sarvam 2B 24.54 33.66 28.00 60.29 46.74 24.44 36.27

Table 6: Zero-shot evaluation of LLMs(<=2B) for cross-lingual language transfer in Hindi. All
benchmarks report Accuracy except for ARC (Normalized Accuracy). Max scores are in bold.

Models Belebele-Tamil XCOPA-Tamil MMLU-Tamil ARC-Tamil Average (Tamil)
Paramanu-Tamil 208M (ours) 26.88 57.60 24.37 24.51 33.34
Paramanu-Tamil-instruct 208M (ours) 30.22 56.00 26.95 26.04 34.80
Bloom 560M 27.22 55.80 23.95 25.57 33.13
Bloomz 560M (instruction-tuned) 23.55 58.60 25.78 25.30 33.30
Bloom 1.1B 25.77 57.00 24.67 24.34 32.94
Sarvam 2B 27.44 63.00 24.06 26.53 35.25

Table 7: Zero-shot evaluation of LLMs (<=2B) in Tamil script models. All benchmarks report
Accuracy except for ARC which reports Normalized Accuracy. Max scores are in bold.

Hem%){—wefst—}teéfbeﬂ—} For human evaluatlon we asked 10 annotators to evaluate top 3 responses
from models for each prompt on a scale of 0 (worst) to 5 (best). We report the average score of all
ratings. We also have reported normalised scores of ratings in Table 19 in appendix to handle
inconsistencies among annotators. We reached inter-annotator kappa score of 0.85 for Bengali, 0.79
for Hindi, and 0.72 for Sanskrit. Figure B in the Appendix shows the bar chart for inter-annotator
agreement’s Fleiss Kappa score. For Factuality, higher scores indicated better alignment with real
events, with some evaluators assigning a score of 0 when premises could not be verified.

Table displays the human evaluation of Paramanu-Bangla 87.25M model for the mentioned
Bangla prompts. Paramanu-Bangla 87.25M model scored an average score of 3.5/5 on grammar,
3.325/5 on coherence, 3.225/5 on creativity, and 3.2/5 on factuality metrics across top 3 generations
for each Bangla prompt. Table [0 compares the performance of Paramanu-Hindi 162M and other
LLMs including multilingual Bloom which was pretrained on Indian languages. In this table, we
can complete see that none of the open source LLMs have the ability to generate grammatically,
coherent sentences in Hindi except the Bloom series. Our monolingual model, Paramanu-Hindi
162M has performed better by 17.25% on grammar, by 46.05% on coherence, by 62.5% on cre-
ativity, and by 238.5% on factuality compared to Bloom 3B model despite being 19 times smaller
in size. Table [ in Appendix compares the performance of mParamanu-162M and other LLMs
including multilingual Bloom which was pretrained on Indian languages. We can see that none
of the LLMs have the ability to generate grammatically, coherent sentences in Sanskrit keeping
aside the factuality. Our multilingual model, mParamanu-162M has scored the highest among all on
grammar (3.75/5), coherence (3.166/5), creativity (2.166/5), and factuality (1.75/5) whereas Bloom
3B scored 0.166/5 on grammar, 0.0833/5 on coherence, and 0/5 for both creativity and factuality
metrics respectively. GPT-3.5-Turbo (ChatGPT) has scored very poorly 0.25/5 on grammar & co-
herence metrics, 0.1818/5 in creativity and 0.33/5 on factuality metrics respectively for Sanskrit text
generation. mParamanu-162M is smaller by 44.25 times compared to 7B LLaMa-2 model and yet it
has shown its high quality text generation in Sanskrit as compared to ChatGPT, LLaMa, and Bloom
series of models.

4 CONCLUSIONS AND FUTURE WORK

In this paper, we present a series of novel efficient small monolingual, bilingual, and multilingual
pretrained auto regressive models the range of 13.5M to 367.5M for 10 Indian languages across 5
scripts excluding English, thereby enabling GenAI NLP technology accessible to billion speakers in
the world and working towards including underrepresented languages to reduce the language bias
and divide in today’s NLP technology. We proposed a RoPE embedding scaling method that enables
us to pretrain language models from scratch at larger sequence length context without increased
GPU memory. We proposed novel tokenization technique of combining both BPE and Unigram to-
kenizers into a single tokenizer. We also proposed and performed language specific tokenization for
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Models Belebele-Telugu XStoryCloze-Telugu MMLU-Telugu ARC-Telugu Average (Telugu)
Paramanu-Telugu 208M (ours) 26.00 5142 25.12 26.32 3222
Paramanu-Telugu-instruct 208M (ours) 27.50 58.00 26.75 25.75 34.50
Bloom 560M 23.55 55.65 24.10 23.85 31.78
Bloomz 560M (instruction-tuned) 22.44 54.86 26.82 2491 32.25
Bloom 1.1B 26.88 56.38 24.53 24.38 33.04
Sarvam 2B 27.66 60.09 24.67 25.78 34.55

Table 8: Zero-shot evaluation of LLMs (<=2B) in Telugu script models. All benchmarks report
Accuracy except for ARC which reports Normalized Accuracy. Max scores are in bold.

Model Grammar Coherence Creativity Factuality
GPT2-XL 0.45833 0.37500 0.37500 0.37500
GPT-Neo 1.3B 0.91666 0.91666 0.91666 0.91666
OPT 6.7B 0.70833 0.70833 0.70833 0.70833
GPT-J 6B 1.12500 0.95833 0.95833 0.95833
LLaMa2 7B 0.70833 0.70833 0.70833 0.70833
Bloom 560M 1.70833 1.41666 1.41666 1.37500
Bloom 1.1B 1.33333 1.29166 1.29166 1.29166
Bloom 3B 1.54166 1.29166 1.33333 1.33333
Bloom 7.1B 1.75000 1.16666 1.16666 1.08333
GPT-3.5-Turbo 0.58330 0.75000 0.58330 0.58330

Paramanu-Bangla 108.5M (ours) 4.66666 4.58333 3.76280 3.45833

Table 9: Human evaluation results (average scores of top-3 generations per prompt) of open-end text
generation of Paramanu-Bangla v/s LLMs for 4 Bangla prompts on Grammar, Coherency, Creativity,
and Factuality metrics. Scale is O (worst) to 5 (best). GPT-3.5-Turbo was accessed in October 2023.

multilingual language modeling and domain specific tokenization for monolingual language mod-
eling for strong performance. Our multilingual tokenizer, mBharat shows the best fertility scores
among Indian language tokenizers. We considered typological grouping and pretraining on compa-
rable size of each monolingual language corpus for our multilingual mParamanu 162M to handle
data imbalance and curse of multilinguality. We evaluated our models for open-end text generation
with human evaluators on grammar, coherency, creativity, and factual metrics. We reached inter-
annotator kappa score of 0.85 for Bengali, 0.79 for Hindi, and 0.72 for Sanskrit. In our evaluation,
we found that none of the popular existing LLMs can generate grammatically correct and coherent
sentences in 10 Indian languages despite being pretrained on Indian language corpora. Our efficient
generative language models have performed better than Bloom 7B, LLaMa-2 7B, OPT 6.7B, GPT-
J 6B, GPTNeo 1.3B, GPT2-XL models for open-end text generation in Assamese, Bangla, Hindi,
Odia, and Sanskrit despite being 66 times to 20 times smaller in size. We also evaluated our models
and compared with several multilingual LLMs across various NLU, NLI, and commonsense reason-
ing benchmarks. Our models outperformed most multilingual LLMs of size 2B and performed very
competmve or even better than LLMs of size 7B on Val"lOl]S LLM benchmarks desplte bemg smaller
in size by by multiple order of magnitude ¢ ; 5
order-of-magnitude: We observed language transfer phenomena from low -resource to high resource
languages of same script and typology. We also instruction-tuned our pretrained models for Bangla,
Hindi, Marathi, Tamil, and Telugu and show their task handling capabilities.

In future, we would like to extend our multilingual model to 22 official Indian languages and align
our generative language models with multimodal encoders to develop multimodal generative lan-
guage models for Indian languages.

Model Gr Coherence Creativity Factuality
GPT2-XL 0.0000 0.0000 0.0000 0.0000
GPT-Neo 1.3B 0.0000 0.0000 0.0000 0.0000
OPT 6.7B 0.5833 0.1667 0.1667 0.0000
GPT-J 6B 0.5833 0.2500 0.0000 0.0000
LLaMa?2 7B 1.3333 0.3333 0.5000 0.2083
Bloom 560M 2.7917 2.4583 1.0000 1.1667
Bloom 1.1B 3.2917 2.7917 1.6250 1.3333
Bloom 3B 4.0833 3.1666 2.0000 1.0833
Bloom 7.1B 3.2917 2.7917 1.6250 1.3333
Paramanu-Hindi 162M (ours) 4.7917 4.6250 3.2500 3.6666

Table 10: Human Evaluation results (avg scores of top 3 generations per prompt) of open-end text
generation of Paramanu-Hindi 162M v/s LLMs for 4 Hindi prompts on Grammar, Coherency, Cre-
ativity, and Factuality metrics. Scale is 0 (worst) to 5 (best)
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A APPENDIX

Model Grammar Coherence Creativity Factuality
GPT2-XL 0.17 0.08 0.00 0.00
GPT-Neo 1.3B 0.25 0.00 0.00 0.00
OPT 6.7B 0.00 0.00 0.00 0.00
GPT-J 6B 0.33 0.33 0.00 0.00
LLaMa 2 7B 0.42 0.33 0.42 0.00
Bloom 560M 0.08 0.00 0.08 0.00
Bloom 1.1B 0.08 0.00 0.00 0.00
Bloom 3B 0.17 0.08 0.00 0.00
GPT-3.5-Turbo 0.25 0.25 0.18 0.33
mParamanu 162M (ours) 3.75 3.17 2.17 1.75

Table 11: Human evaluation results (average scores for top-3 generations per prompt) of open-end
text generation of mParamanu v/s LLMs for 4 Sanskrit prompts on various metrics. Scale is from 0
(worst) to 5 (best). GPT-3.5-Turbo was accessed in October 2023.

A.1 MODEL PARAMETERS

A.2 LANGUAGE DEMOGRAPHICS

A.3 TRAINING

Following (Hoffmann et all, PO027K), we set [r decay steps to max_steps and the minimum I7 is set

nearly to 0.1-Ir. The lr schedule starts with a linear warm-up from 0 to the maximum [r at 1000
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Models MMLU-Bangla ARC-Bangla Belebele-Bangla Average (Bangla) Belebele-A

Paramanu-Bangla 108M (ours) 23.82 25.75 25.11 24.89 25.33
Paramanu-Bangla-instruct 108M (ours) 27.60 28.50 32.45 29.52 30.54
mParamanu 162M (ours) 25.29 20.19 27.44 24.31 29.00
Bloom 7B 27.10 26.09 23.22 25.47 23.11
Bloomz 7B (instruction-tuned) 32.46 27.20 53.67 37.77 48.00

Table 12: Zero-shot evaluation of LLMs (> 2B) across translated benchmarks of MMLU, HellaSwag,
ARC datasets, and Belebele in Bengali script. All benchmarks report Accuracy except for ARC
which reports Normalized Accuracy.

Models MMLU-Marathi ARC-Marathi Belebele-Marathi Average (Marathi)
mParamanu 162M (ours) 25.68 22.16 28.00 25.28
Paramanu-Hindi 367M (ours) 23.78 24.16 24.66 24.20
Paramanu-Hindi-instruct 367M (ours) 28.72 27.85 32.00 29.52
Paramanu-Marathi 208M (ours) 25.39 26.49 27.33 26.40
Paramanu-Sanskrit 139M (ours) 24.96 26.49 24.33 25.26
Bloom 7B 27.30 25.54 24.00 25.61
Bloomz 7B (instruction-tuned) 32.62 27.44 53.00 37.68
OpenHathi 7B 26.09 24.24 25.88 25.40
Airavata 7B (instruction-tuned) 26.15 23.90 29.89 26.64

Table 13: Zero-shot evaluation of LLMs (>2B) for cross-lingual language transfer in Marathi. All
benchmarks report Accuracy except for ARC which reports Normalized Accuracy.

steps, followed by a cosine decay to the minimum [r until the end of an epoch of training. We used
the following equation for [r decay ratio.

t — warmupsgeps

lrdecay?steps — Warmupsteps

lrdecay_ratio =
where ¢ is the current training step.

A.3.1 26.58M PARAMANU-ASSAMESE MODEL

We used the same training procedure as mentioned in B3 but with a batch size of 64, gradient
accumulation steps of 4, and the maximum sequence length set to 1024, i.e., 262,144 tokens per
iteration and transferred the learned hyperparameters from 15M model to 42M model using (¢P)
transfer. We set maximum learning rate (Ir) to 3e-3 (max), weight decay to le-1. We trained our
bigger models with fused AdamW optimizer for an epoch of training with 81=0.9, 55=0.95, dropout
of 0.0, and scaled the gradient norms using a maximum norm clipping value of 1.0, and weight decay
of 0.1. For our experiments and modeling, we implemented our code using Pytorch 2.0, in-house
optmized CUDA kernels and used torch.compile feature for every model. To further speedup
training, we used BF16 mixed precision training.

A.3.2 87.25M PARAMANU-BANGLA MODEL

We used the same training procedure as mentioned in B3 but with a batch size of 32, gradient
accumulation steps of 8, and the maximum sequence length set to 1024, i.e., 262,144 tokens per
iteration and transferred the learned hyperparameters from 15M model to 110M model using (uP)
transfer.

A.3.3 108.5M PARAMANU-BANGLA MODEL

We used the same training procedure as mentioned in B3 but with a batch size of 32, gradient
accumulation steps of 8, and the maximum sequence length set to 1024, i.e., 262,144 tokens per
iteration and transferred the learned hyperparameters from 15M model to 140M model using (u:P)
transfer.

A.3.4 162M PARAMANU-HINDI MODEL

We used the same training procedure as mentioned in B3 but with a batch size of 32, gradient
accumulation steps of 8, the maximum sequence length set to 1024, i.e., 262,144 tokens per iteration
and transferred the learned hyperparameters from 15M model to 162M model using (uP) transfer.
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Models MMLU-Hindi HellaSwag-Hindi ARC-Hindi XStoryCloze-Hindi XNLI-Hindi Belebele-Hindi  Average (Hindi)
mParamanu 162M (ours) 24.84 24.87 22.35 49.24 33.70 25.44 30.07
Paramanu-Hindi 367M (ours) 24.38 24.83 27.05 47.92 32.00 23.33 29.92
Paramanu-Hindi-instruct 367M (ours) 30.25 29.42 30.23 58.00 40.25 4278 40.14
Paramanu-Marathi 208M (ours) 25.49 26.59 23.97 48.71 33.73 27.33 30.97
Paramanu-Sanskrit 139M (ours) 25.16 25.64 25.17 50.23 34.46 25.66 31.05
Bloom 7B 27.04 31.39 26.36 60.55 47.18 23.00 35.92
Bloomz 7B (instruction-tuned) 35.55 28.57 29.36 57.71 40.52 53.11 40.80
OpenHathi 7B 27.69 30.54 25.51 57.04 39.03 32.66 35.41
Airavata 7B (instruction-tuned) 30.43 29.53 25.60 55.59 39.04 41.44 36.93

Table 14: Zero-shot evaluation of LLMs (>2B) for cross-lingual language transfer in Hindi. All
benchmarks report Accuracy except for ARC which reports Normalized Accuracy.

Models Belebele-Tamil XCOPA-Tamil MMLU-Tamil ARC-Tamil Average (Tamil)
Paramanu-Tamil 208M (ours) 26.88 57.60 24.37 24.51 33.34
Paramanu-Tamil-instruct 208M (ours) 30.22 56.00 26.95 26.04 34.80
Bloom 7B 25.55 59.20 26.39 24.69 33.95
Bloomz 7B (instruction-tuned) 50.66 57.40 29.48 28.10 41.41

Table 15: Zero-shot evaluation of LLMs (>2B) in Tamil script models. All benchmarks report
Accuracy except for ARC which reports Normalized Accuracy.

A.3.5 367.5M PARAMANU-HINDI MODEL

We used the same training procedure as mentioned in B3 but with a batch size of 32, gradient accu-
mulation steps of 16, the maximum sequence length set to 1024, i.e., 524,288 tokens per iteration
and transferred the learned hyperparameters from 15M model to 367.5M model using (uP) transfer.
After 1 epoch of training, the average validation perplexity is 11.05240 whereas the average training
perplexity is 10.99616.

A.3.6 87M PARAMANU-ODIA MODEL

We used the same training procedure as mentioned in B3 but with a batch size of 64, gradient
accumulation steps of 8, and the maximum sequence length set to 1024, i.e., 524,288 tokens per
iteration and transferred the learned hyperparameters from 15M model to 110M model using (u.P)
transfer.

A.3.7 139.3M PARAMANU-SANSKRIT MODEL

We used the same training procedure as mentioned in B3 but with a batch size of 64, gradient
accumulation steps of 8, and the maximum sequence length set to 1024, i.e, 524,288 tokens per
iteration and transferred the learned hyperparameters from 15M model to 175M model using (uP)
transfer.

A.3.8 13.5M BILINGUAL KONKANI-MAITHILI GPT MODEL

Both Konkani and Maithili languages are typologically similar (Devanagari script). For bilingual
model, we trained two 27M models with language agnostic tokenization and language specific tok-
enization to study the impact of language specific tokenization against language agnostic tokeniza-
tion for multilingual language modeling. For training with the language specific tokenization, where
we basically trained independent BPE tokenizer on Konkani and Maithili corpora with a tokenizer
size of 1000 and 750 respectively and merged them together. For language agnostic tokenization,
we trained BPE tokenizer on the merged corpora of Konkani and Maithili with a tokenizer size of
1750.

We used the same training procedure as mentioned in B3 but with a batch size of 128, gradient
accumulation steps of 2, and the maximum sequence length set to 1024, i.e., 262,144 tokens per
iteration . We transferred the learned hyperparameters from 15M model to 27M model using (¢P)
transfer.

A.3.9 92.63M MULTILINGUAL MPARAMANU MODEL

For our multilingual mParamanu model, we selected the languages on the basis of typological group-
ing and having comparable corpora as shown in the Table [, to avoid pretraining our multilingual
model on disproportionate corpora of multiple languages. Thus, we avoid adding the Hindi corpus
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Models Belebele-Telugu XStoryCloze-Telugu MMLU-Telugu ARC-Telugu Average (Telugu)
Paramanu-Telugu 208M (ours) 26.00 51.42 25.12 26.32 3222
Paramanu-Telugu-instruct 208M (ours) 27.50 58.00 26.75 25.75 34.50
Bloom 7B 24.66 57.37 26.62 24.47 33.28
Bloomz 7B (instruction-tuned) 43.11 58.23 29.55 27.98 39.71

Table 16: Zero-shot evaluation of LLMs (> 2B) in Telugu script models. All benchmarks report
Accuracy except for ARC which reports Normalized Accuracy.

Test input indic multilingual text in 7 languages: ©ldo (19§ \?gﬁ Glo ST Whop i ¥t
9T WA & R & Tl 92 YRA B 29 3B QUGS 62Q8 67119 AIGQE 3T 9T ARy

Tokenized by LLaMA-2 32k tokenizer:['_", '<OXE0>', '<OxA6>', '<OXxAD>', '::T, '<OxE0>",
'<OxA7>', '<0xB0O>', "9, ', W, 'C:T, '<OXE0>', '<0xA7>', '<0xB0>','_, W, "#:T, "', '<OXE0>",
'<OXA7>, '<0x83>', '<OXE0>', '<0XxA6>', '<OXAD>', '<OxE0>', '<OXA7>", '<0x82>", "W, s, ' "
'<0xE0>‘ '<OxA6>', '<OxAD>, T, ', 9 L, '<OXxE0>', '<OxA6>', '<0x86>, W, T, T, '_', T,
P PG '<0xE0>' '<0xA7>', ‘<Ox83>‘ '<0xE0>' '<OxA6>’ '<0xAD>', '<OxEQ>', '<0xA7>’

) PR T LA Y, L L R B T,
.I?V,' UURES U R VA V< e, "T, N
S '<0x]30>', '<OxXAC>', '<0xAD>',
'<OXEO>', ‘<0xAC>’, '<OXBE>‘, ‘<OX.EO>', '<0xAC>', '<0xBO0>', '<OXEQ>', '<OxAC>, '<0xA4>","_,
'<OxEO0>', '<0xAC>', '<0xB9>', '<OXE0>', '<0XAD>', '<0x87>', '<OxE0>', '<OxAC>', '<0x89>',
'<OxEO0>', '<0xAC>', '<0x9B>', '<OxE0>', '<0XxAC>', '<0xBF>',"_, '<OxE0>', '<O0XAC>', '<OXxAE>",
'<OxEO0>', '<0xAD>', '<0x8B>", '<OxEQ>', '<OxAC>', '<0xB0>","_, '<OxE0>', '<OXAC>', '<OXxAE>",
'<OxE0>', '<0xAC>', '<OXBE>'", '<OXEQ>", '<OxAC>', '<0xA4>', '<OxE0>', '<0xAD>', '<0x83>',
'<OxEO0>', '<0xAC>', '<0xAD>', '<OXE0>', '<0xAD>', '<0x82>', '<OxE0>', '<0xAC>', '<OxAE>',
'<OxEO0>', '<OxAC>', '<0xBF>','_", "37, "9, ", 'H', "I, @, L, 9T, <0xE0>,

'<OxA4>','<0x83>','_", "W, T, X, T, q, X, , '<OxE0>', '<0xA4>', '<0x83>"]

Tokenized by mBharat tokenizer:['__©l<w’, ' AT, '_A1Q', g, fir, Sl S, A,
g, fir,_Hm, e '_%{QT', R, '_%"', "R, _@ g, S, '_%«'-ET', RS, &, '_é?T‘,
e, QIS _6LR@, 6y, _q, e, QT 3T, T, @ '_é’@T‘, YRS,
)

Figure 5: mBharat Tokenizer v/s LLaMa-2 tokenizer for input in 7 Indian languages.

in the multilingual pretraining. We grouped Bodo, Dogri, Konkani, Maithili, and Sanskrit language
corpora in the same group as they follow Devanagari script, Assamese and Bangla (Bengali) were
grouped together as they follow Assamese-Bengali script and Odia was kept as independent as it
is typologically different than the Devanagari and Assamese-Bengali script during tokenization and
pretraining. The multilingual model mParamanu was trained on the clean preprocessed pretraining
data of Assamese, Bangla (Vacaspati), Bodo-Dogri (merged), Konkani, Maithili, Odia, and Sanskrit
corpora as shown in Table [9.

We used the same training procedure as mentioned in B3 but with a batch size of 32, gradient
accumulation steps of 8§, maximum sequence length set to 1024, i.e., 524,288 tokens per iteration
and a language specific multilingual tokenizer (mBharat).

A.3.10 162M MULTILINGUAL MPARAMANU MODEL

We used the same training procedure as mentioned in B3 but with a batch size of 32, gradient
accumulation steps of 8, the maximum sequence length set to 1024, i.e., 262,144 tokens per iteration.
We used language specific tokenization for the multilingual mBharat-162M model. It took 4 days
and 11 hours to get trained on single A100-40G GPU with the mentioned specifications.

A.4 DATA CLEANING METHODOLOGY

1. For languages in Devanagari, Assamese-Bengali, and Odia script (Assamese, Bangla,
Hindi, Konkani, Maithili, Odia, Sanskrit), we perform splitting of sentences by punctua-
tion “dari”/“danda” (1)

2. Removal of non literal characters for a given language and Unicode normalization

3. White space normalization.
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Figure 6: Training Perplexity v/s Tokens and Training Perplexity v/s training steps for Paramanu

pretrained models.

n_params | d_model | n_layers | n_heads | dim_head | max_seq_length
15SM 288 6 6 48 512

27TM 512 4 8 64 1024

42M 512 8 8 64 1024

110M 768 12 12 64 1024

140M 768 15 12 64 1024

350M 1024 12 16 64 1024

425M 1280 18 10 128 1024

Table 17: Model architectures considering tokenizer size of 32000

4. Removal of English literals, Roman digits, French, German, Italian, Russian, Chinese liter-
als and punctuation following Unicode representation using regular expressions

5. Removal of emoticons, symbols, pictographs, transport & map symbols, and iOS flags
following Unicode representation using regular expression

Language Family Script #Speakers
Assamese  Indo-European  Assamese-Bengali 24M
Bangla Indo-European  Bengali 300M
Hindi Indo-European  Devanagari 692 M
Konkani Indo-European  Devanagari 2M
Maithili Indo-European  Devanagari 14M
Marathi Indo-European  Devanagari 9M
Odia Indo-European  Odia 43M
Sanskrit Indo-European  Devanagari 0.025M
Tamil Indo-Dravidian ~ Tamil TTM
Telugu Indo-Dravidian ~ Telugu 9SM

Table 18: Speaker estimates according to the Indian Census 2011
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6. Removal of links, emails, HTML/XML tags, emojis, language specific punctuation, per-
sonal information like phone number, address, ID number using regular expression. We
also deduplicated web scrapped pretraining corpora in respective languages

Language Corpus Source Corpus Size  #Sentences
Assamese  Indic Corp v2 + Wikipedia + Curated books (ours) 3.2GB 5,734,166
Bangla Vacasapati + Wikipedia + Curated books (ours) 3.6 GB 22,533,608
Hindi IITB monolingual + Wikipedia + Curated books (ours) 15.8 GB 52,124,643
Konkani Indic Corp v2 516.5 MB 1,337,693
Maithili Indic Corp v2 191.3 MB 947,386
Marathi Indic Corp v2 + Wikipedia + Curated books (ours) 125 GB 34,567,839
Odia Indic Corp v2 + Wikipedia 6.2GB 14,657,392
Sanskrit Indic Corp v2 6.7GB 17,034,631
Tamil Indic Corp v2 + Wikipedia + Curated books (ours) 10.7GB 27,872,768
Telugu Indic Corp v2 + Wikipedia + Curated books (ours) 13.5GB 40,241,847

Table 19: Pretraining Data details after data cleaning.

A.5 HUMAN EVALUATION
A.5.1 MPARAMANU-162M vSs BLOOM 1.1B EVALUATION

From Table 0 we see that Bloom 1.1B model could not distinguish languages of the same script so
when we prompt Bloom with Konkani, Maithili, and Sanskrit (Devanagari script), Bloom only gener-
ated incoherent, grammatically incorrect text in Hindi whereas our multilingual model, mParamanu-
162M was able to recognise prompt in respective distinguished languages Konkani, Maithili, and
Sanskrit (Devanagari) to generate grammatically sound and coherent text in respective languages.
Similarly, Bloom 1.1B could not identify Assamese (Assamese-Bengali Script) and generated out
of context Bangla words including series of Bangla alphabets for the Assamese prompt as shown
in the table PO whereas mParamanu-162M model generated coherent sentences in Assamese when
prompted with Assamese prompt. However, mParamanu-162M model is 7 times smaller in size than
Bloom 1.1B and has better text generation capabilities in terms of grammar, coherence metrics for
languages under consideration. This makes us to ascertain that despite Bloom being pretrained on 45
languages including Indian languages yet its text generation capabilities is very limited in terms of
grammatically correct and coherent text generation for Indian languages. Therefore, its not the right
way to pretrain on many languages together varying script at the same time without considering
linguistics typology, features, and disproportionate pretraining low quality corpus in multilingual
setting.

A.5.2 BANGLA EVALUATION

We hard prompted the pretrained models with the following Bangla prompts, prompt 1: &p-
Al OIOIE® I, T FERAIPE 499 (7! (phéluda topaseké balala, ya
lalamohanababuke khabara de) — Feluda told Tapshe, Go and call Lalmohanbabu (from
a popular detective novel series), prompt 2: Q¥ JTFY SR ILI TIF! (émana samaya
hathat baghera daka!) — suddenly there was a tiger roar (astonishing fearful expression),
prompt 3: &¥ Q01 G, Jl! (apu esé dakala, ma!) — Apu came and called, Mother (Apu is
a character in a popular novel, also adapted into a popular movie), prompt 4: GT 4 ﬂfﬁ (ATl (sé
khuba khusi halo) - she became very happy (generic statement). All these prompts are related
either to common expression in Bangla or covers diverse Bangla literature and cultural context in
Bangla speaking community in West Bengal, India.

Table displays the human evaluation of Paramanu-Bangla 87.25M model for the mentioned
Bangla prompts. We see Paramanu-Bangla 87.25M model scored an average score of 3.5/5 on
grammar, 3.325/5 on coherence, 3.225/5 on creativity, and 3.2/5 on factuality metrics across top
3 generations for each Bangla prompt. Table B compares the performance of Paramanu-Bangla
108.5M and other LLMs including multilingual Bloom which was pretrained 45 languages includ-
ing Indian languages. In this table, we can see that none of the open source LLMs have the ability
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Prompt mParamanu-162M Bloom 1.1B
@R 71 OIS @] (71 OIS Q9 ARFOT X @R T TS (GIPNEG AIANCHT) [GA[@  IFRSFGNST
(Assamese) (mora désa bharata ékhana samskrtika | REmdtcaoer wfaw 99 RegadtssoeR

(ora désa bharata)

kéndra)

@R o1 TiFs [Py RSy Si3e gl oI5 o
Sfdce

(mora désa bharata bisbara bibhinna thaira
sarhskrtikalaiyé garha lai uthiche)

AN st R I Hioiey Gfom

(mora desa bharata (sosaiti
bamladésa)'.tathyastitra bahihsamyoga
bisayasréni:barhladésera darsaniya sthana
bisayasreni:barladéséra pracina sthapatya

bisayasréni:barmladéséra sthapatya aitihya)

@Y (71 BIFo0 (F) Q) o) 9) 5) §) F) ¥) 51) 9) 5) V) )
<) °1) 9) 5) ¥) F) ¥) 1) q) 5) F) F) ) o) V) 5) ) F) ¥)
) =) 0)5) N) ) Q) =) 0) 5

(mora désa bharatata (ka) kha) ga) gha) @) ca)
ma) ka) kha) ga) gha) €) ca) ma) ka) kha) ga)
gha) €) ca) ma) ka) kha) ga) gha) €) ca) ma)
ka) kha) ga) gha) €) ca) ma) ka) kha) ga) gha)

T T SIS
(Bengali)

amara désa bharata

W @ SIFOJY, HFTIT (IHHIT T SIFoI

(@amara désa bharatabarsa, amadeéera
désaamara desa bharatabarsa hindusthana)
TR ¢ SROIET [RAMG WLT 9T ST ISR
IS

(amara désa bharatabarseéra birata amsa
éka samaya bangadéséra mata chila)

€) ca) ma) ka) kha) ga) gha) €) ca)
Herst

[, TR, Trerst, IR,

(amara deésa bharata, barmladésa, pakistana,
$rilanka, mayanamara, thailyanda, indoneésiya,
mayanamara, S$rilanka, daksina koriya, japana,
cina, jarmani, thailyanda, cina, Dbharata,
indonésiya, mayanamara, srilanka, mayanamara,
thailyanda, indonésiya, mayanamara, S$rilanka,
daksina koriya, japana, cina, jarmani, thailyanda,
cina, bharata, indonésiya, mayanamara, srilanka,
mayanamara, thailyanda)

T O BTG 8 AT SIS Q] 3 FANNY I S
QFIST (AT FAR VW @ o713 FoAfT Srifs serer
I I

(amara deésa bharata 0 musalima jatira aikya 0
kalyana kamanara sangeé ekatmata posana karara
madhyamé € désa 0 musalima jatira kalyana
kamana karachi.)

IR gHR 381 31D
(Maithili)

(bharata hamara désa

AR 81 %goll &1 81 Hietid
(bharata ho mhajo désa ho molamta)

AR §HR 3 AT 3R 3it 237h FaTeg ued sitauia e

‘lm%asﬂ?%m SfS, g offd 2B Iw " 7w g W I"g W
"gI| !
(bharata hamara désa achi, kahé achi ?" "hé rama

achi) (bharata hamara désa achi aura 6 désaka | !"hé rdma !""hé rama_!""hé rama ! "hé ramal)
sarvocca padasam oOtaprota achi) (generating Hindi) ¥RA §¥R &7 31T | fAry 1fy & S1raes & ferg
31TST T &1 hThT 3TesT 8| 31T il 4 B Aiehe) & oy ahls wRam=it
8 e, Ty & orret & R a1k fog 5 sreeT R A Hendm
Hl
(bharata hamara désa achi. mithuna rasi ke
jataka ke lié aja ka dina kaphi accha hai. 3&ja
ki dina mém naukari ke lie kol parésani nahirm
rahégi, satha hi aja ke dina apake lie kucha accha
kama mila sakata hai)
(generating Hindi)
VIR 62QR 641 AIPYRC | QR 62K 6£11Q AIPYC IR INQPTNRNE! 6QIRNT | VL QY 6CIR AIREPC (bharata héuchi mora
(Odia) (bharata heéuchi mora matrbhtimi jatira | matrbhumi.)
ékatrikarana hoichi) _ QAP 6208 671K FIPRA B 66 [EFS 66lPIRI
Qe 6208 6IR AIPRE G 6l ?@Q@!l (bharata | (bharata héuchi mora matrbhimi 6 désara
héuchi mora matrbhtimi 6 mo nijasvata) chatamata Saucalaya)
3T &8T: ARAdY: 3T 381 WRAAY: aia’mdt (asmakam désah | /T 3 WRaAWw: Il Il (asmakam desah
(Sanskrit) bharatavarsah sarvatisayi) bharatavarsah)
(asmakar désah | s 3w WRAAY: ofd (asmakarm  désah
bharatavarsah) bharatavarsah vartaté)

Table 20: mParamanu-162M v/s Bloom 1.1B open end text generation for Indic prompts.
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Input Prompt

Text Generation

JEIAT Jf1 (Kamakhya
Temple)

I Aeo SHAFo 24 Jzual ave 2% | (kamakhya mandirata upasthita ha’ba grhamantri amita shaha.)
TR 9 v Aree gaEa FEs ey w2 @t v’ 39 /9 1 (kamakhya mandira darsanara pachaté
mukhyamantri himanta bisha sarmai phléga sba’ mukali kariba.)

I IR @I 2GS @I (@A 9 @ T 36T (B It 4 WIF WK | (kamakhya mandiralai yova
pathata yova kono €jana lokakeé ka’bhida tésta karibalai anurodha aru ahbana.)

BTN BIR (Assam Tea)

TSN BIR NGS SRUS NISA1G XIS 4¥€0 | (asama caha majadura samghara marigamo Sakhara dharmaghata.)
TN BT TSR SRES 0Pt 0t 2fie TGS 0¢oBHIeeT It S AINTG 5 TR 2T 0 TR i fore SR
IR AREITE Foferre vz 2w RS Ao vgd 3577 FAERT 93 Reet sier 4795 SIO7BT FART I 21 | (asama caha
majadura sarmghara nirdésa marmé sramikara majuri 350takalai brddhi karara dabita 1 navémbara para
3 naveémbaralai tinidiniya karyasiuciré bagicha samihara karyabahl paricalaka majalilata caha s$ramikara
bibhinna dabita caturtha bargara karmacarira éka bisala gana dharmaghata karyasiicl ripayana kara haya.)
BT B1R NS AT (QRRIG <ML TS14S I (iR s ST GIIS SR I @ IS TN SRS A IFEE CFao
TN 5IPIRT RN T R 6 TR T T TN W 9J2F IR IR I (TP o (7Y v qemaIrar anfds simah
&I Y W3tz | (asama caha majadura sarhghara yorahata $akhara sabhapati rajéna gomhai aru sampadaka
saurabha gayané kaya yé paravartl samayata upayukta nyaya byavasthara ksétrata asama carakarara ministri
aba bémka lata ava asama aru asama arama grhara byavasthara babé bahu lokaka asama prémi daridra
rajaghariya arthika saharyya pradana kari ahiche.)

SlIGO IR R
Hazarika)

(Bhupen

U FTGTP! AT SATRTBIC 92 TS AN SIS PIICR SSorT 9<% | (bhilpéna hajarika nyasa guvahatiyé ei nyasara

babé pradana kariché janajatiya puraskara.)

OO ZIIRPT @NET IFA ST R =g g =i Prororas seifdsiSt aasm erdt wifes ssf s sifieR 9ot

F RS efserta f& | (bhapéna hajarika hémacandra baruva asamiya binddana sastrara pitr sbargiya

gité}gatrara sbatbadhikari hémacandra gosbami achila asamiya bhasa sahityara égaraki bisistha pratibhasali
yakti.)

I TSR CTGAIB T 89T TG TG BRI OF I=R AFGAITS J3& AT Grorg Sra7 a1 ¢x0z | (bhiipéna hajarika

setughata ra Oparata ujani asamata calova éka bahat abhiyanata brhat parimanara dragacha jabda kara

haiche.)

&2 (Bihu)

Rz w1ae afie ERPAIOIGOINT WHoN O @TPHI6Igo | (bihu asamara ébidha lokanatyanusthanara anyatama éka
lokanatyanusthana.)

Rz Traroes TfRmcos S5 (roole $9fRfos Riag @fSre Wogerol «e $f39 o<1 I19 | (bihu udayapanara jariyatéo
maka déutakara upasthitita siSura bélikao sbacachalata labha kariba para yaya.)

R ow =T Io12 §2R¥S | (bihu céré majulira akasa bataha mukharita.)

Table 21: Paramanu-Assamese open end text generation for Assamese prompts capturing local con-

text and culture.

Input Prompt

Text Generation

@oiglel AP (Jagannath
Mandir)

@e1glel 12ag @de AR 21g92el ARIAIER ALAJRE 24 69e 6Ide 61G6x @ARE | (jagannatha mandiraku darsana paim
asuthiba pilamaneé mahaprabhunka adya sébaka sasana gadiré basichanti.)

@6IgIel ABQG 66 FRLR! REIZIEl APAR 62 IR TR AR 61T 6F 2QRIR FAUARIYRIERER @Y FIGR FRIRRE Feils!
@QILIR | (jagannatha mandiraku samyoga karuthiba jagannatha mandirara tihya sthanara bikasa paim 5koti
tanka anudana diayaithibabélé bas standara nabikarana nirmana karayai.)

@6IgIEl PR ARSIRG *FITR QOer A0 62028 2a8 AIR 6@RI | (jagannatha mandira paricalana kamitira piirbatana
sadasya heéuchanti ananta kumara jéna.)

g AR 6@RIQE (Puri
Sea Beach)

g AIGIR 6QRIQFER FRURF 6QRE ABHIGIS GG A%tg QRS HiF1 e IFRINe qIQl ¢ QIQ@! @911 (purl sagara
belabhiimiré subharambha hoichi antarjatiya khyati samparnna baluka $ilpi sudarsana pattanayakanka dvara
bisva baluka krt.)

QR AR 6QRIPF FERIYAR TelFl FRER QR §IRGIIl AR Rdse @eYRR Q6N | (purl sadgara bélabhdmi
mahotsabara prathama dinaré puri Srjjagannatha mandiraré akarsanlya nrtyakala drsya.)

YN QTR 6QRIQFER 919 PR Al6ER | (purl sdgara bélabhimiré 32 phutara panthéra.)

@@l @@ (Chilka Lake)

MR 2R VEARNR IRLEQ g IRIFR ewPe Figem | (cilika hrada bhitarakanika prabhrtiré bibhinna prajatira
dalaphina miluthila.)

R 2@ PHER gR@ AR AT AIFIRY @@@2l @RI (cilika hrada bhiimré chuimba samudra asila samanya bahalia
juara.)

ORRl 2@ QIPEN 658PREN B AR FRYIA 6@R Y2 AR JRIY IRAR FER B QAIFEN AR AR URIR TANCRLYRER YIRS
QAR YRR *R I ORI YR g@AIe @1 (cilika hrada brahmani baitarani 6 anya jaladvipa déi éhi nadi puriku
prajanana karé 0 brahmani nadira jala yajapura tikayatanandapuraré prastabita rasapathara punaruddhara
kari é jilla pragatira sutrapata hue.)

6@1616 g4 ADR (Konark
Sun Temple)

6QI6Ie gy PR a4 IR AIRYGI QIFER FENAZIF 60 6mesm 6@I6Ie Qua@ | (konarka siryya mandiraku bisva
tihyara manyata dabiré mukhyamantrinku cithi lékhilé konarka bidhayaka.)

6@161I6 Y4 AIRQ AIREREER 6RIIS F62I9e @Q A6 | (konarka siiryya mandira padadésaré konarka mahétsaba ud
ghatita.)

616116 g4 AR FRG ALY 6°R 6R16lIE QT JERIE FRQI d6Q F6@EN MIRIR AGFIR QUER YSIAR ¥y IRl MG LRI
| (konarka stryya mandirara bibhinna abyabastha néi konarka yatri pratibada kariba paré bidési yatrinka
agamana upare prasasana 144 dhara lagu karithila.)

Table 22: Paramanu-Odia’s text generation for 4 Odia prompts capturing local context and culture.
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I Input Prompt Text Generation
Assamese T @R TQYR @R T OIS 19 [ATON 131 SRFFSPCTR *1G ¢oF ST
@ 71 BINS O3 ARFRT @
Bangla SRS AN QG TR P SIROIT AWICR O |
TN o7 SROIRT RRATE XT 9F T IHOCTR TS foed |
Dogri TST 38T 9Rd & TTST 221 HIRd 8 81 31191 & G 4 31 aTell SR TR 6 STo1 STS SHaT1 iz el ol JoTRARYR &l AT 6 aa1 & FTaela
o it Y /s @ off o
Konkani R gl Tgail &1 IR &1 Fgoll &1 g1 AP a1 AT
TR gl TS 3 MR 7T SAgTid 3 odT 3fAgTeia STRuTadT Sieel dgd T <1 fagramey sieet e it gre
sfagraret gaut ymT e
Maithili TR §¥R &4 1D IR GAR 327 TS 7R 3T A2k Tl el Ued SATawiiet e
TR TSt 331 g At |
Odia QUG 62Q& 61Q AIFRE QG 628 671Q AIFRE Alox INTRRE 6QRE
QU 6208 661 AIPRE G 671l FRY!
Sanskrit ITEHT &1 WRAdY: ST &2 WRAAY: Gaifa=mat|
ST 3: HTRAaY: 3 = |

Table 23: mParamanu 162 M pretrained model text generation

Prompt Text G fon (fop-3) Grammar__| Consistency | Coherency [ Factuality

GPIAl COACIE AT, 1 | GOl (TG IoTed, [T FICTRIZARIGEs AT (7! TRl ST € (I (ISR YO BIGR SSA ST | ST | 3/0.66 28053 26004 25033

TR WG| Gt oI (AT | YBIIR IE SN @ IS IS, G Gt e et frceast T3, S a1 2 @wegt

TMEAM S eIt IR 5T ofet | SN wire ARG Az Jrbam

T COTHATIC JeTeT, Tl SATAIRAAIEE 43T 01! Bf wsteea|

I (SIACTE IoTA, Al AT 43T 1! SUEAS N FAE, WA ) 00 N, W AR S|

AR |- Wiy S wre|

N STNH DR AR G | AN ST 2DIR I ! M OF ©T<h I T 7! 7 VAT ATCACOR 172 2200 G I HTICS FIoAT | 3.3/0.60 2.9/0.40 2.8/030 28003

Ruber]

§w§<WW! 1@ ©r BI- B B $f¥e11 a6 281 @ 18 I 2T @A W wwicera s 27
i3 |

QN ST Z5IR AL TIF! I TH AR 27001 5g f&eT| T3 & TR G0 9 GBT *TSTFR JCoT 68T

1t e S wrer? e R-are &, &, s Ry s s @t o7 st sinearer 93 1R’ G R ot

7] 90T O, | A3 QBT TIPe, T, (ATO TS| 4 ry ry 4

9] 9T TIR5e, I, 3 Hl, IR ANG?

w9 acT G, T, R a, e efis @ sea)

T g LN 2T G743 PN 20| F]I3 OIS AS FAIE (B1C (0| S o (AT (e O W1 A1SHTH o1 OF &A1S &l Sl | 3.7/0.70 3.6/0.6 3.5/0.50 3.5/0.50

T 4R PN =N SICAT 20T, T

T 4R PN =1 RGBT = ¢o1ez|

Table 24: Human evaluation results of open-end text generation of Paramanu-Bangla 87.25M for
4 Bangla prompts on Grammar, Coherency, Creativity, and Factuality metrics. We use the format
(a/b) where a is the average score of top 5 generations on scale of 0 (worst) to 5 (best) and b is the
normalized score according to a; b = apmin/(Amaz — Gmin)

to generate grammatically, coherent sentences in Bangla except the Bloom series keeping aside
the factuality. Our monolingual model, Paramanu-Bangla 108.5M model has scored 202.7% bet-
ter and 166.6% better on grammar metric, 254.84 % and 292.86% on coherence metric, 182.22%
and 222.53% on creativity metric, 159.4% and 219.23% on factuality metric than Bloom 3B, and
Bloom 7B models respectively, despite Paramanu-Bangla is 28.3 times and 67 times smaller in terms
of total number of parameters than Bloom 3B and Bloom 7B. Interestingly, we found that Bloom
560M model performed better on all the metrics than the bigger Blooom models. Here, we can see
the curse of multilinguality coming in picture as the increase of number of parameters of the mod-
els with 45 languages in the pretraining data seems to downgrade the text generation capabilities.
Among other series, GPT-Neo 1.3B tends to be better than LLaMa-2 7B, OPT 6.7B and GPT2-XL
for Bangla text generation. Table 8 compares the text generation of OPT 6.7B model with our
pretrained Paramanu-Bangla model for Bangla open end text generation. Table X4 compares the text
generation of LLaMa-2 7B with our Paramanu-Bangla. Table I8 compares GPTJ 6B with Paramanu-
Bangla, and table Bl compares the series of multilingual Bloom models with Paramanu-Bangla and
table 9 compares the GPT2-XL, GPT Neo 1.3B with our Paramanu-Bangla for open end text gener-
ation for the above mentioned prompts. We observed that GPTNeo 1.3B even generated Arabic text
when hard prompted with Bangla prompt Q¥ T8 251 JICA GIF! (émana samaya hathat
baghéra daka!)

From Figures [ and 3 we can see that GPT-3.5 Turbo mixed Bengali with Assamese languages
together as a response to Bengali prompt. The mixed text generation make no sense in neither Bangla
nor Assamese. When we hard prompted GPT-3.5 Turbo through Open Al website, we received the
same output to our prompts. Therefore, our evaluators scored top 3 responses with the same scores
to 4 Bangla prompts.

A.5.3 SANSKRIT EVALUATION

We hard prompted the models with the following prompts: 37¥HTeh & WRAAY: (asmakarm
désah bharatavarsah) — our country Bharatavarsha, 3&: 9@R: @f< (védah catvarah
santi) — there are four Vedas, Ag] fA®T= Id9d (mahyarh mistannam rocaté) — I like sweets,
and fodf & TS (kimartham tvam gacchasi) — why are you going.
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Table [T compares the performance of mParamanu-162M and other LLMs including multilingual
Bloom which was pretrained on Indian languages. We can see that none of the LLMs have the ability
to generate grammatically, coherent sentences in Sanskrit keeping aside the factuality. Our multi-
lingual model, mParamanu-162M has scored the highest among all on grammar (3.75/5), coherence
(3.166/5), creativity (2.166/5), and factuality (1.75/5) whereas Bloom 3B scored 0.166/5 on gram-
mar, 0.0833/5 on coherence, and 0/5 for both creativity and factuality metrics respectively. GPT-
3.5-Turbo (ChatGPT) has scored very poorly 0.25/5 on grammar & coherence metrics, 0.1818/5 in
creativity and 0.33/5 on factuality metrics respectively for Sanskrit text generation. mParamanu-
162M is smaller by 44.25 times compared to 7B LLaMa-2 model and yet it has shown its high
quality text generation in Sanskrit than ChatGPT, LLaMa, and Bloom series of models.

Table BT compares the text generation of OPT 6.7B model with our pretrained mParamanu model
for Sanskrit open end text generation. Table B2 compares the text generation of LLaMa-2 7B with
our mParamanu. Table B3 compares GPTJ 6B with mParamanu, and table B3 compares the series
of multilingual Bloom models with mParamanu and Table B4 compares the GPT2-XL, GPT Neo
1.3B with mParamanu for open end text generation. Figure [ and Figure [ are GPT-3.5 Turbo
responses to respective Sanskrit prompts.

A.5.4 HINDI EVALUATION

We hard prompted the LLMs (LLaMa-2, Bloom Series, GPTNeo 1.3B, GPT2-XL) and our
Paramanu-Hindi 162M pretrained model with the following Hindi prompts, prompt 1: Ifa= a-gam
(Sachin Tendulkar), prompt 2: fMged @M (Shah Rukh Khan), prompt 3: HgIHT ieft (Mahatma
Gandhi), and prompt 4: T HIRMEA (Lata Mangeshkar). These prompts are related to popular
celebrities across cricket, films, politics and music respectively in India.

Table M compares the performance of Paramanu-Hindi 162M and other LLMs including multilin-
gual Bloom which was pretrained on Indian languages. In this table, we can complete see that none
of the open source LLMs have the ability to generate grammatically, coherent sentences in Hindi
except the Bloom series. Our monolingual model, Paramanu-Hindi 162M has performed better by
17.25% on grammar, by 46.05% on coherence, by 62.5% on creativity, and by 238.5% on factuality
compared to Bloom 3B model despite being 19 times smaller in size. Table B4 compares the text
generation of OPT 6.7B model with our pretrained Paramanu-Hindi model for Hindi open end text
generation. Table B8 compares the text generation of LLaMa-2 7B with our Paramanu-Hindi 162M.
Table B9 compares GPT-J 6B with Paramanu-Hindi 162M, and Table B0l compares the series of multi-
lingual Bloom models with Paramanu-Hindi 162M and Table B compares the GPT2-XL, GPT Neo
1.3B with our Paramanu-Hindi 162M for open end text generation. We observed GPT-J 6B gener-
ated random text in Japanese too when prompted with Hindi prompt g2 €T (Shah Rukh Khan)
and also generated random text in Portuguese when prompted with ST H7TeRR (Lata Mangeshkar),
and text in Kannada and Serbian when prompted with §f2+ dgeleh? (Sachin Tendulkar). None of
these LLMs (LLaMa-2 7B, OPT 6.7B, GPT-J 6B, GPTNeo 1.3B, and GPT2-XL have the ability to
generate text in Hindi and can not generalize beyond English or some European languages.

A.5.5 ASSAMESE AND ODIA

For both Assamese, and Odia, we were not able to perform human evaluation due to lack of resources
at our end. However, we yet prompted our models with local cultural prompts. For Assamese, we
prompted with I IR (Kamakhya Temple) — a very popular temple in Assam, S5TS 5%
(Assam Tea), 939 PUCIEEa (Bhupen Hazarika) — a popular singer, and 32 (Bihu) - the biggest
Assamese festival. Table I1 shows the generated output from our Paramanu-Assamese.

For Odia, we prompted with @oIglel AP agannath Mandir) — a renowed temple in Odisha, 91

AR 6Q@RIQE (Puri Sea Beach), 8R@| @@ (Chilka Lake) — the biggest lake in India, and 6@I61I&

q@ﬂ A9 (Konark Sun Temple) — an ancient Sun temple and UNESCO World Heritage site. Table
P2 lists down the responses of our Paramanu-Odia for the given prompts.

Based on Google Translate, we found the text generation from both of our models captured local
context, historical and factual responses related to the cultural and local prompts used to query the
models. Table P00 shows the results. We also observed that multilingual Bloom series is unable
to distinguish languages of similar script so when we prompted Bloom with Assamese prompt,
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Bloom only generated text in Bangla whereas our multilingual model, mParamanu has the ability to
distinguish languages of the same script unlike Bloom.

B PARAMANU INSTRUCTION-TUNED MODELS

B.1 PARAMANU-BANGLA-INSTRUCT AKA (BANGLA-GPT)

We instruction tuned our Paramanu-Bangla pretrained model on 23k Bangla instructions. We named
instruction-tuned Bangla model as Paramanu-Bangla-instruct aka (Paramanu-Bangla as shown in
the figures)

Fig B shows the high quality text generation capabilities of our pretrained Bangla model for query:
HWINIF Sk (amara jibana, my life) and Fig B for query: (T Iriafos wiRo! (déséra
rajanaitika asthirata, political instability in the country). The Bangla model has been consis-
tent in generating high quality grammatically correct, coherent sentences.

Fig 4 and Fig I3 exhibit the in-context learning of our Bangla model that it can also do grammar
correction without extra fine-tuning. Fig [ shows that our model can also write grocery list in order
to prepare delicious Bengali food. Fig [ answers question related to archaeological history. Fig
¥ answers in details about benefits of yoga practice. Fig M9 shows the poem writing skills of our
Bangla model. Fig 0l answers question related to finance domain. Fig Il shows that our model
can even write in the style of great Bengali Nobel laureate poem, Rabindranath Tagore. Fig 2
that our model can also write food recipes. Fig I3 and Fig 24 show that our model can also answer
questions from education domain related to benefits of education, sex education, etc. Fig IS answers
a question from the sports domain. Fig I and Fig 7 show the amazing capability of our 108.5M
model that it can write long stories of two pages being grammatically correct, coherent, creative and
consistent. Fig I8 show itemized response to a question.

All these demonstrations show the various tasks execution capabilities of our model despite our
model is just 108.5M in size but its very powerful and the first Bangla generative model of such kind
exclusively pretrained on Bangla corpus and instruction tuned on 23k Bangla instructions.

B.2 PARAMANU-HINDI-INSTRUCT AKA (HINDI-GPT)

Fig 9 shows that our instruction tuned Hindi model has been able to answer user’s question from
healthcare domain in detailed manner discussing how to get good sleep in the night without any
repetition and inconsistency. Fig B0 answers the question from public administration. Fig BT plans
an travel itinerary for vacation. Fig B2 shows that our model can even write about Indian recipes for
healthy food. Fig B3 shows that our model can also answer questions from finance and technology.
Our model can also answers questions, as shown in Fig B4. Fig B shows that our Hindi model can
also design a lecture course for students summarizing in brief about the content of the chapters. Fig
takes a reading comprehension passage and a question as input and answers the relevant answer
to the question.

All these demonstrations show the various tasks execution capabilities of our model despite our
model is just 367.5M in size but its very powerful and the first Hindi generative model of such kind
exclusively pretrained on Hindi corpus and instruction tuned on 23k Hindi instructions.

B.3 PARAMANU-TAMIL-INSTRUCT AKA (TAMIL-GPT)
Fig BY answers student career related question. Fig B0, Fig &1, Fig B2, Fig B3 and Fig B4 display the

various instructions following capabilities such as domain knowledge in politics and civics, climate,
national parks to human life related queries, etc. of Paramanu-Tamil-instruct model.

B.4 PARAMANU-TELUGU-INSTRUCT AKA (TELUGU-GPT)
Fig B3, Fig B8, Fig &1, Fig B8 and Fig B9 demonstrate various instruction following capabilities of

Telugu model and knowledge in various domains from social sciences to geology to movie celebri-
ties and more.
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B.5 INFERENCE SPEED ON CPU

Table 23 shows the inference speed (tokens/sec) of our models in FP32 precision with float32 for-
ward pass and the entire calculation of the forward pass is kept in FP32. As we see that as we
keep increasing the number of parameters in the model, the inference speed gets lower which is not
preferable for deployment purpose due to larger model checkpoint files (4 bytes per every individual
weight) and forward pass is relatively slow. One of the common inference optimization employed
in practice is to quantize the model parameters to lower precision, while slightly giving up on pre-
cision (correctness) in return for smaller checkpoint sizes and faster forward passes (as most of the
inference uses integer arithmetic). Table I3 shows the CPU inference speed of our models without
any quantization.

Model Inference Speed in FP32
Paramanu-Assamese 80.4732
Paramanu-Bangla 24.3267
Paramanu-Hindi 367.5M 12.9057
Konkani-Maithili GPT 160.8750
mParamanu 162M 12.7106
Paramanu-Marathi 24.8750
Paramanu-Odia 24.5353
Paramanu-Sanskrit 22.6757
Paramanu-Tamil 24.5353
Paramanu-Telugu 24.1245

Table 25: CPU inference speed (tokens/sec) of models in FP32 precision.

C BACKGROUND

C.0.1 LANGUAGE MODELING

This objective of the language modeling can be formally described as maximizing the probability of
a sequence of tokens wy, wa, ..., wWN
n
P(wy,wa,...,wy,) = H P(w; | w1, wa, ..., wi—1)
i=1
where p(w¢|wo, ...ws—1) is the probability of token w; given the sequence of previous tokens
W, .o Wt—1.

The performance of a language model is generally evaluated using the total cross-entropy loss, i.e,
the negative log-likelihood of the observed data under the model under consideration, which for a
given dataset is defined as:

1 n
Loss = N ;log(P(wi | wi, wa, ..., wi—1))

Lower the loss better is the model; however, just computing the loss may not be intuitive. Therefore,
Perplexity is a metric to evaluate the performance of a given language model which is the exponent
of the average loss.

Perplexity = exp (Loss)

C.0.2 FERTILITY SCORE OF TOKENIZERS

The fertility score is a key metric used to evaluate the performance of tokenizers in natural language
processing (NLP). It quantifies how well a tokenizer divides a given text into meaningful tokens
while preserving the linguistic structure and semantic content of the original input. Specifically,
the fertility score is defined as the ratio of the number of tokens produced by the tokenizer to the
expected number of tokens that would be produced by an idealized, reference tokenization. Mathe-
matically, it is expressed as:
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F= N, tokens

N, expected

Where Nigkens is the number of tokens generated by the tokenizer, and Nexpecied i the number of
tokens expected in an ideal scenario, often determined through linguistic analysis or human anno-
tations. A fertility score close to 1 indicates that the tokenizer is performing optimally, generat-
ing a number of tokens that aligns with the reference standard. A score greater than 1 suggests
over-segmentation, where the tokenizer generates more tokens than necessary, possibly losing some
meaning or context in the process. A score below 1 indicates under-segmentation, where the tok-
enizer groups multiple linguistic units into fewer tokens, potentially missing out on finer details.

Several factors can affect the fertility score of a tokenizer, including the granularity of tokenization
(e.g., character-level vs. word-level), vocabulary coverage (whether the tokenizer can match entire
words or subword units), and how special characters and punctuation are handled. Moreover, the
characteristics of the language being processedsuch as morphological complexitycan also influence
tokenization, especially in languages with rich inflections or compounds.

The fertility score is important for ensuring that tokenization strikes a balance between semantic
precision and computational efficiency. In tasks like machine translation, where retaining meaning
is crucial, a higher fertility score may be desired to preserve linguistic nuances. However, in real-
time applications where speed is critical, a lower fertility score may be preferred to reduce the
number of tokens and computational load.

For example, consider the sentence “I love natural language processing.” A tokenizer that produces
the following tokens: [I, love, natural, language, processing] would have a fer-
tility score of:

F=-=1
5)

This score suggests that the tokenizer is performing as expected. However, if another tokenizer splits
“natura” into “natur” and “al,” producing the tokens [I, love, natur, al, language,
processing], the fertility score would be:

F=-=12
5

This indicates over-segmentation, with more tokens than ideal.

In summary, the fertility score of a tokenizer is an essential metric that helps to assess the efficiency
and effectiveness of tokenization strategies. By optimizing the fertility score, one can ensure that
tokenization maintains the right balance between computational efficiency and the preservation of
meaning, making it a crucial aspect of NLP systems.

C.0.3 ROTARY POSITION EMBEDDING (ROPE)

Transformer-based models rely on positional embeddings to encode position and relative location
information of words in a text. Rotary Position Embedding (RoPE) is a position encoding technique
proposed by (Black_ef all, 2027). Instead of adding positional embeddings or relative positional
embeddings to token embeddings, RoPE rotates the token embedding by a fixed factor (0) in the
higher-dimensional space to encode relative positional embeddings. In other words, RoPE encodes
the absolute positions with a rotation matrix and meanwhile incorporates the explicit relative position
dependency in self-attention formulation. The intuition behind RoPE is that we can represent the
token embeddings as complex numbers and their positions as pure rotations that we apply to them.
If we shift both the query and key by the same amount, changing absolute position but not relative
position, this will lead both representations to be additionally rotated in the same manner. Thus, the
angle between them will remain unchanged and, thus, the dot product will also remain unchanged.
By exploiting the nature of rotations, the dot product used in self-attention will have the property for
preserving relative positional information while discarding absolute position.
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C.0.4 ROOT MEAN SQUARE NORMALIZATION (RMSNORM)

To improve the training stability, some LLMs (Chinchilla (Hoffmann_ef all, 20274), LLaMa (Ton-
vron_ef all, P173)) have normalized the input of each transformer sub-layer, instead of normalizing
the output using RMSNorm normalizing function as introduced by (?). RMSNorm normalizes the
activations based on their root mean square (RMS) value instead of normalizing the inputs based on
their mean and variance.

RMSNorm accelerates the training and inference with similar performance in these large models.
It is reported that replacing LayerNorm (Ba“ef-all, POTH) with RMSNorm can achieve comparable
performance and improve training and inference time by 7-64%. Narang et all (Z071]) showed that
RMSNorm improves the pre-training speed by 5% compared with the LayerNorm baseline.

C.1 MobEL FLOPs UTIL1izATION (MFU)

Model FLOPs Utilization (MFU) Chowdhery et al] (2023) estimate is the ratio of the observed
throughput (tokens-per-second) relative to the theoretical maximum throughput of a system at peak
FLOPs. Model flops utilization (MFU) estimate the number of flops (floating point operations) done
per iteration. It quantifies how efficiently the GPUs are utilized in model training.

C.2 MAXIMAL UPDATE PARAMETERIZATION

As the size of large language models (LLMs) and the scale of the dataset used in pretraining are ex-
pensively large, it is not feasible to perform hyperparameter tuning in LLMs. [Yang et all (2021)) used
a technique called maximal update parameterization (xF) to transfer the hyperparameters learnt
from tuning of a small model to a larger model and found that the optimal hyperparameter values
become stable across neural network sizes when the models have been parameterized using (u.P).

C.3 CARBON FOOTPRINT
To measure carbon footprint for our pretraining, we follow Tonvron_efall (Z023):
tCOzeq = MW h x 0.385
The power consumption can be calculated as
W h = GPU-hours x (GPU power consumption) x PUE

where PUE is Power Usage Effectiveness.

We observed during pretraining that our single A100 40G consumes 250 Watt consistently.
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Figure 7: GPU Utilization (%) for pretraining Hindi language model from scrtach.
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Figure 8: Prompting our pretrained Paramanu-Bangla 108.5M model with query ST S
(amara jibana) (My life)
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Bharat-GPT: India’s first
multilingual LLM
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Figure 9: Prompting our pretrained Paramanu-Bangla model with query: (iR TGS WIRIST
(deseéra rajanaitika asthirata.)
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Figure 10: GPT-3.5 Turbo response to Sanskrit prompt: 3/¥HTeh &8T: HRAGY: (asmakarm désah
bharatavarsah), Aigj e I=d (mahyam mistannam rocaté.) Accessed in October
2023.
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Figure 11: GPT-3.5 Turbo response to Sanskrit prompt: 3&: 9@R: 9f (védah catvarah santi),
fhdf & T (kimartham tvam gacchasi.) Accessed in October 2023.
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Figure 12: GPT-3.5 Turbo response to Bangla prompt (peJal (OTATTP I, AT A XRAIIGE
AIF 7! Accessed in October 2023.
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October 2023.
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Bangla (Bengali) In-
put Prompt

et oo

IS, J AEEI-

AJF
@! (phéluda
topaseke
balala, ya

lalamohanababukg

khabara de)

Text Generation (top-3) from Paramanu-Bangla 108.5M

Tl COTACTP IeTed, [T AR AT G1! ST AT

T A QAN YOI TSAT ST | SIAT AR Al
TN | YDA TR AN @ (T ICNGA, G @ e
G TSt FI, WA T J1? @il WAMGAM S @it
JBE 5 1| W W8 [FGAES 13 61 (phéluda
topaséké balala, ya lalamohanababukeé khabara dé!
amara alama ghara theéké beérotéi dhurjatibabura
artanada sunalama. tarapara phéludara gala pélama.
dhurjatibabura gharéra samane yé loka baséchila, sé
phéludara dike ceyé jijiiésa karala, apanara nama ki?
phéluda artanada Sune phéluda baire calé géla. ami
arad minitakhanéka bairé hamtalama.)
Al (OIACTE I, [ 4=F @l BN @
&d1 (pheluda topasékeé balala, ya lalamohanababuke
khabara dé! uni asachéna.)

I (SIS I, TN ATEIZAIIE AL (7! SHCHI st
FPARE, W A JeT0 Y, AW TR W] IRCPIRPIANRI-
o8 @ffy 8fF 2wl (phéluda topasékée balala, ya
lalamohanababuké khabara dé! bhadraloka jigyésa
karabéna, ara satyi balaté ki, amara sandeha ache.
baiphokalasai.—tao abisyi uni chara.)

OPT 6.7B

Gl (OIFATE I+, [T /I @! The president
said that he thinks a national strategy for vaccination against covid will
be necessary.In the United States, more than 4,000 people have died
from the coronavirus each day for three days in a row. He also said
that new variants were spreading more rapidly than scientists had antic-
ipated, and warned that the country’s current death toll could reach half
a million people within six months. Washington. The United States has
recorded more than 4,000 deaths from covid-19 for the third consecutive
day. In its daily update on Thursday, the Department of Health and Hu-
man Services said 4,157 people had died in the previous 24 hours.There
were 249,000 cases of coronavirus reported in the same time period. A
day earlier, 4,157 people had died and 231

</s> COTAA I, I UIJ 7! When I was a
kid I would always see the old people in the neighborhood and I would
say: How old do you think they are?dnd they would give a number.
“When I got to be older, I realized that was impossible”, said Nomi
Prins. “Now there is no more distinction.Ms. Prins, who is 53 and a
former investment banker, is the author of “All the Devils Are™

aQFs SIE 201R -
(9 TIB! (émana
samaya hathat
baghera daka)

aQ¥d AW 2D IR TIF! A T G I /K A7! 77 -
s IcaTes Pred 2530 @ Fifrcs Fifvics gftar wfstea|
(émana samaya hathat baghéra daka! baghéra sé daka
baghéra sbara naya! diaré girigaijéra dhanakhéetéra
pichana ha:ité yéna kampité kampité chutiya asitéché.)
Q¥ ST THIR AL B! 57 O B- BY w01 $fde | 77 2367 @
G2 IR 2RVST TR TR 7 2300 ST SoifFs 2371
(émana samaya hathat baghéra daka! santu bhaye
cl- cl kariya uthila. mané ha:la yéna séi banéra
harmagula abara jangaléra dika ha:ité asiya upasthita
ha:ila.)

QN ST ZIIR A TG AN T AR 77001 5 e | 31 -
@ TR (BT ST QBT XTSTIH Weo! I08T (G141 X1 Ses v
AR R f-ar q1, qn, sl ey oa $fF a1l 67 st ans-
G QK PR3 @A {17! (émana samaya hathat
baghéra daka! amara bhaya pabara hayato kichu chila.
na:ilé dubé sakaléra cokhéra oOparé éekata Sajarura
matd baré cokha sim anékadina agéi meéréchi ki-na?
na, na, ami mithye bhaya kari na. sé galara aoyaj
ébara kachéi kothaya miliyé géla!)

QFF AN IR AL TIB! AT CROJIEIIT I TN
SRR TR An Apple-Foxconn deal could herald a new era of
cheap iPhones. But there is plenty of risk. Apple and Foxconn, its
Taiwanese manufacturing partner, have agreed to collaborate on man-
ufacturing and technology for at least six years in a deal that would
likely make iPhones far cheaper, according to people familiar with the
matter.Sessions on Tuesday urged Congress to give prosecutors broad
new powers to fight a surge in the use of heroin and fentanyl
QFT ST 251 A TIF! 35S A FIERT 1T Reawia T -
I When I was a kid I would always see the old people in the
neighborhood and I would say: How old do you think they are and they
would give a number. When I got to be older, I realized that was impos-
sible, said Nomi Prins.

%] QGT I, |l
(apu ese dakala,
ma!)

WY QT TIF, I, (Ao W8l (apu esé dakala, ma, khete
dao.)

9] QT TIpe, T, @ I, (FIAT ANG? (apu ésé dakala, ma, o
ma, kotha yao?)

w9 9 GIpeA, T, Fraifra aow, SR oftis (s BTzl (apu
ése dakala, ma, sigagira €s0, grameéra oOdika theke
dakache.)

T Q0T TP, NN 3AC! AF [W0F [god Rgmaal (91 |
R, b afsmre safEs anfor fged I oIRT S IF (apu
ésé dakala, ma! isalo asina mistira nirbhutana
sarmadusyamantri pibuni, yétaya pratisata purasthita
armatara nirbhutana kalé tarana janyana)

B9 AT TR, T WIS FH T GICH A9YF ARG
Stocks Rise and Long-Term Bonds Collapse on Hope of a Vaccine
When investors hear the word vaccine, a reflex response often occurs.
They see hope. And that makes stocks go up. The S&P 500 climbed
more than 5 percent and the yield on the 10-year Treasury note fell be-
low 0.9 percent. The yield on the 30-year mortgage dropped below 2
percent. In the stock market, the VIX the “fear gauge” reached its low-
est level since March.“This Is a Moment in History” New York Coron

SRS
(sé khuba khusi
halo.)

1 4T PN AT AR OIS A FIER BT (el | S el (s
o QIR TEILAT AISAT 9T BT AfS gt S| (sé khuba
khu$l halo. sabai také éta sammanéra cokhé dekhe.
prathama dina théké dékhe ébam abhyarthana paodyara
para tara prati sraddha janaya.)

&1 4 Y 2T ©IET 200, [ (sé khuba khusi halé. bhald
hayeché, ma.)

OF 43 T 21N SR O (AT 2 eItz (sé khuba khusi
halo. sabakichu tara kholasa hayé géché.)

O 41 LN AT | AR YT PGS [P0 15g 20T S|
BB FYT FERA| (o7 Rreco genE 1 T,

GF Y3 T 2T WSS WS JRAR I | GAET Foat Al-
TR i NG ST WIS (9119 FET TR

Table 26: Paramanu-Bangla 108.5M vs OPT 6.7B open end text generation for Bangla prompts.
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Bangla (Bengali) In-
put Prompt

Text Generation (top-3) from Paramanu-
Bangla 108.5M
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(!Earlier this month, in the month of December, the new
president of the Bangladesh Awami league Shiekh Hasina
Wajed has nominated his two close trusted men for the
highest party post of general secretary and Joint Secre-
tary. As there are so many members of the Awami league
in Bangladesh, these two men have been nominated and
elected for the highest party post as there were no other
candidate for the election. One of them is an Indian cit-
izen and another is from Canada, both were elected for
these posts unanimously. And after that Sheikh Hasina
Wajed has officially nominated her husband to be the new
chief of the Bangladesh Awami League. Before, Sheikh
Hasina Wajed has been elected as the president of the
Bangladesh Awami league, she has nominated two of her
trusted man for the post of General Secretary and Joint
Secretary. And both of them have been elected unop-
posed by the other members. They’
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<s> W QB1 GIF, JI!' On the occasion of our 51st
year of independence, Bangladesh Post has issued a com-
memorative postage stamp titled “IILFICRT AAfFBFS 9
SIS SEINZGT WS depicting 51 websites of
Bangladesh. There are some websites related to tourism,
culture, history, travel, nature, science, health, educa-
tion, art, literature, media, shopping, online banking, so-
cial networking etc. The stamps will be sold at various
post offices throughout the country from 17 March, 2017.
There are different varieties available with perforation or
imperforated, with or without special cancellations, with
or without first day cancellation, with or without special
packaging
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&9 QB @11 Tknow Irh a little late to the party, but I
am going to go out on a limb and say that this may be one
of the best “gift” gadgets I have ever seen! It§ so simple,
but so creative at the same time. IVe seen lots of these be-
fore, but I havenf seen one that is as creative as this.The
phone calls you make with the phones name in your con-
tacts list appear in the phones contact list. You can also
send text messages from the phones text messages. You
can send a text message to the person who called you,
or you can send a text message to your phones text mes-
sages list, or you can send a text message to the person
who called
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Table 27: Paramanu-Bangla 108.5M vs LLaMa 42107B open end text generation for Bangla prompts.
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(% aTT T, l, (4TS TS|

7] G0T BT, T, 8 Fl, GIA IhG?
(9] 9 T, 1, PRI o, aers
offis T B!

7] 9T T, Wil [cere g1 9o
ST AT AR

fReere 3 @ I9te @ T 9B ©-
TRISTY O3 A5 g
PRV OT &

9] AT TP, W& @ o, e
RGP, WS W13 [Py Qe
IS AP Ty Bfds! ey J-
29, 77! WA 5 I sEa @? o

T 4R N 3=

&1 Y7 P 21 SRR O 9o -
A @IS e | ST o (A e Q32
e FISTIF 217 T &S A S|
&1 YT LN =T ST 2ACR, T

GT 4R PN 31 SR BIF AT 3
Q=]

&1 {3 LN =011 o1z oy wha gsfie
93 ANRBE 4T 300 2@ A <Y 77
W SIRIGIN (A TS SR
TNF Y &

G143 PN 3@ WF QAT IWF™
st forfers 3o i) 3R, wnfy -
T3 SN | Wy aaas et
TAMG| W QAE TISE T,

Table 28: Paramanu-Bangla 108.5M vs GPT-J 6B open end text generation for Bangla prompts.
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Bangla (Bengali) In-
put Prompt

Text Generation (top-3) from Paramanu-
Bangla 108.5M

AT (oI I, AT S ATTCAIRAIY-

& 4FF (1] A AN W RS Q-
QI3 YOI WAEA SIAT | B
ST CEFAIR ST (AT | YABII TRI
STE @ @I ICISH, G i e
T TS I, WA A9 B2 G-
Tl TS B Gegwl B BT (|
N BrRe ARG I3 Jrber|
Il (OTATIE I, [l AEIRAI-
& A (7! B wsTeEA|

GFIHl COTACTE IoT, [T AR
IE RA (1! SuE S0 G,
I AfSy IS Y, AN TR M= |
JIBCHIPIER I-B18 W BfF 26|

GPT-Neo 1.3B

I (oI I, AT FATACIRANY-

@ I 7! PG AFH GO WM,
@19 5301 TN R, (R, M-
CFIHI (OIS I, TN ARG
& 9T @ ey Bz o
N, SUIPIT AETG, a5 =5 [ @3
T TG NIF

GPT2-XL

AT (oI I, AT FATACIRAIY-

& 437 ! (REEE ermEe) wre-
ST 8 WITToIF T BIF @RN e
R T AGPIAET

CFII (OGS I, [T SR
I@ R[/E ¢! SRBHEE ¢ foranfR-
<5 [ Wb SIopIaIE waaify-
AT IS SRS

Q¥ N oI -
& TI!

Qe N 2PIR IEL ©B!  AES GT
TIF AR T ! g Pifdsnes -
(4tox fored 2300 @ Fifice Fifos g-
B wfScoc|

Q¥ TN ZHIR IEI ©IF! TG OF B-
B ¥ 8«1 9 239 @9 612 I
TS SR SIBICET 51 7300 WIfS-
[ G 2341

aQ¥q S9Y 2R INTF TIB! WNEH SF
AR zxCe! g &l 936 q@ =b-
TR BT SAT QB! <ISIF JCol
JCT @At R WEDE TR @ @S
a1 a1, 71, =iy ey sa s a1 of
AT WSS AT FIRS @A &AH-
@ el

Q¥ ST 2SR IR TIF! oA, -
& TS 20 2T SIS 217 I2!
= @i, Wy @A o1 @81 3%
IS TR AR WHF 72T 90 7
Q¥ ST 2B AT TIF! o 230 o
o gouill pgill peoflig @ Jo Ul Sl Ldalia
oM 2Ll Bale] aad 8ySall Eoo poiy aldl
b el s Sl o3l osie syl bl
¥ Byl 8.0y55y oo ALl I e

'a¥qd T PR AEE ©!
#Kurdish #KurdishDaughter
pic.twitter.com/dC0q1 wCOU6
Ameen_Bana  September 25, 2017.
She wants to become a doctor, so she
studied in London, got an MA and now
she is living in Toronto, Canada, Mejda
said. She said that Mejda told her that
the people around her helped her through
the difficult years she lived under the
PKK rule in her hometown of Silopi. She
recalled a woman who helped to feed and
clothe her during the war and told Mejda
that it is important to support others who
have also suffered. Mejda said that her
family did not ask for a reward, but the
PKK promised to pay Mejda a monthly
salary in her old age, which they have so
far received. I have never received such an
amount from anyone else and if I can help
others, then

QFF HY IR AT ©IF!  (KARMA
POLICE IS FOR EVERYBODY. Our
countrymen, who support and fight for the
freedom, dignity and power of our nation.
Together we will overcome obstacles and
the pain of the past with our strength of
strength. Don’t be divided, we are one
nation, we will be united one day! T¥oIq
@ fEIes o) I0000! gbls
R

7] AT SIp, !

7] GBT G, |, CATS 7G|

9] AT G, F, @ Hl, @I AS?
7 9T B, |, Preiferg ao, aew
offis A TR

7 OBT TIFA, [ SR BT JGRT
TATS [EZ| QIR QB BHIER BAH,
aIR AT SIS aBt WAV $AF 9F -
ot weay w3 9o

TS AT TP, T! SKIAA TG T
3G Tt FEG QUE OIF ST B
T Qe W IR 93 BIFH-
IBIN T QIR Q3 ST LT T QIR

7| Q0T TP, Wl FRISIIEINEE,

o3

"9 Q6T ©IFd, Jil Konyuru, Nli, and
Nr, the most powerful divinities among the
Da Nya. Hbha “Divine Mother” #&IH &
Ry s s g at ST & -
S e e Rt v & 1

GT 4R PN 2

GT 4 PN 21 F[IR OIS 9B STl
I @I T | & o (s el @R
ToIAT AT 71 O &ifS At S|
OF 43 LN =1 ST 2T, T

O 43 LN =01 SRIFYR B AT 20
Q]

G 47 P 211 T form @R 113 of=-
EF T | I (SHABBR NC&y BT
@ SR Ty f&o1Es -t Ssies
| O1F WA

O 43 LN 21 QAT WA e 7@
7ot o | aft wmieT SAfRRs i Rs-
SR QI T oo FEfere| Wy
g o3 @t =nfy oot

GT 4R PN 2N AICB AT 1370 -

61 47 PN == 00000 [T Cofeg -
Oz I (51T TR (oM1s frsfiea 1-
<1

Table 29: Paramanu-Bangla 108.5M vs GPT-Neo 1.3B vs GPT2-XL 1.5B open end text generation
for Bangla prompts.
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Bangla (Bengal) Tn-
put Prompt

Text Generation (top-3) from Paramanu-
Bangla 108.5M

Bloom 560M

Bloom L.1B

Bloom 3B

Bloom 7.1B

S
I, A AR
IR AW O

T OO e, A

@Wm' WWW(W@-
WS S| O

WWW(WIWW

ST (@ I ICTE, GF @ s

T fress FeT, WA I 2 -

TECEEITI 1516 SR S TSI

Wﬁvmmwm e, T
&

@l @ e e, 5 el
I @ o1l g o7 @B wweE
ST QSN IR BR of TA I~
IR TIAFS coracg | 1 a3 R anfi
TR R 4@ YR A1 ST -
Y TN IA-A S b1, o e

- | CE? BTSSR ST @, T3 X

ACHTEA | QT NI 98 oY ST I[T-

- | A ZTC, A 4T I TG 4T I

AT | TR QT FE T

T O T, A
< 1 R o e e P
QAT TGS Ie7eT, W R AT
R TR G AT GO? ST
Y I, M @ o o s ot
e wifia!

B (BTACIRE I, AT AT
@ 43 011 o@ WH @ Qo BA

A @1 T A ATHE| AT o7 T S
I SRR

e COTTT e, T
@ 3= Fl<ds><pad

ST A SIATR OIH BIPTO AT | ST O 37T~

T COTAIGTCE e, S TR A
M7 T !

AT OIS T, qp == el
AT GBI 5 AT | Gt I, A B,
I 9 I ST, ST 4 W
A | g T Ot O I I (73, OIF 93 (=T
M| T @ 9BY, R[S FACS 2ot S ORI

a1 Frg Rebr zw ot a1 IR et 5 R
NG WIET I | SR Ol @ (2T & a1
297S ST 3T ReTAT I, BF 5?2 o@
T o1 AT A0S 2| WATR P02 GFBT 477
TR, TR WA AR ASICS |

Q§d SN 2BIR -
R !

O¥F ST 2BIR IR G| AT G
T ATH WA T R PifEse amw-
CaTeR e 23t G Fifi F1Pe g
% d
QN T 3S1R I TIF! NG O Bi-
B1 i ST 7 23 @ o7 IEI
ﬁw@mwwiﬁﬁrwﬁ
T Teifro 23
QWWFMQWW! T SF
SIRTR TSl g &1 93 qR -
T GI4d_ ST 9PBT TS FCat
J0TT w1t P BT o @@k
o7 A1, 1, Wi Ry ©F 3 1 oF
ST SIGATST QT BICR TR FAfeT-
@ o

Q¥ STHE 2B AT G| ZI1R T
T TR AT ! ACH BIF! -

1A
TSI AT SIS T

T A B

QN STNY 351R I TIF! 5T A B1-

G (16 QI QT | DI Jd @&

QA PICZ AT T ARG A A
A T

Q¥ N 3I1R I T

QFF TN ]S A TS| SIF O fB-
<PIA S FIATA B AT 9F
ST QTR A APT R @R
QTT BT G I | O AN TR
I WIS {2 ezt

O8F TN 2R AL B! bR SO
ST AT I 9 BRI

QN T TSI A TI! AT F2 -
Al OFT1 G I, “3T, W A FA1”
G I I I, “T, G s
S ST oM81” 977 A9 I, 5
e Y a2 oM S corr s | Wi
Ot stera i i i comTes
R 1" SRR AR B el g M-
&3 &f% o ol g @i 1w At -
I GG I, I T e
F1 e rcaf | offr e s g am

QN STHY 351 I ©IH! GI8 1 OIF #ATCT 961
4! I FCO1R oS @ W QFB! Y4 WS e
ETRRDT (5T fore! B P OIfeea o1t 9% Y -
4l 7 T 9T SAS @ BT I, &7 ot 5
TR BECS SRS 71 5 200 SAE! 96T W IF 5T
AT, AT ST I, @ YI ©F (! T
mmamﬁrﬁ(m‘ TR AR 91 FET

aaﬁmmhmﬂaaﬁmwm\
9% form AT orat | 9 S e, 9B
P fofdr ace 4 R g o ST wwfy-
T | T ZH1RE T T BACS I B GBI |
OIRPR (A 63 &Af AT w911 6% 81
ot S, @S TSt 67 ST w1et e -
@&l

] OGT ST, W11

S 1 She, W, (A0 a1
B9 0T SIS, W, @ A, GBI AG?
w5 9wt G, |1, R ao, s
Sfi A TRl

7] ACT GIbed, W AN OIS (2
@, R (SRR AN [ W W=
@S T, WA A W @ R
B3 frafal

7] O GI, W WA Y 3007 3T
SR 9TT SR AL QSIS A=

5] AT BT, ATI<ls>
5] T B, W1 SHER O (A
@ T !

T AGT Gi<pe, W11 COT (ol 51 ST
awwwmﬂwaﬁw Qg

Q¥ I FA IFI M1
Wﬁ(\ﬂmw LB @ A, w9
IR SO AT =

5] 0T GIb, 1 T ARG 50T Tt | ST ST |
ST QT T | SR (0 I, F, (O 951
SN SR SR SR ST S 7T, G @R

@ra s i s %s\;wqﬁﬁwmam ore-
19 I, W, 9% @ 1S ¥ Sy, afdR i a-
wmnmuﬁmamﬁm%sﬁlgr
& wIEs @ B e, ot foi Wi 97 e @t
I TR | SRR F S A STCS 713 | i wifs-

W] AT GI, W (ST SR 70! % 7 O
QBT (T T WA T @I WA | g 5 -
1 o1 o o1% RFFBT (142 JIB1 ot =y

T3 RFTD ¢ifY, w3 7961 @7 @1 & =/
mammammwww ceicie
IR G4 BT s (BT At (3! IRy ST e g

O g3 N =Gl

OF 43 N 2T SR OIS 9% wll-
G BT (7T | S1 i (T 6Ty @3k
SSTAl AN +1F O &S ! Sar|
OF 43 YT 2 I =T, [

OF 43 Y == 31y o carer ze
ol

mg@qumwwmﬁﬁﬁ@
T ST
mmw—rﬁmuﬁimmuar:

guﬁmww Q7 [ AT
AT AR DOCETETATS 9% o1
%Em”aatmﬁa—@ﬂm

Du&wﬁwa%mwmmw

mg@q umn TR (T 1R BT 13-

mg@ﬁmwwmcam
W AT, g T FIAS TS AT

O 43 P ZE=11 OF T JIOH /A
OF AcAfTE @ 33 W FIBH A -
A (TS 51 OTRC G BIACE SR QA0S
Rassuiaiiacivaicl
a3 e oo @ A4t creat $fbe x@

4

oF Y7 ¢ = Rrg Ry www o o1
IBTR A O QFBI FA ZCAN O
TE ST I, COTNIT A% (FABA @51
YR A9 3OF | (SR (FCAI SO (O
@I T T B o @

& T o A1 a T S@ ¢ I8 | mafer

@ I, AN AS OF 9] WG

mw«a’m?@iawaﬁmm
SO AT I BT OFT1 g 98 cmeT
T G (T, O (I Frer- 2@ M

T 43 PN 1| ST (A IR A & 0 -
ArSTET gars| 9B o1 el I AT, TG g

ol

5 R CIeTI B I TIPSR AT 9T G,
A S <57 T8 T (0| YFTRA W (ST
TS SN (7 BT 2 P S w61t
ORI TR R AT FBIEN O T 2T Ol A AN
2T G712 A1 A O FICS ST AT | AR
TR SR BT TR (T 00 S5 &1 67 -
TS IO TR (TS GBI M

7 YR YT 2 SR, 9IRS G AT @
GYE IR TR T i g, 9% @
@ @, TSI A AR R AT 1 Fies|
Q2T 7 31977 RIS (T W 930t e -
WW\WN,WWW%&WMW

@ 9% I o1 Fraaf A Fraafé Qe o
IR S BT Cofe | 1 T, "R AN -
% AR A, M AT SIE AP AR M| DS
T QTS T QTSR GT AR TSI SfS ZCeTM1 @3-
A TTIR I BT A 5 2 SITS G 1 AT
ST ATt | STt ITCeT, "9 S S B
TS ST M1 PTAY, S WA ST MR-
€| T AT 91T TR 11 ST 9 brerreet
1931 TP (T GT AR FTATOT FC GIeT 1 QTR
TG ACT T @, "SR SR AT 7 7@ AT
ST SIS SR SItl S8 1 ST 98 SIH !

Table 30: Open end text generation: Paramanu-Bangla 108.5M v/s BLoom (560M, 1.1B, 3B, 7.1B)
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Sanskrit Input | Text Generation (top-3) from mPara- | OPT 6.7B
Prompt manu 162M
3TTATh 22T: MRAAY:! | 3[&Tch 3% YRAAS: 3fq  UIIOId: | 37€ATeh o1: YRAas: The Buddha described
(asmakarh désah | (asmakarn désah bharatavarsah | three kinds of birth: 1) a type of birth
bharatavarsah) iti pariganitah) which results in the attainment of the high-
W Wk YRAAY:  2fd =Ia: | est bliss, 2) a type of birth which results
(asmakarn désah bharatavarsah | in the attainment of the highest knowledge,
iti khyétah) and 3) a type of birth which results in the
3R W HRIAY: ufig: | attainment of the highest wisdom. These
(asmakam désah bharatavarsah | three
iti praSIddhah) W %QT ‘H‘Rﬁﬂ'ﬂf: Gﬂﬂﬂi 8ﬁ' f-‘?T?dT ﬁ_cﬁﬁ'
gt & geigl]
31HTeR 3N YRAGY:(The Bhagavad Gita,
verse 6)aT Bt s fammeff g0
d& T@r: Gl | da: ddR: 9 ®a: SIEOH dRd- | dg: 9@R: gidde: R: STRMHATI%R gARdl-
(védah catvarah | g @olufuq  ARew<am  #=H | OanTg

santi)

AT SifE (védah
santi chandah
taittiriyakam
vaidikacchandasam
adhyapanam asti)
¥ gaR: 9 uRig: Remmahia: Rierer-
TAT: A ATEAH TS [RESELS
o, JuR 9, feif@aa, (védah

catvarah
brahmanam
kathopanisat
mantram

catvarah santi prasiddhah
siksasastriyah siksakayagah
dastram sastram kanadah

paniniya Siksa kande sutranam
upari bhasyam likhitavan)

e TAR: i~y erfemeor de: Afeehend-
SHIUSH, JATfifareh! guaifameydi (védah
catvarah santi dharmasastrani
vedah Vaidikakarmakéndam
anviksiki dandanitiprabhrtini)

a?«': ﬂc_c;l?: Hﬁ:a?;: IR Hﬁ:a?{: JdR:

g
</0>3e: TaR: Gir:amRed: gaffad
aqfet a0

Fadf & TR
(kimartham
tvam gacchasi)

e & ey s / IR yETRd Y-
fa=afa (kimartharm tvam gacchasi
asmabhih me sammukham
prasaritam bhavisyati)

Fad & = sId ST
(kimartharh tvam gacchasi ityata
ucyate kurusviti)

fordf & T afgg fa? (kimartham

tvamh gacchasi tadvidarm vide)

el & TesfAE TellasReES [Sier -
o AT
feraef & Testeat 1 P Amern =gy,

39 o TS &
fopmef & e W & @ gaqd ue U-
#A0

g fAEE - | og AT dud d @@ 1 g1 a1 91 3R | Agf AT I @ §, af dhe B gH AR
TId (mahyam | #sSIfRaf<Il (mahyarh mistannam | fS,
mistannarm rocaté té dadami .. 12.. déva | #Ag MAeME Iud FTR WRRT A7 A IR
rocate) annam dehi me’janpibanti.) IR !
g e dea @ 3 7 1 (mahyam | 7g e J9d § @ =& 7 8?2 R ST
mistannam rocaté té diné dine.) | fsa =g

g freT= Aera A R e wa & arfeta
mﬁr | (mahyar mistannarm rocaté
te hi bhaktya maya dattam
varijate sargje)

Table 31: mParamanu 162M vs OPT 6.7B open end text generation for Sanskrit prompts.
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Sanskrit Input | Text Generation (top-3) from mPara- | LLaMa 2 7B
Prompt manu 162M
3TTATEh 28T TRAAY: | 3TTHTEh 28T: YRAAY: 3id URIOTa: 3T 320: YRATY: 3T Teh a8 YRAaN: ,
3T 38T WRATY: 3 ETa: T fAffew: sufafaféf: g
3T 231 TRATY: 3fd ufie: 3T 32: ARAIY: TETeh: JafehdId §HT-
R arefe o STUR TR UEes Ut IR
)10}
<0> 3FEATE: 32n: YRAY: | HRA=hge: | /
HETE: Hicsiza: | @w: @'
e g@r: gf< 9% TAR: A B<: JTGIUM ARG &- | d6: I@R: Hiide: UR: ARMATIHR gRaT-
IS A% T@R: i araReH: Tdfdfda adfy
< FaR: i 0fig: RIEnmea: Refhl- | gd0 newline de: Tear: af=y =1fiiR: &mm 2-
T IS TEH HUTTE: RNET P10 | Rt | G T B WRa B & ol |
quﬁmw%@aaﬁ S A=
I<: IAR: Qi emeAior deT: Afechantenr-
ugH et qusfauydia
fradf <& Teefa Al & oS ST § aRid TR ¥1- | oo & Teefe Aaat fBd " o w-
sl @i TUEFR: 1| 3 Il Kimartham tvam
Rl & e 3 S Fefafd gacchasi ravitva
el & ey afRE R o o roafl RearagfmfIaT | MR-
¥ ARl uafd &R 9w,
P & T aq @uafafa w@n) 1-48-
59,55-62 Af€rawg AR du:
Agf fAEE dad Aigf e Jad o G&IH 1| 3311 3T 3 &g | Agl M Jad Jrasad g4 I a8y
AsSfRaf= U ded: | T AT g
g faeE ded d A i gl e et
#gj fAeTE Aera o e e 7 &<f anReira msmﬁmﬁ&rﬁqa
TS | wig] e A fEaT ar srwacheaT | G -
anfe: gfeht weifa wed | @ At

Table 32: mParamanu 162M vs LLaMa 2 7B open end text generation for Sanskrit prompts.
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AssifREtI

g e T a A e 1

ngl fAeTE A=a S B o wan 5= anlerrat
TR |

Sanskrit Input | Text Generation (top-3) from mPara- | GPTJ 6B
Prompt manu 162M
3HTEh o URATY: | 31Teh o1 YRAAY: 3fd RAfoYd: 31T 28T TRAAY: | | UfagTgu=: GAT 8-
3ETeh 2: HRaY: 3fd rat: e
3T 32T Raay: 3 ufeg: ST 32T YRATY: | 317 7Y fRger=T o1-
Iqaif@ @ 11 0000000 00000 00 000
STk 32: TRATY: THTFET 7 0T T+ 32~
e |a
Jc: IaR: af J<: T@R: Fivd Bva: FIGIVM, AIRIIehH, - | 9: 9dR: T [&HAT01 Sfdae: F ag gd
Bl dfereo<dm, A= eau=, 31 | g
& J&: TAR: i~ A1 FuedT If7 79 7 at
3e: T@R: G uflig: fRensrsita: Rerer- | g q | SfE0
T: TTEH ARAAH hOITE: e 198 | 3z ger: fmERER: EEmRemR
AU, SUR AT ferfadar, O GA:
33 TaR: i~y yHAoOr IeT: et
UgH 3rT=ffarch! gusfameyeita
P & TolT TR & o SreTle: A IRIE TR - | oA & oo iy et | Uit A1 Aa:
frsafy IS HU
fermef & sl s e gt formef & TeefR) - 9 feg 3 Faems st gt
foref & T (Thus I have declared
and said, I will show thee what is my un-
derstanding of the meaning of these words.
) Patd fEmT [
ng] e Awd Tigl e A= d &a1fA 11 311 a1 I &fg | Hgf AT Iad e Adifad aud|

#g AT Jd9d O’ My Soul! My Self is the
Immortal. STETA dalSTIHATH

Agl e d9d Innocent eyes are filled
with tears, and the cheeks of the tender
ones are wet with the tears of the heart,
when a youth is told that his father is go-
ing to take away his life. But he forgets all
those things, and only thinks of the joy of

Table 33: mParamanu 162M vs GPT-J 6B open end text generation for Sanskrit prompts.
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Sanskrit
Prompt

Input

Text Generation (top-3)
from mParamanu 162M

GPT-Neo 1.3B

GPT2-XL

3WTeh 22T WRAIY:

31T 3T WRAAY: 3fq UR-
Tford:

ST 2 YRaas: sfa
T1d:

3FETE 23T: ARAGY: 3f uf -
ot

3WTeh 3T WRAaY: | JI&ll-

T | ThIRTT
3TTTeh ST YRAAY: 3THTH
22T: e TTf: TehT aga fr

3R 32T YRAY: 99 Sil-

Tt AATar JaTaeeE: g0

STEATE &N HRAAY: AT G-
UG H 3ETeh SR WRAERD
3ETEh IR ARTES: aifsar
UGGt Il One of the
greatest benefits of being an
e-book reader is that you
don’t have to carry

3TETEh 38T: HRAa: Hiufsf-
7dT, JHfORMO: & gl
it

3¢ IaR: g

d<: IAR: Tl B<: SR
AfRgey, wetufg afes-
IS

e TaR: I Ul fer-
MTEHY: fRA&TeRT: Qe 2T
S HUTE: TIOR8 @l
U2 AT IUR 91 foif-
qar

9% 99R: A gL
Jar: AR henapTueH STl
farchl quaHifamyedi

de: IR Giaanideud-
HRT I amide]
¥ @R Afieraad-

EIEIRIRIFTGCRI]
e TR: gf< ghm, @l
graregsfaifarn eige A

g e ad

gl e IF=d T @@

guémaﬁi%%ﬂsaﬁa-
I

gl fAEE A d A A

ngl e J9a o iR v

T &< aTRed TR |

ngl e Aud e ardhies
ARG ]

ofer SR aofaD

| g e Aard W ot

AT AA

e & el

e & Tl srafa: 3 9-
w vETRe wfasafa
e} & T s I=a

FRfafd .
formref & et afge fae

Table 34: mParamanu 162M vs GPT-Neo 1.3B vs GPT2-XL 1.5B open end text generation for

Sanskrit prompts.
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Sanskrit In- [ mParamanu 162M Bloom 560M Bloom 1.1B Bloom 3B
put Prompt
ST 33T | ST 33T HRAdY: 3id UTITON: | STHTeh 33T: WRATY: MR (VR TR~ | AT 32T: WRATS: 3T 30 IRAAY: | G- 7 : 371 3f-
IRaaH: 3RAT 30 RATY: 3fd =ra: Wh%rrzaa‘mﬁmﬁmiﬁrm SFATE 38T WRATS: 1l & & | TRHAT- W I, emiagaua;mq o
3T 330 WRATY: 3fd uflig: oAt 27 Bt s A @ g, | o | R il o g | URETeT |
it 7t G ST 8 feheiier g | ot g astil o @ | oRATT | s g m%&r RAqY: 1w 3 59
R R 8| IrsaT & AR A, R | st o R | oRrenr | o g il v | %1 9T fareRer & & fog 9w e @
# e e Mg ( (ISTH) B1 | 3 | o | o g Al o T, | &0 & SR W Sy T 1 |
T R TR B I F G - | gy 2q7: ey Sfiwifemar, al- | ST 21 WRaas:’ IR 3 54 wf-
FAT" &1 &g §1 AT H AT Y | rmfoRfon: of smgr ' R {3 vy o 39 g % L
& forg goft «it at sifert w0 & e’ (3aeiir) 1 A Hafed &
ST 3 TRAA: | 59 TR 98 WE
ST 38T URAAY: i e T & IR HYFF T aF 59 -
afgor @m;ﬁsﬁ?;ﬁﬁ GRl: S = &1 W Agd &t raferd 81 W
. gy S SR sratht & guh sHw Aarafeat
srefey & sfeeTfer: S g R s 2, <1 o At ot oy 21
ot Riefigel: Rchqeh R R I g & FAE e TR g1
T foeliet: foefie: faelis Tpa &', I 24 ARAEY: | U-
X ° T 37| SR @ 36T, 31U 39 u-
FRIT-T: 73T
;. IAR: - | IS TAR: Gl B GO ARRIE- | da: FeR: i - @ - | I IAR: i et | : arrarch azwaﬁﬁwﬁ
& g | 9% 9@ AR e - A G 9, 7, - | 3% Tar: 9N | - St
et AR S AT T Wﬁﬁ%m%aﬁzwéﬁ %Waﬁ%ﬁu@|
& TR SR g R, | T AT @agg?;ggg%ﬁmﬁﬁg
fr e :mama?;ngm— g TAR: Tl 1S o2 s e 9- o7 greg ot o R St ar
ot e NS | & e g o R 7 @ ey | “9fR” 13 21sg Qe e a1 Wrert B
e e e T R 7 @ T e T | ST &1 W Bl o & b e
a: TaR: TR LR g AR Ry 7: § @ g it o @ T | SR fRy e & e o aref @)
PRI, AR TSI | . Farer: ey ad: F: 1 o FEF T T BT U= el B g &
U I & ¥, ‘& T@R: it
I1'R 2 Il STt T, URATHT Y & ST
T g, @I E
3E: J@r: | A1 oIl T T-
Afvag HR N o: Il Apet: 75 T
9JST: Il 9o || TGeT: TH T: FA: 1l ©
© 311 gt T gIW: AH 11 0 © I F-
FoeT: TH ARR: AN 9 0 3
Tel e - | Agl e Aad o Gal® 11 {1 &aT | e e AaaaRRATg ey hI- | Jgf (e Aad TR aThies (el | ofeATh a1 WRday: | Sieema:|
Eol 3 A AswRef AT . fayam wefa g R
el e e & A et 11 el e ded | Fe SRR | wgj e Jud THR @i - | o A WRAdY: e 2T
wgj e Aed A R o o o | W A€ u et wf: TRt Igd
IR TS | g fAreTet et AvercatTreafT:- | g e dud @ chafdl qRadT | oreTes du: YRAA: W SdTTat-
Feqof Fedtdn it e o go
frmef o | e & el sremt: & gegE u- ﬁmﬂanﬁmmmﬁuan el o ey, el 75 geR UOT | oreA A3 WRAA: | W@ |
TR TiRd wfersafy Ruge HEFETR 60 HROT
ool f TTeef ged Sea iR Wawﬁmmaﬁﬁ e & TR JeR Rl | ST 2 TRAaY: ST 3
fRref & ey afge AR fafemr siadaqs R M i et TATT: TR age fr
el o el St At & W | Rpref & oo 81 aHsaBE | ST 2a: YRAAS: 9 ST
feifeta fHTTRD St e quTEE: go
Table 35: mParamanu 162M vs Bloom (560M, 1.1B, 3B) open end text generation for Sanskrit
prompts.
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28 sitambara 1929 ko vartamana pakistana
meém hua tha.)

A1 R A A A5 & Rae A1S® Ik 1 TR ad
forar & ofk Rae A5 & 37 dfa 3 3% dt ez
H off 7 R Raer argw afes oa gt & off S Rar
f&ar 81 (latda marhgésakara né rila laipha sé
riyala laipha taka ka saphara taya kiya hai
aura riyala laipha ké unaké karibiyom né
unhém rila laipha mém bhi na sirpha riyala
laipha balki lava laipha mém bhi jina sikha
diya hai.)

Hindi Input Prompt | Text Generation (top-3) from Paramanu-Hindi 162M | GPT-Neo 1.3B GPT2-XL
e dgereh? (Sachin | GTaA dgeleny, TN, S48, T&HUT 3R Tgal o 3(eldl | Ao ageehy Ueh |lad IR IR & a6 6 | dreH ag Tl 3 Fgdl Hare @
Tendulkar) faRTE gl 3R TR SIfYT & 18-18 Bl & Raprd &t oft | agi & FTA ggf = 2 R & man
Hieiiefens & @iet g @R & 81 (sacina témdulakara, | @ a1 Y SHTE & 7GR foR- | Tfa dgeendidfed agt & s wfasf Farg
garmguli, dravira, laksmana aura sahavaga | @R gy v ISukAl
ké alava virata kohall aura ara asvina ké | gfRe ﬁgaaﬁrfaﬁ & &9 & g Ay o | gfe W Fagiieed ITch Tgehet STHT
18-18 chakkém ké rikorda ki bhi bisisial né | 3 guferg gd a0 2 ot
khoja $ura kara di hai.)
T dgeres o1 SNt @ 200 af 3 It 37EH & 3R 5
e HETH fATS! &t e faeTs 3 & forgTsT @ dgg sred
gl ST gehal 81 (sacina térdulakara ka akhirl
va 200 var tésta kaphi ahama hai aura isé
eka mahana khilari ko yadagara vidai déné
ké lihaja seé béhada ahama kaha ja sakata
hai.)
R dgete T SRR @ 200 &1 3% il 3igH & R 38
o HgTF fATE! ot e farers 3 o foreToT @ e srgd
gl ST Tehal &1 (sacina témdulakara ka akhirl
va 200 var tésta kaphi ahama hai aura isé
eka mahana khilari ko yadagara vidal dené
ke lihaja sé béhada ahama kaha ja sakata
hai.)
MEEE WH  (Shah | MG T T [TheH ST I STTST HATS SR STHUTH o geT- sm@ﬁwmmﬂv@» ged T WTed Ugled HRd ol g at
Rukh Khan) i 7 93 T R @S ET &1 ($aharukoha kohana | 1fd & fRrerar e aﬁ?«‘ta?waﬂhﬁ
ki filma déna ké aja murhbal aura asapasa | Mee @M g WA &1 31 JF U @A & | AMeed @M g s areft adie ded
ké ilakorh mérm baré paimané para dékha | Rmga@mara’ ﬁmﬁéﬁﬁ % Tt TSR & o I
ja raha hai,) EeE @A IR fieR Ao q@re & & § ol
RNMETE WM, AN G, Igeeht I, JUTER M, ART | et =g et 87 Tl Bl ey gl AR
&A1, T e, R Hherdl, et Rigg, it g, Tit-
fife, =it Tt & ifTa areht g9 fhew 3 geFaR @At 10.11
g Y HATE ANl ($aharukoha kohana, ritésa
deésamukha, anuska sarma, ranavira Sauri,
lara datta, nana patékara, asisa caudhari,
navajota siddha, $akti kapura, govimda,
camki pamde ké abhinaya vali isa philma
né Sukravara ko 10.11 karora ki kamai Ki.)
SME T@H & YA S AT e @H
, EFE W B AGR Tgd GO foral S Gl §
($aharukoha kohana ké prasamsaka banem
ya $aharukoha kohana ké virodhi |,
saharukoha kohéna ko lékara bahuta kucha
likha ja sakata hai)
AR MR (Ma- | FgTe et SR I THhTel ATl oAl 7% T THIST | HGIHT et HETCHT e i AT R aR1eH AMaciehtk
hatma Gandhi) & oiferm eafeRt bl Age 3 TR o HETAT el o WTGHEIe STa %R SMMEF- | @1 & Name:Phone No:
mrﬁeﬁw@w@mﬁwmﬂzﬁwamm adl il frft e HEIH e 1 & s A & T ofR R
%mﬁﬁﬁmmmmm FETCT Mieft 3 e o *R M- | s @ g o
T et oft st it & e o o v 8 oA el & stred i e T et ot H wElat 3RaRT & ) W™
R 2 fRT a1 RT3 & ot & ot e & iR g | FeIe Meftaitsd Mol sfraseh e, dR AN | zera 3, v 0
2 AROT ATATERTT &
T AR (Lata | ofd] HOSTRR IROT81 SR MHRIE STH o WY S T | odT HRIER g e AR A ToH H A& Y | ofdl HTRIEhR UTAHT hl Sgdl AT SR reelt
Mangeshkar) gt offl (latd mamgésakara nirajaham aura | far g 7g arsa Ty e &
Samasada bégama ké satha bhi ga cukl | ddT FRIER A 6l SR &t SMY ded & | ol HIRIGhR W1 Aed SRaRe AgAd &
thir.) e TTER S H W@ o TEf T TR
AT HAER BT STH ¢ FATR 3] ® adAM UIfeh- | AT HNER STaaT H g1 AT IHEH! GO U | o1 HRIhY YIS TRITaE SR eTa-
@ # gom ol (lata marhgésakara ka janma | @Rt geiRl @ WE @ 29 Ry

Table 36: Paramanu-Hindi 162M vs GPT-Neo 1.3B vs GPT2-XL 1.5B open end text generation for
Hindi prompts.
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Hindi Input Prompt

Text Generation (top-3) from Paramanu-

Hindi 162M

OPT 6.7B

aﬁqé@aﬁ (Sachin

Tendulkar)

AT & 3relTe] faRTe higed! 3R IR 1fY &
18-18 waeh! & Raple &t off fefidiand 3
et & A& Bl

i dgerent a1 STTRERT g 200 gt 2%e shrcht
378Y g 3R 38 Ush HgH fRATS! ol areR
?ﬂiﬁ%ﬁmﬁﬁéﬁmmmm

[

e dgeiehe a1 STRERT T 200 T 3% rhr

37gH & 3R 38 Tah HgH R ot areR

?aéé?fa?%m@aﬁmwwm
[

i dgetens & RUTE [ am a writer and a
thinker. I write on contemporary political,
social, cultural, economic, psychological,
and philosophical issues. I write on the
subjects of politics, philosophy, psychol-
ogy, and sociology. I am an amateur

g d s @A g
AT AR 19 TG

g dgeTes e a1 98 UTH &d 3@ & TS
R e UTH i & 99

RMeed WMH  (Shah
Rukh Khan)

RMTET T i [TheH S ehl TSl HaI8 3R
grﬂum%saﬁﬁﬁa:%ﬁﬂﬁwa@ww
[

e @, AL A, TSR Hf, I0T-

IR R, TR &1, AT UTeeRy, iy ey,
ST arelt 39 fhew 7 gehar &t 10.11
AT hHY HATS |

LMTEE¥E W o U G AT Mo WH
Rl , age @ @l A agd g foran
STT GehdT &

TGS G AT ReATs aTuRd AT a3-
1fa & et i

MMETHE T &1 B 81 379 gFe Udl = &
forg s @y

AEPE WM R HR o 9aE & a0 d
Sfte AT @A & 0

Tgler et
hatma Gandhi)

(Ma-

TETHT el 3R I+Tch THehTel AdTa3il ohl -

T S 9 & Sifad aafey o) Aga

Rl
wgra et I anfior ISR TRE @)-

T 3R 3eR § ot )

weTr mieft off sroe Sierft & wafer oo
TRd F R TR A BT AT TGERIA B & ar
g ot foeReRT & AR gy &

HETHT el I T SRIBd & al, g
I @ieT & R0

HETHT et = ATERY 7T UA2T & A hl
FoM & fog 0

At mieft & A7 Amfei dam w1 Hr
Uk oh @1 370

AT "R (Lata
Mangeshkar)

AT AT JTSTE1 3R ARG S S a1
oft 7 gt off|

ST HTIRTERR ehT ST+ ¢ FATwR 33 Shl ad-

HIF UTfehe 7 gaim T

T FAER A A AsH I Rt A% da

T TR I fohar & ok Raer asw & 39

HAfET 7 I A A3w A ot 7 &k R

gﬁmaﬁ?mmﬁ%ﬁsﬁm@@ﬁm
[

T ORISR START Tl aTell SHAR gt
ST ol Hel fead 2reg’

T HrER diee # g R o uge | 59
fRaTd ug

AT AN ST 3R dnferes o faemaes iR
heot i & g gafel

Table 37: Paramanu-Hindi 162M vs OPT 6.7B open end text generation for Hindi prompts.
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Hindi Input Prompt

Text Generation (top-3) from Paramanu-Hindi 162M

LLaMa-2 7B

G dgete (Sachin
Tendulkar)

i dgard, e, &lds, @eHuT iR gdTT & el
farTe gt 3R R S1fA & 18-18 Tl & Repfs hY off
Seiiefens 3 @ier & A= & 81
IR dgere a1 SR g 200 af 2 ThY 91eH & ok
28 Uoh HgH R @t arenR ferd 37 & e @ dge
WWWW%I

T Jdgera a1 @t @ 200 af 3 ST 3gH & SR
59 Toh HgH R} ot arenR e 37 & fogrer @ dge
31GH T ST GehelT B

i dgae

T G, e el W IS Tl Uge 3R Ryl afefigs | @A at
FaRt # i e g1 afeeh dge gEer g1 R +ff a7 At Rart &t
i

i dgeen W8S | AR @ 3o fRRET & wer 3 e et foran, g
AT T T e e Tepet UTaaTerT & GefAfage tidla orghg Sit Y
ST R et 7 &g iR AfRaTsTl o HeT e Y SR S | ga
R

MEed @M (Shah
Rukh Khan)

2MMET T i [TheH S ohl ATl HeTs IR SATHUTH & 3ell-
i H I3 M U 3T o7 T B

MEEE @M, AT M, SgsahT f, R &R, AR
=T, AT e, ity e, Fesiia g, afe sy, -
fifer, <At i & Srfererar areft 59 fhewt = gEpaR &t 10.11
UG T FHATS |

MESG W & UGk 5 IT AMgewd @ & faRiel), amgesa
T Y AR Tgd T foraT ST Tehel &

MEed WM IR A T A Aled AT & [hIE I8 [RIetars et 7
31ga &I GFAT T Dear reader, its been a little over a month since
Salman Khans hit-and-run case was closed. While a lot of speculations
had been doing the rounds about Salmans alleged affair with Aishwarya
Rai, the superstar has repeatedly denied it and said that he is a happily
married man. Well, Salmans wife, Arpita Khan, has been very support-
ive of her husband. In fact, its been widely reported that Arpita and
Salmans sister, Alvira, have been quite worried about the allegations.
They have been concerned about the reports about the superstars affairs
with women like Katrina Kaif, A", *<s> Mged @H &Y af

% Tehel § Repte ez A ahgt b e T ot fo R e wAgréa R
TET & ofR g9 e e | Repr foRdher e et R aidt g4 fovdher &
Th IR fohR 19 SToIR & o1 13| & 1 qedh 9

MESG W Fl HRAR & Tehal T ReplS fohahex Ak T [ a8
g o7 3 R T Agrka sy A & ok 59 el el | Rents fordier
e RSl IR Fgd Y fohehex & Ua IR iR A IR 7 o W & a1
& b

MG WM A WTH SrAwreh i et & e &R fam grar 2023-03-
25T15:36:04+05:30 Shah Rukh Khans Mother Shares Video Of Her
Husband “Taking Sip Of Water After Taking His Medicine” Shah Rukh
Khan’s mother, Lateef Fatima Khan, took to her Instagram handle to
share a video of her husband “taking a sip of water after taking his
medicine”.Recently, Sharukh Khan shared a heartfelt post for his father.
He also shared a video of him in which he is seen speaking on his fa-
thers health. In the clip, SRK can be seen sitting in a chair and holding
his fathers hand. The video went viral on social media as many peo-
ple were moved by the sight of the King Khan holding his fathers hand.
SRK had

AgreT el
hatma Gandhi)

(Ma-

TgTeT et 3R T TR TS chT HXed AT THTS
& sifaw afery vt Agg [ W

TgTeT et I arEoT AR MRE AT & ded wider
%mﬁmmwﬁ?ﬁ%ﬁﬁml

wgre mieft oft st il & wafer &1 ure @ o ek
SR 3 R T GERT A @ § ot & o foraRemT & R gy
Hl

HETeAT Y Sich] AUTTSe Glell UTSSTch] YaTlaTens forich e g~
fomT o= @ Kathmandu, July 25 (RSS): Rashtriya Samajbadi Party
Nepal (RSPN) leader Madhav Kumar Nepal has written a letter to Pres-
ident Bidya Devi Bhandari seeking the appointment of former prime
ministers Sher Bahadur Deuba and Pushpa Kamal Dahal as the prime
minister, RSPNs central office said. In the letter dated 24 July, Nepal
requested the president to make Nepal Communist Party (NCP) chair-
person and former prime minister Deuba, RSPN general secretary and
former prime minister Dahal and NCP leader and former prime minister
Jhala Nath Khanal prime minister through a joint consensus. The
wgreT el A uRfdar e & oy guR wfehar &1 sTge sifera &
I3 e ST FgTe et Y A= R Y Tafear i fr -
TTef @ AR § ol avE @ sifaRed g =nfey ok fargmam™ W Uk gudt
o

mgra el o1 iR ufie wRdT g Ter & B aret 98
ISt T 27 FeiR Rig H 38 g7 Rig & e 3T 37 HI 757
T8 IR gidt off? STeh! aRaR g &R & S @ wel 78T urg St oft R
STferaTe T AT STeget

AT TR (Lata
Mangeshkar)

AT FORIh [XoT81 SR MG STH 3 AT A 71 b of |

AT MG Al T ¢ FIameR 23R & aae uifehear

Hgomam

FaT 7GR A d A15F § Radd A8 deh Hl TR ag

fopa § ok Raet A1s™ & 396 w2 32 O 8% &

%ﬁqmmmaﬁaﬁmﬁ%ﬁeﬁmﬁm&m
I

AT FHIRTERY UR OY 0R OY 0% O 0R TR 0R TR 0R TR 0R TR 0R IR 0R IR TR
TR O IR 0% 0} 0% O} 0% O} O TR OR TR TR TR TR TR TR TR TR TR TR R
mewwwmmmmmmmmmwmwwmwww
TR IR IR TR 0% TR ORI} TR R TR O TR R

amﬁwwﬁa%%ﬁﬁw%ﬁﬁmﬁﬁﬂﬁwﬁhm

Ha

AT HARTERR Y ST FOTel) 3 STt et ht 3 T ATET AT ATgd & Wit
e 315%d faariges AT 9t w6t 81 a8 oo fohed srdhert @ Td ori-
e srufares g R aroe ot wreft W dgdt &1 urEdT § wielt 39
BE-aRA & |7

Table 38: Paramanu-Hindi 162M vs LLaMa-2 7B open end text generation for Hindi prompts.
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Hindi Input Prompt

Text Generation (top-3) from Paramanu-Hindi 162M

GPT-J 6B

e dgete (Sachin
Tendulkar)

i dgard, TIeH, &fds, @eHUT 3R gdTT & el
faRTe Pigett 3% 1R S1fA & 18-18 Tl & Repls hY off
fiefieitons 3 @ie g R & 2

TR dgere a1 SRS g 200 af 2 HThY 91eH & SR
58 U HeH fReTE! &t arenR fer 37 & forgrer @ dge
375 gl ST WehdlT 51

T dgera o1 @ @ 200 af 3 It 31EH & 3R
3 U HEM [&ere ol AR e 37 & fogret @ dge
37EH el ST FehdT g

TrA dgetens axddl Sid. Kannada: 83e3z30 3533neb aod shd) ©3;
20w 88word3B. Serbian: I am a writer and a thinker. I write on
contemporary political, social, cultural, economic, psychological, and
philosophical issues. I write on the subjects of politics, philosophy, psy-
chology, and sociology. I am an amateur

dgeee Raug afdRatar 0000000 iR AMER, 10 SHa,
2010 %l 3Ud gyo &l IR & RigRiT S 3R e # alie a1
1 37Tt 3R A & IR ST SR g
giftha geodgae gifcha geadgeent aifh,

Meed WM  (Shah

2MEERE @ T [Thed ST ol STST HaI8 SR U & Sefl-

MMETE MG h1ch TG 615Th] URFIRTHIC STedT B+ T hichdp G-

Rukh Khan) i 7 93 G TR &1 ST 36T 3 FUHT TSI TS Tt AT afd Fat Ae<en! Sa1sg ug TTH!
MEEE WM, AT ang, Srgsahr rf, R R, ART | Srepeftaent sfan
&=, A1 e, ity e, Tasiia g, afe agr, M- | mgw @R iR sgee awdim et oY &m 7 @ & Estonian:
foar, <Rt uid & Sifrerr areft 59 fOhew = geha &t 10.11 | Nagu siin on histi, saate teadada, kuidas mina kirjutasin sinise koos
T Y HATE | tundumata, kuidas kirjutasin iilejddnud koikide aegade tundumata.
QTIB?'T.@ @ & uiEsE 99 ar TEeE @ ¥ Rdeht M- Nagu siin on histi, saate teadada, kuidas mina kirjutasin sinise koos
Tepar ' tundumata, kuidas kirjutasin iilejddnud koikide aegade tundumata.
R T i A Gl G v o é qEFE @HES @t A & §f oy @
MGE AT texthindi Turkish:
Japanese: 1V ROTMEREVWC SICEREFE>TRRELS
EEBOLSBFHRIEIBEERSITE N TIEY
REERRIE NS AR TRIVONE LT 1V FTIRK
AEIAT  WE  (Ma- | HETcHT TN 3R Ik GHehTeH T3 ol X AT THIST | HelcHl e UIeurd, g 995 YRAaH sgliiedd Aglcal 3y @d:
hatma Gandhi) & sifom aafad &1 Ag &3 R Bt | gt df Shfg it 31T STad 318 S 2 g ek, ToT A0 Ak

TgreAT it AT TrEoT ISR MRE G & ded e
& HHTRET & gedTet &1 SRR e & ot fea

mgrea mieft oft oot Sierft & Tafer o1 ureH a & ok
SR 3 fear o HERT A 2@ & Y 3 oft faamemr & AR gy
Hl

wgre it § 7q & o F ugeh IR e wenfyar gdi S dwn @ i
e gt 1 R Sroeft et s # Feg et Aol et 81 A A fifsq

=

TETT et Y Ak P Y R el §1 oo uic St et &1
S g & 2R F 59 ager g anedt &1 O ol ergfaen & R
Rk arfdyes 7

T "R (Lata
Mangeshkar)

T FORIR [ToTal SR MG T & a1y off 7 g off |

AT HTTER T 5T ¢ RaR 333% &t e e uTfhe

Agemam

AT HTR 7 At A3H O RIt A5 dh T TR aF

foram & ofR Rt gt & I swdifed 3 38 Ao gt

%ﬁaﬁﬂ?ﬁmma@?aﬂmﬁ%ﬁeﬁmﬁ@ﬁm
I

T FTTERR Bl AT §Q SIS a2t ol doTak e o T & | a1
st 5 IR 91 7% geg & ST § gt fRam &1 A9 Atess
& Qo
amqagﬁamﬁfmwa;{&aﬁﬁaﬁmmaﬁwmﬁml at e
# IR AT AT foh i A1 @afert A el =T aT oA foma 82
ST Tk GER &Y o

AT HALTRYUT AT ik Y FAA df ST I 8 | Ak 3 Tl GEgRa
g1 Portuguese: Eu tenho minha prépria misica de fundo. Eu tenho um
grande amigo em que o meu nome significa muito para ele, e ele fala
em mim no tltimo episédio de uma maneira realmente agradavel, e é
muito bom se vocé acompanhar isso, e ele ¢ Muito boa como o meu
amigo, ele ¢ meu amigo, como 0 meu amigo, e ele ¢ tdo

Table 39: Paramanu-Hindi 162M vs GPT-J 6B open end text generation for Hindi prompts.
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Hindi Input | Text Generation (fop-3) from | Bloom 560M Bloom L.1B Bloom 3B Bloom 7.1B
Prompt Paramanu-Hindi 367.5M
R dgIa? | WA dgereh T AT d 200 ai - | TS dgereh el @ [oh 3¢ 3 a1d | [T dgeidhe & HeATchid hifl 3R | AIaH Ageiehs oh [elTth WIRAT &1 | AT Age1ehs ol AT & 1oh | a-
wmﬁm%aﬁ?g@ww@ g gl & foh IRedTg & H fonht fR- | o1u AQ et ot wfAa et & gd P Aeg g U A w51 8§ | gere ot fohdhe ot Sl sTare gt
Il AR er 37 & e @ | At i se g o H @1 | R SR TR T HE- | R 31 O i Sfta R & R | 7HT o wehar wilf 39 awg e
ﬂzzmmmw%l et 7 et 8T & | 2 Rig ot & o e & Rare & | Uoh 9 I s TE Hegy S &Y 31 7gwT 19 a off Afh a8 B
IR digereh o1 A @ 200 91 - | i dgerch A el & R S A a1 | it o sifRfora & 2 Bl A1 | Gf dgera ok Hag Rig o & | 1 g 8 ©1 T 9k 9T 78 e
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Table 40: Open end text generation: Paramanu-Hindi 162M v/s BLoom (560M, 1.1B, 3B, 7.1B)
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Bangla-GPT App
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Include input text

‘ Generate Response

w  <s> it OCL A0 5

SA9D:

g enfiarst cat fordts Ieim)

TET: "SI BT CATH o74Te ICIRI" </5> (7B QFI0
mﬂﬂ%mqswwﬁﬁfmmiemwim

¢ RTITe I R @ (@IS IS FIT A TS AT
AT ) </s>

Figure 14: Grammar correction task by Paramanu-Bangla, in-context learning capabilities of
Paramanu-Bangla model.

Bangla-GPT App
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Figure 15: Grammar correction task by Paramanu-Bangla-instruct 108.5M, in-context learning ca-
pabilities of the model.
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Figure 16: Prompting Paramanu-Bangla-instruct model with query: tjﬁw QFBI TU WIS TR

e W A9 ¢ofF 1 1 (mudikhanara €kata pharda dao yésaba diyeé
sbasthyakara khabara tairi kara yaya.)
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Figure 17: Prompting Paramanu-Bangla-instruct model with query SIS 2B STeroiq 6o
TR fiq| (amaké pracina sabhyatara pamcati udaharana dina.)
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Figure 18: Prompting Paramanu-Bangla-instruct model with query: TR =5 Sorifor

941 (yogabyayamera chayati upakarita baluna.)
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Verse 3: O ST 57T, (SR WA ST (AT S 377 51w oo iwta Aot

Figure 19: Prompting Paramanu-Bangla-instruct model with query: Q36 ot fo7gd1 (€kati

kabita likhuna.)
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Figure 20: Prompting Paramanu-Bangla-instruct model with query: B IS A faﬁ&ﬂ aR
ffar 5 57 (krédita karda thakara subidha ébarn asubidha ki ki?)
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Figure 21: Prompting Paramanu-Bangla-instruct model with query: EEIEARIR] 'éﬂfﬁﬁ oI qP-
Y Ao 74 (rabindranatha thakuréra $aili anukarana karaté likhuna)
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Figure 22: Prompting our instruction tuned Paramanu-Bangla model with query afe @she
AR qrad G (@ifet TG mEI Oy aHo @1 ¢ofd FFa1 (ekati bhégana

cinabadama makhana ebam jeli syanda:uicera janya €kati resipi tairi karuna.)
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Figure 23: Prompting Paramanu-Bangla-instruct model with query: g ﬁ%&ﬂ f$? (Siksara

subidha ki?)
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Figure 24: Prompting Paramanu-Bangla-instruct model with query: GIte w1 341 52 (yauna
diksara subidha ki?)
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Figure 25: Prompting Paramanu-Bangla-instruct model with query: Q36! (AT ICAT TG QFHH
V9T N (4o NE| (ékata khéla balo yéta ékadala manusa milé khélaté
pare.)
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Figure 26: Paramanu-Bangla 108.5M generation capabilities at maximum tokens limit of 1024 for

story generation in Bangla. Query: Q35 A1 sigf feya (ékati dirgha galpa likhuna)
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CREATF SIS AT FTF AFL ST TR TR FIE T3 A NFT=AT 541

93 7S ST T B0 [Pg ST (T ST 1 28 QI ST ST (50T S (@ (BET
BT IO (HICAT I A1 2 1</s> AYNINAT NL\DI,WWNI’&O‘IQ Gy ‘Q?Z P[0 ANYTBILIT
st Ao 2GHT S WF 2eT| QU OB o Sib rTrg W32 ol o - o asit Fe
v wae Frs1Trar TG seTsia ST Seto S1t? B site, Sl Sl 71 (7 Srene Frss
QT2 PRI (AT P o1 5o AT I</s> TS T 2% 567 - A% S1fG S SIa SImiwa STHemT
STHIHI SLA? QAT AF6

Figure 27: Long story generation, continued

Include input text

| Generate Response ]

© | <s> i TTTRT: (B I S s v et Tacee

LT |72

TT: 1. ST YOI eT 26T 5099 @ Sf@itera gt aft
AT RITIT STIFIR Be], 3T 8 TP3d Boia et
(ST O

2. Stas e e @ seres s w1 aa il sfeste «ifaefs ar afsavmmsatmg aat
Afowiiie 21| ate W8 1fifs uae (s Tma afer s, 71 WiHTE @ srens dwe
FE|

3. T B G (D WS I A TSI S FAEa 106 771 «ff s JiEeew @
SN SRS A0 R awg 0|

4, SR TR o0 W0 Rrross avwife zmarsms g e s oft s o
T8 ST STHITST W38 9 5058 ARTFERSTs 799 FuEd AR SFei{s ae o4F of
Hfasfire US|

STGA1e, WIE 59t faet sater oift o7 sfiadasiat Ba ga < wae oiF fiad g
IR FICZ TG SFGe] BT AT S| </s> BT WIS

Figure 28: Prompting Paramanu-Bangla-instruct model with query: (< JIg¥ eI et 3o
T 2Nfs z@c=? (kéna manusa isbaré bisbasa karaté anupranita hayéché?)
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T it bt el i o A dwer e & s sea

Include input text
Generate Response
| <s> i SR G O A et < ot i v g fle b Ry avesarg

IR: 1. T R GG 3R a8 el a1, g P
3roEl TXE & G AT 3R 3wy Sfiee & farg wdt

- T BT

2. Frafe e o aite e i o T |

3. Rrrad sivefaersdamaam

4. I S T PRIT 0 G 31 S P TR e

5. e &1 gt ded T

6. el AUy i i T 2 et e & Td deli</s>

7. i ITEH a1 e & R W @ aT e e PR
8. T 3T €l 35 AT A1 FIaTEer b 21 B ¥ g TE+1 201 e 2 |
9. I3 & VI 5 Sl ol QU BT Al o ST FH AR

-
=)

. e T F G T BT, Ahe) W A SN S § G e d
11. I ¥ it & ifder e, Heoll, Tetdiae (e o Fowe avgall & 99 AT s

Figure 29: Prompting Paramanu-Hindi-instruct 367.5M model with query: ﬁ?ﬁ 3 et Fi H}ﬁ g
STt # 3 # sgaR i & g @R ehdT § (mujhé una cijorh k1 stcl dém jo maim rata
mér béhatara nimda ké lie kara sakata hum)
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e
ST RGN BaTS AT Frifac ae! 3 o & ol aar a5 <8 82

Include input text

Generate Response
ap | <s> it AISE: AP AN EATS AT dfaciel 3 guR & for ao av vl 82

aﬁm: 1. TP Gram AT o iR Hthas i o1 arer
|

2. TS gIEARt ¥ B, w1 W] afte S i @t i @ ger)

3. IgM & fo o au o, Fafie wew Eex o @ S )

. O ATE & TSN i W9 I i1 3R FHE BT A RIS 31 I R S Qe o @ U

I

R e T U ] QAT o (o 2T AgeT T TR et T SR e Hed 8

T AT 25 TR FRIA A 1 S ¥ O 1 HIT doe @l gel STl

BT BeTE UEH, AT 2T 31 T T |

forreft off e 2wy & fotw roedt whamfare TRem &1 e < /-9, Tew TRa & (sl &1 ore

A BT AT & RIAT BT 81

9. TR 1 FEfE TaRgid ! it Tre He aTfds 3 TRIAE v8 ot HRIE e TR ¥ </s= 11, T
1 31 AT e SN Y T T U AR difer ey

S

il

Figure 30: Prompting Paramanu-Hindi—iqstruct 367.5M model with query: 3Tthich! TR gaTs aTdl-
ITd FAfaefad) 7 GUR o folg R e @1 67 (afriki sarakarém havai yatayata kanéktiviti
mem sudhara ke lie kya kara rahi haim?)
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Hindi-GPT App
IR
31 e B 2R I AR

Include input text

Generate Response
o | <s> #il TR HEY G I el I ARy
T
FTR: 1. NaT: 319t g BT ST etforg

. g g e ve et st geht o srpra

TR: ORI 25 TN Tereit, H1e 1 27e) i ST 31 HTer S gy 79 § 9177 &1 9

e 310 GRE et & fefy ST 31 Ueh S T

Y. e a7 e, et TR anfe & for T e 1< 526, T eHI T Faver e &
fere sgareret e o it wreme )

TR, TR 25 T AT 5 ¥7et 3 ST H aget AR o #

TraT; SRS H A G S aront T & | 98T 91T SreeT HeaE @i

ot famrerer e A eqananeht & @ | g AT T ot o A ot

. TTIGR: ST o SRIGY 9187 agel T e 1 3 STeR H ager TN 1 oI & il ST 41if b1
T o H FEE @ He € /s> 1. T ASTET  Agel HI) ST & St 3]

vos owoN

© ® =N o

Figure 31: Prompting Paramanu-Hindi-instruct 367.5M model with query: ﬂ?\ @'@ T gl ST
TfeY? (mujhé chuttl manané kaham jana cahié?)
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Include input text

‘ Generate Response ‘
o <s> ### SRIRIT: FIT IR S o foly TaTEeE W & o R 2

ggc:

TR 1. HATE: HeTE TI Wi & folg ey dges=
faea &1 Hete & 31fEe Wi, FeiEEgey 3R BIgeR 8kl
%ﬁﬁﬂwﬁﬁmmmﬁilmmﬁmﬁwﬁﬂﬂ
LS [

2. STOTTE: STOIRIG UGN RIeT & Wi STOe! e Wiy oy a7 311 S8 ST S €| 37 g%
T e 2T HfeorIT & o1 e ] & 3% S 3TTeh! SR ol Uy o et 81

3. T aeTe: T siere +f 3o fol wawy o &1 v I Hfdffe 8w 1 a8 ey
Ao o felt agel arest &1 &, Fuifd S s e qie ded fier & 37 o v SheA
o fefer @ £

4. FOTSH! ™D TIC: TTSHT e e H SiTHR] Teh W HINT [Hefdl €| I8 319 1018 U 9TH
Tdched & Hadl ,\_lﬁdiMmIHH WOl & 1= 3TN o1 <711

5. 9% sifewed: ST 31T U Tavel Wi aTel & o 31w U 93 Fok &t snaezdd 8rfT 59 areT,
a1 frafia

Figure 32: Prompting Paramanu-Hindi-instruct 367.5M model with query: 39 d9R & & forg
WTRIYE WHT UehH & dich a1 82 (bhojana taiyara karané ké lié svasthyaprada
khana pakané ke tarike kya haim?)
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Include input text

Generate Response
o | <s> #H TR b i o s il &

Fge:

I 1. et 1 et o aga 3 st & g

ST &1 AT ST HehaT | §6 el 3 3 fopeeiaeai! &

gﬁrm?maamammm*mm
S|

2. ATERT R 35 R &) et & o T R e € el & S e g & oF @i
ST et ] e BT | S ST, S e 0T 2 3 i Gt e He g
et arfimeat a ST v gU O STl Enfie et €

3. Frecianidt &t Sucmeya secaqyl & auifes a8 Sl @ ot gufav ok g we
VIR e T T ST & | 3R a8 ST Ye 1 IeqTe e awel 6 T e & fag
el e et &, ot et opt e ekt g e wvent o st & ot v fbeeieniet g A
wadt Ei</s>

4. et qafid fier it w2t fresfira qeie! & arer am age & for aga # guarft &, si=g
Fearet & farenr 3 fetg g Searet & e & Fas e 2@

th Streamlit

Figure 33: Prompting Paramanu-Hindi-instruct 367.5M model with query: fohtet ot SiifEes o
Fat g2 (kripto karémsi jokhima bhari kyom hai?)
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1 o A it e F e varre & e & gere fige 4 wEias w Ha 82

Include input text

Generate Response

q | <s> #iH S FAT AT SRE] i e H e wareea 6 i o1 geie fgu 4 wHes
w82

FIge:

ITR: - B N S V11 I e & forrein I8 &9 7 fRth
Pleret farerT # afeds S & & Uge A +ff YRS Td
RIS P ™A BT e AT g

o T O TS A oh ol T (AR P e YE &, I8 Tper Ud B o o o oft gof
ST e & iR o v et e amel ok T & fer ft eeR AR )

o TROR T ot S o fawr o geele v & o s emmeat anfie 2 2 9 faw,
TR AT, HI TR |

- e Hi3T U arenT Aread & a1 foh e S o ol wens @ of 9 anfele W 5w
v aEe e gl

o TETM o wareen graf sel, g Froa, oedene srer onfe e oft e 2

o T T E ST av T a A waree dae ameel, 99 f dmial o s suer
EALGIERGIE]

« o oo o o g Pt o rer we @i, SR o e e I ae, S R s
ST, H9T deba G AT 1< /s> Tarer Hifea 1 o b wer gan oy st & siftsr

_SIhl

Figure 34: Prompting Paramanu-Hindi-instruct 367.5M model with query: T 3Tq AT
Aerumd H ffSieet ey 6t Jffient ot Peie figan d Geflag R dahd 67 (kya apa bimariyom
ki rokathama meéem dijitala svasthya ki bhumika ko buléeta bimduom meém
sucibaddha kara sakaté haim?)
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Include input text
Generate Response

q | <s>### IRY: RUTT UETE & O U UioumH fEvie % | BT &1 Weld ST o Je el ol wia
TITRET & HTel ST i e Tt <t it anfen) &% faelt & o Wi (uraem & wve e @)

3c:

TR 1. AT - U reanad & foig o Hium faem a1 ifd
LI Y

2. QUi - U SeamEs & f, S Snedl ot merfiamrel & e & v gu ol fen sk

3. ANHEET - BT &1 TITag & i e SEUTIH & a8 § o Ug- 3R 378 97 [aua &
Fafer Rl o farvga w31 &t

4, gt T BT - @ BTl o Sw! A e e o T ot g e, Rda, e,
wafer st caeo T At |

5. WA WEIEHT - D] B 6% TN $ aR H HUSE SaN I8 HIeT U1 I ST

6. TUIET clddd - B o] SHad: Hafed e 3 Hefed @ wega o & [0 9 o ave 8 st
s aTe

7. e s - s & aea o e aee! 31 GHR B gY 37T S @ EHIeR g9 30
fora o ger o PR R 3% 84 U@ 9901 [91eS 30 I</s>

8. ®R Bt WY 4 Tt - BEI 3 @ Sied qid

Figure 35: Prompting Paramanu-Hindi-instruct 367.5M model with query: T 717 uraash & forg
Toh UTSaehH fSSIT8- | BT i Ucdch ST oh I oh W& AT oh A1 ATl i Teh gt
& S =g &R foneht & forg ohunfeiT (uraers & ary {[eeiTd &en) (dié gaé pathyakrama
ke lie eka pathyakrama dizaina karem. chatrom ko pratyéka adhyaya ke
uddésya ki samksipta vyakhya ke satha adhyayom ki eka suci di jani cahie.
hara kis1 ke lie programimga (payathana ke satha suruata karana))
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Include input text

Generate Response

7 AR

1970 31 1980 & F91 o SR SrfEiaper SHIh a1l 0 H= TIamel & fev et e

e

It S TR R TR R o e et U, S 9T o e ST ¥ o e o e o
& ST GRT e S TR e e, s 1970 3R 1980 HE9e BEN St SEhidr ek
m\ﬂ\irﬂﬂlﬂ\?\\ﬁ\ RT TR [T T &7 | Faaaa arg d\(ﬂﬁ‘iﬁ\‘ T \Eh\‘&ﬂ Td \aimqm AT 14T
i vae I 3 o1 &1 37 9wl O AR aTS g o, S eNa R aa o R 0 g
SIS TR & ate oy 2 o, fores afvmeee s aet o 12 fifers e
G A EIedE, TEelT 1955 & 1972 0 FeT 31 GH 1983 § 2005 T, HFfEa &7 3 o 3 fafeta
TR 0| ST S B0 O 3R 9156 TR Wars T

W 19§0 - RS Ay, a;neimmn,qﬁ;%amaﬂ?
feramet 'ﬁgﬁﬁmﬁmwganemazw
HATSTATET AEFIRY 2ft 311k 31Tt it o Uil 3 STT-3TerT
HeRTeA 1 Herd FaIT o7l 39 e, & AR Sffa it A =
arel il R Hepher & Hew H Her st fRase a1
HHTEI TGS o A STeTT-TeRT IR<! fAg S &1

TR BRI &, F70 TAIITE = § TITE DT ST e o HIEEF ¥ 310 <2 &1 TabelT 3
eI fear

Figure 36: Prompting Paramanu-Hindi-instruct 367.5M model with query: 1970 3fR 1980 & &3
% R SHfeenier STkl &= UR &= AIRMe! et =0T &t a1? 1970 aura 1980 (ké dasaka ké
daurana adhikamsa aphriki desom para sainya tanasahi ka niyamtrana kyom
tha?)
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q | <s> i SR U T2

¥

STR: | 3 T {1 BT & Wil G T Hicifeg 11l & SR
1 I e agIfaT 81 I8 e, Hae sik sfaffea
AT, 5 319 aﬂ%r’a‘ﬁssmﬁsimﬁﬁraﬂmﬁs
m@rﬁ%ﬁq@ﬁ'@f'&ﬁ% 31T S A Tep Ieael
O RT ST & | 3 T ST T 00 &) WebelT &, i
TG A TRT AT BT & 9T T P IS TR
§|</s></s>ﬂwqﬁ#rqﬁm 2 o & & 37T
Y, St AT ST THSRI §Y ST AN i SATaT,
aTl?fa'rq' ﬁha{wqﬂﬁaﬁmﬁ’:ﬁ Gﬁ’s‘lsﬁﬁﬁmaﬁ
e T SR T B ST & mmﬁrﬁam%l
gaferg, ﬁqwqaaqpfqﬁmumﬁamw%a‘rgﬁ
3T TS H U 8, HIE 3R Hgferd AR ST 5
<J5></5>F T e T SITETR 31 U Hecaqut ST et &,
e &% S Pel-Pe] adl 3 [y ForieR 8ar 8, Si&f a=it
TG 18 Bt & | SN, U IR Sfia o7 Ha) Fe SR

%|</5>

Figure 37: Prompting Paramanu-Hindi-instruct 367.5M model with query: %9 @7 8? (préma
kya hai?)
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C'Fﬁﬂ:
I T e g1 R A W Al 87

Include input text

Generate Response

g <s> Hi SR B T W G IR T Ao 87
v
R: 1. pedfa

~ o A W N
3:

Figure 38: Prompting Paramanu-Hindi-instruct 367.5M model with query: @1 IT Tl §ﬁ'€ﬂ WRH
e AU 82 (kauna sa khéla duniya bhara mém sabasé lokapriya hai?)
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Include input text

Generate Response

H]

Sleymisse:

saarfli ul L by tenus Gam_jeugen 5 berennsaneris LU iy wied (§ kiger
o_eTat(p:

udlev: 1. seo@l LomeRTeL [8(EThE(E) LILIgnleTer
L liysatied 2 Wi $&& nmid Bljeuns wpenmaer

o _GITerea.

2. Lgss Cauaimgw Lo Cam au@Elfd Qupmerer 2 wF @ Asmiawkisatian B
2 Wf 5GBS(HEGD W PEH o drearg).

3. ugssCeuamyw LaCeum Luinésaflen wpenareurms Glg QT Fumar 2iflene
fpl (b reeTang).

4. @ndhwreier erdreom L@l saflad Fepsid HMID <, rmiFSuilda 2 WiFe| el a|seT
o _aeme.

5. ua sdgnflsatid Ly Ssab, g Geran QsmllamL L soarflaaner
CaibEsH&EL0 wreammaisenseE del&@ELW Ll L b eimpella <, mbuib Qaiig
auflam’ (.6, Lig aGeaemgw Glumbludive Ly 'iLyser Siaiser jbeag)
Sia@)ndlssLL L InTamelfseT Engeane O apwnélser @mba CleuaflGu aubs
@ Ceuana CobURSS (Lplg b,

6. eu(m B _ig e W u(pLLTaTar BaJRiSar D euflSHELD wasEnsE 2T 5ES whmib
2TFIIGIFHE HGIFHD 2 eTeTg).

7. eump&ensuller 21§ senenwo wHmib Ceuearmenrentn Gumenm eflagwikisear sagrfluile
SlanL_&@ID eTenLIanNS eTTRIS e E < Mlwemd.9. sOpBTL g6 Lghu Agmldam 1
Lig LIL&E(@h&E eThmiSEaTanenLb (perareant LmHmhisaar La hamsaild sLsr Cewea

Qs anaunh. 1

Figure 39: Prompting Paramanu-Tamil-instruct model with query: &6Vl LIL-
LOuglenusd GsTLFeugsSseT 5 Hettenndenemll ULlgwed(hmser.  (kallirip
pattappatippait totarvatan 5 nanmaikalaip pattiyalitunkal.)
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W]

<idleymSse:

Lefll&m $yey eremmmed eTeimen?
2 araf(p:

ugléd: ¢ b Lellemy spa eremLig) LyuSluller
SlgLILINL STE|SEMET QULpEIGLD auLflsenar
aupEIGL saflafl By eremm @GOG Samgl. @
Hellufler Gomss @wihens HlevmiseT Hmid

2 ullflamsisener LN prmiiHS)
eflerssLiLp&leamgl. @Sl o arar sanflafl Hlycser
ue yue Blydsatien LeTLIT(hsameTs ClsmaoT(h
aumdlamar. @enaisatled HaGaugib L, opmid
smusdlsEpLer Qs Garer(herersns

@ m&slemmer.

yeflamy grey Cumenmal Leler g liLienL Sresearaia@h Lwen Blraaeafian epald
i (GG auprisliLREemsg). Gs Leilufler Qumibaiwre Wflalsear bHmiD

o WhlflartisaneT <, rmiBg <idluembd. Gg) Wlseb LiwgiaeT g GFwe @ Guogib
wésar Hmib By @wdss @WwasErde UL Hdd dnGeuginren uaeiargamns
Qumib.yelemi ey @eueunm ereueumm LWL (RSSLULIRE DS eTeiLens
LflbgiCererer @engarltamil.com @)e QgL GlsmaremeyLb.

Figure 40: Prompting Paramanu-Tamil-instruct model with query: L|eG\&T &6y 6T6TMIT6V
eT60T60T? (puvicar taravu enral enna?)
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" SIpepEEW:

@1 LebeUIm(meT s ufleir Limed 19f el Bre sramdsamly W bl 2 awresafle LjeTafl

yereflseners Lwam(Héd UL g wene 2 (HeuTéEsEe b
2 araf(p:
udled: 1. s&smafl LpLIY

2. uwi umLly

3. umUY &mUY

4. 2Emhsl LY

5. QUMb 16T &SI LHLIL| G SPlu Serailed Bebev 2 eanre 2 @Temg) eTamGou
ereué(@ Ol ifluyb QumrmmeT @lg <@, aplanl, Asrggidad Wlarami Cumg whmib
OB Gsiés) b Gl S5m0 &6 Saneuns @) HEELD.

o (FenatsEIpEIE, UFmessaama, Saray, Qum_GHLuuin CGuremmeipenn LweaTLRSS

Wilwmb Geiig wrSlfl 2 amredeE LU HiFSed. Ldeallser: 50 Sl Leor, 2 LI, WEhaar

Qumg, e h < Sweneu GaThs sramy. Lge GUmLig:

1. gésnall L@HLY egwd Curfeusnhe 2 LCLTsslILEE . Supsos B
a11g &LlEme (h 218 @ sféaea|b e gsmaner Camiami e delieugsnELD
LIwemLI (b,

2. uEUY e Qelig 2 ey urs STk Hiiiser.

3. Qarsg samdE eTalbL] Car@hseT 2ideg Fanod &L eRIGET.

4. GQaumsmuib Qumg GCeiéedlaGpmib. @ag Caen whmib gOelle Lmsd Cofbaab
(1 &L eremmi Qe () sl () kisar.

Figure 41: Prompting Paramanu-Tamil-instruct model with query:¢(h IJG'I)QIJIT@G'IT O|Mml-
&miguilest Lmev LNifleNlev HT6IT HMettTaHFalgll HG| 2 6voTeYS61fl6v LisiTerf] Ljsierfl-
&emeLl LweTU(hlSE LLigliensy 2 (Heumsa&e b (oru palporul ankatiyin pal
pirivili nan kanakkutiya aintu unavukalil pulli pullikalaip payanpatutti
pattiyalai uruvakkavum)
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o araf(H:

uﬁd}‘ CMD BT 67 &S dsaflL_1b Calw
LIS TEEaT aﬁl@mqeﬂmmar @bs Caslw
5[5]5"'556“ LDEE@E@ EQ.]LD
@5£]|.LI LD ITEITGN GLGGITITS &QTGTGDTQ.I LD él@.lﬂ)@&@
LD&SEET SEis epeLd pemLigle| GeiuliLBElempen.
@)z waset b Coflwrisnsserflen
Il semer SiHw 2 Fa|flemg). CLogILd, o&aser
suiseT Caflu Y misnsEsensEs Coameuwmar
Pspeysemer Qgfbg Qararer 2 geafleampery. Qg
&safler GLerenloani 2 wIFSgidlemngl LoHMILD
I&ESMDEG 2 Fo Slemng).
@ LmsTssaild L smegisser npmib UulhEser BméeELh. @mal nsaer Gadlw
LhisTésald aimpdlemn o pusglaamer il flsa|ib apsdluinrearanal erar
smaLULREaDE. @8 wésallen smbgsssmen GbURSSISaTDg LOHOID e isetlsm
aump&amasE 2 saflamgl. Q& wasar Gau LkisTss@nhéEs Coamannar Hlsha|senar
WL R g Ssufserent: lans LiataflsEnsE 2 seydamgl. @ asaflar
2 @rjasmar CobURHSSIEENS DHMID eufseT arlitly CHEW LksTEs@née 2 e
pig uith aremmi GEuib.igame wésar Csslw Linstésmar sramr Galsm(Hib Hmibd
igar LemLmid @ mhgITRs Ceuam(BHib. @) Siafsailen aIMp&smssE 2 Faldlams)
WwHmib Seursaien LfFeysEnseE CobUl L eumuliLsemeT aulpki@Sammer.umT SEs
pangl Gl Lmhisréaser! Gaflu LRIsTaEs6 Blaea|lb wpsd s o dremar. @& oéseten
2 wielgemer CUTs@Sng HmID Seifsafler aumpeila 2 Fo|dles. erarGal, &seT
Figure 42: Prompting Paramanu-Tamil-instruct model with query:(&L9ud\(HLILITEITT& (6THE (&)
Cadlw Lmsmellsr Flev merenssT ereoteor??  (kutiyiruppalarkalukku téciya
punkavin cila nanmaikal enna?)
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Include input text

Generate Response

U

SAPleymisse:

GT6HT LOEHIENS; 6TUILIY. GeTLILI(HSSIeus?
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W&Hwbh.8) giemnaeer CobU@SS WwHmID Gamne,| HlennEeu

Figure 43: Prompting Paramanu-Tamil-instruct model with query: 6T63T 2_650TI[J61&60)61T 6TLILILG
GssoTlL(hS&leug? (en unarvukalai eppati kunappatuttuvatu?)
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Figure 44: Prompting Paramanu-Tamil-instruct model with query: SF&IWLIEVEMLOLIL]| 6T6OTMTEY
eTedT6dT? (araciyalamaippu enral enna?)
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Figure 45: Prompting Paramanu-Telugu-instruct model with query: ef)d83&~en dew dEYEee-
ow? (agniparvatalu ela erpadatayi?)
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Figure 46: Prompting Paramanu-Telugu-instruct model with query: S&&°d Qg 5 P0w0gn
de3? (teracapa yokka 5 payimtlu émiti?)
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Figure 47: Prompting Paramanu-Telugu-instruct model with query: esf)d¢geEren dew dEycsee-
ow? (agniparvatalu ela erpadatayi?)
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Figure 48: Prompting Paramanu-Telugu-instruct model with query: $58% K063 dotdrEoes
3Q0? (manaku sinimalamté emdukamta istam?)
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Figure 49: Prompting Paramanu-Telugu-instruct model with query: @&o028d (ciramjivi)
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