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Abstract

We give a faster algorithm for computing an approximate John ellipsoid around n
points in d dimensions. The best known prior algorithms are based on repeatedly
computing the leverage scores of the points and reweighting them by these scores
[CCLY 19]. We show that this algorithm can be substantially sped up by delaying
the computation of high accuracy leverage scores by using sampling, and then later
computing multiple batches of high accuracy leverage scores via fast rectangular
matrix multiplication. We also give low-space streaming algorithms for John
ellipsoids using similar ideas.

1 Introduction

The John ellipsoid problem is a classic algorithmic problem, which takes as input a set of n points
{a1,as,...,a,} in d dimensions, and asks for the minimum volume enclosing ellipsoid (MVEE)
of these n points. If P is the convex hull of these n points, then a famous result of Fritz John
[Joh48] states that such an ellipsoid satisfies éQ C P C @, and if P is furthermore symmetric, then

%Q C P C Q. Equivalently, we may consider the n input points to be constraints of a polytope

{x : (a;,x) < 1,i € [n]}, in which case the problem is to compute a maximal volume inscribed
ellipsoid (MVIE). These two problems are related by taking polars, which corresponds to inverting
the quadratic form defining the ellipsoid. In this work, we focus on the symmetric case, so that the
polytope P may be written as P = {x : ||Ax]||oc < 1}, where A denotes the n x d matrix with the
n input points a; in the rows, and our goal is to output an ellipsoid ¢ which approximately satisfies

QCPCVd-Q.

The John ellipsoid problem has far-reaching applications in numerous fields of computer science.
In statistics, the John ellipsoid problem is equivalent to the dual of the D-optimal experiment
design problem [Atw69, Sill13], in which one seeks weights for selecting a subset of a dataset to
observe in an experiment. Other statistical applications of John ellipsoids include outlier detection
[ST80] and pattern recognition [Ros65, Gli98]. In the optimization literature, computing John
ellipsoids is a fundamental ingredient for the ellipsoid method for linear programming [Kha79],
cutting plane methods [TKES8], and convex programming [Sho77, Vai96]. Other applications in
theoretical computer science include sampling [Vem05, CDWY 18, GN23], bandits [BCK 12, HK16],
differential privacy [NTZ13], coresets [TMF20, TWZ " 22], and randomized numerical linear algebra
[Cla05, DDH™09, WY23, BMV23].

We refer to a survey of Todd [Tod 16] for an account on algorithms and applications of John ellipsoids.
1.1 John ellipsoids via iterated leverage scores
Following a long line of work on algorithms for computing John ellipsoids [Wol70, Atw73, KT93,

NN94, Kha96, STT78, KY05, SF04, TY07, ASTO8, Yull, HFR20] based on convex optimization
techniques, the work of [CCLY 19] developed a new approach towards computing approximate John
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ellipsoids via a simple fixed point iteration approach. The approach of [CCLY 19] starts with an
observation on the optimality condition for the dual problem, given by

minimize Z w; — logdet(ATWA) — d
i=1
subject to w; > 0,17 € [n]

where W = diag(w).! The optimality condition requires that the dual weights w satisfy

w; = T;(VWA), ey
for each i € [n], where 7;(A) for a matrix A denotes the i-th leverage score of A.

Definition 1.1 (Leverage score). Let A € R"*%. Then, for each i € [n), we define the i-th leverage
score as

_ Ax|(i)?
7i(A):=a (ATA) a, = su 7[ .
(A)=a ) e At 1AX]3

The optimality condition of (1) can be viewed as a fixed point condition, which suggests the following
iterative algorithm for computing approximate John ellipsoids

w1, (VWEDA) = w D al (ATWEDA) g, 2)

where W) := diag(w(")). After repeating this update for T = O(s ' log(n/d)) iterations starting
with w(®) = d/n - 1,,, it can be shown that the ellipsoid @ defined by the quadratic form Q =
ATWDA ie Q = {x € R : x"Qx < 1}, satisfies

1

—ngPgﬁQ. A3

Note that the computation of leverage scores can be done in O(nd* 1) time, where w < 2.371552 is
the current exponent of fast matrix multiplication [DWZ23, WXXZ24]. Thus, this gives an algorithm
running in time O(¢~'nd“~!log(n/d)) for outputting an ellipsoid with the guarantee of (3).

It is known that input matrices with additional structure admit even faster implementation of this
algorithm. For instance, [CCLY 19, SYYZ22] give faster algorithms for sparse matrices A for which
the number of nonzero entries nnz(A) is much less than nd. The work of [SYYZ22] shows that this
approach can also be sped up for matrices A with small treewidth.

1.2 Our results

Our first main result is a substantially faster algorithm for computing John ellipsoids. In the typical
regime where n > d, our algorithm runs in O(e~'nd)log(n/d) time to output an ellipsoid @
satisfying (3), and O(e~'nd?)log(n/d) time to output an ellipsoid () which approximates the
maximal volume up to a (1 + ) factor. We will discuss our techniques for this result in Sections
1.2.1 and 1.2.2.

Table 1: Running time of John ellipsoid approximation for dense n X d matrices, for n > d >
poly(¢~!logn). There is other prior work on sparse matrices and matrices with low treewidth
[CCLY19, SYYZ22].

Running time Guarantee
[KYO05, TY07] O(e71na®) volume approximation
[CCLY19] O(e71nd*=1) log(n/d) (3)
[CCLY19,SYYZ22]  O(e~?nd)(logn)log(n/d) (3)
Theorem 1.6 O(e~'nd) log(n/d) 3)

! For a weight vector w € R™, we will often write the corresponding 7 x n diagonal matrix diag(w) as the
capitalized version W.



1.2.1 Linear time leverage scores via fast matrix multiplication

We start by showing how to approximate leverage scores up to (1 + ¢) factors in O(nd) time, which
had not been observed before to the best of our knowledge. Note that if we compute exact leverage
scores using fast matrix multiplication, then this takes time O(nd“~1). Alternatively, sketching-based
algorithms for approximate leverage scores are known, which gives the following running time for
sparse matrices A with nnz(A) nonzero entries.

Theorem 1.2 ([SS11, DMMW 12, CW13]). There is an algorithm which, with probability at least
1 — 0, outputs T/, for i € [n] such that

T, =(1+e)T;(A)
and runs in time O (=2 nnz(A) log(n/d)) + poly(de~* log(n/d)).

If the goal is to compute (1 + ¢)-approximate leverage scores for a dense n x d matrix, then we are
not aware of a previous result which does this in a nearly linear O(nd) time, which we now show:

Theorem 1.3. There is an algorithm which, with probability at least 1 — 6, outputs T/, for i € [n]
such that

Ti=(1+e)T;(A)
in time O(nd) poly log(¢ ! log(n/§)) + O(n) poly (e~ log(n/§)).

Our improvement comes from improving the running time analysis of a sketching-based algorithm of
[DMMW 12] by using fast rectangular matrix multiplication. We will need the following result on
fast matrix multiplication:

Theorem 1.4 ([Cop82, Will 1, Wil24]). There is a constant o« > 0.1 and an algorithm for multiplying
am xm and a m x m® matrix in O(m? poly log m) time, under the assumption that field operations
can be carried out in O(1) time.

By applying the above result in blocks, we get the following version of this result for rectangular
matrix multiplication.

Corollary 1.5. There is a constant o > 0.1 and an algorithm for multiplying an x d for n > d and
a d x t matrix in O(nd + ntt/ 1) poly log t time, under the assumption that field operations can
be carried out in O(1) time.

Proof. Letm = t'/ If d < m, then matrix multiplication takes only O(ndt) = O(nt*/*+1) time,
so assume that d > m. We partition the first matrix into an O(n/m) x O(d/m) block matrix with
blocks of size m x m and the second into an O(d/m) X 1 block matrix with blocks of size m x m®.
By Theorem 1.4, each block matrix multiplication requires O(m? poly logm) time, and we have
O(nd/m?) of these to do, which gives the desired running time. O

That is, the above result shows that when multiplying an n x d matrix A with a d x ¢ matrix for a
much smaller ¢, then this multiplication can be done in roughly O(nd) poly log ¢ time. The work of
[DMMW 12] shows that the leverage scores of A can be written as the row norms of AR forad x ¢
matrix with t = O(¢=2log(n/d)), and thus this gives us the result of Theorem 1.3.

1.2.2 John ellipsoids via lazy updates

By using Theorem 1.3, we already obtain a John ellipsoid algorithm which runs in time
O(e~1nd)log(n/d) poly log(¢~* log n) time, which substantially improves upon prior algorithms
for dense input matrices A. We now show how to obtain further improvements by using the idea of
lazy updates. At the heart of our idea is to only compute the quadratic forms for the John ellipsoids for
most iterations, and defer the computation of the weights until we have computed roughly O(log n)
iterations. At the end of this group of iterations, we can then compute the John ellipsoid weights
via fast matrix multiplication as used in Theorem 1.3, which allows us to remove the suboptimal
poly log log n terms in the dominating term of the running time.

Theorem 1.6. Given A € R™"*%, let P be the polytope defined by P = {x € R? : |Ax|o < 1}
Fore € (0, 1), there is an algorithm, Algorithm 3, that runs in time

O(e™*nd)(log(n/d) + polylog(s*logn)) + O(n) poly (e "+ logn) + O(n®1)d* e 3 (logn)?
and returns an ellipsoid Q) such that ﬁ -Q C P C Vd-Q with probability at least 1 — 1/ poly(n).



The full proof of this result is given in Section 2.

Let Q) = ATW® A, where the weights w(*) are defined as (2). Note that with this notation, the
update rule for the iterative algorithm of [CCLY 19] can be written as

wl(t) = w§t_1) ~ag—(Q(t*1))*ai. 4

Thus, given high-accuracy spectral estimates to the quadratics Q(*), we can recover the weights Wl(t)

to high accuracy in O(d*) time per iteration by evaluating the quadratic forms a, (Q®))~a; and then
multiplying them together. This approach is useful for fast algorithms if we only need to to do this
for a small number of indices 7 € [n]. This is indeed the case if we only need these weights for a row
sample of VW (1) A, which is sufficient for computing a spectral approximation to the next quadratic
form Q). Furthermore, we only need low-accuracy leverage scores (up to a factor of, say, n°1) to
obtain a good row sample, which can be done quickly for all n rows [LMP13, CLM " 15]. Thus, by
repeatedly sampling rows of v W #) A, computing high-accuracy weights on the sampled rows, and
then building an approximate quadratic, we can iteratively compute high-accuracy approximations
Q™ to the quadratics Q). More formally, our algorithm takes the following steps:

* We first compute low-accuracy leverage scores of vV W (=1 A which can be done in O(nd)
time. This gives us the weights w(*) to low accuracy, say u(®, for all n rows.

* We use the low-accuracy weights u(® to obtain a weighted subset of rows of v U® A which
spectrally approximates Q(*). Note, however, that we do not yet have the sampled rows of
VW () A to high accuracy, since we do not know the weights w(*) to high accuracy.

« If we only need the weights w(®) for a small number of sampled rows S C [n], then we
can explicitly compute these using (4), since we inductively have access to high-accuracy
quadratics Q(*") for ¢/ = 0,1,2,...,¢ — 1. These can then be used to build Q(*).

While this algorithm allows us to quickly compute high-accuracy approximate quadratics Q) this
algorithm cannot be run for too many iterations, as the error in the low-accuracy leverage scores
u®) grows to poly(n) factors in O(logn) rounds. This is a problem, as this error factor directly
influences the number of leverage score samples needed to approximate Q. We will now use the
fast matrix multiplication trick from the previous Section 1.2.1 to fix this problem. Indeed, after
O(logn) iterations, we will now have approximate quadratics QM,Q®, ..., QW fort = O(logn).
Now we just need to compute the n John ellipsoid weights which are given by

t
vi” = TTllel AQ® D)3,
t'=1
To approximate this quickly, we can approximate each term |e] A(Q® ~1)~1/2|2 by
el A(Q®'~1)=1/2G)||2 for a random Gaussian matrix G(*"), by the Johnson—Lindenstrauss
lemma [JL.84]. Here, the number of columns of the Gaussian matrix can be taken to be
poly(¢~!logn), so now all we need to compute is the matrix product
A [(Q(O))—l/Q(;(O)7 (Q(l))—1/2g(1)’ s (Q(t))—lﬂ(;(t)}
which is the product of a n x d matrix and a d x m matrix for m = poly(¢~! logn). By Theorem
1.4, this can be computed in O(nd poly log m) time. However, this resetting procedure is only run
O(e™1) times across the T = O(e~!logn) iterations, so the running time contribution from the
resetting is just
O(e7'nd) poly log(e ' log n) 4+ O(n) poly (e~ logn).
Overall, the total running time of our algorithm is
O(e~'nd)(log(n/d) + poly log(¢ ! logn)) + O(n) poly(c ' logn).
Remark 1.7. In general, our techniques can be be viewed as a way of exploiting the increased
efficiency of matrix multiplication when performed on a larger instance by delaying large matrix
multiplication operations, so that the running time is O(c~'ndlog(n/d)) + O(e =T} where T,
is the time that it takes to multiply A by a d x v matrix for r = poly(e~*logn). While we have
instantiated this general theme by obtaining faster running times via fast matrix multiplication,
one can expect similar improvements by other ways of exploiting the economies of scale of matrix
multiplication, such as parallelization. For instance, we recover the same running time if we can
multiply r vectors in parallel so that T,, = O(nd).



1.2.3 Streaming algorithms

The problem of computing John ellipsoids is also well-studied in the streaming model, where the
input points a; arrive one at a time in a stream [MSS10, AS15, WY22, MMO22, MMO23]. The
streaming model is often considered when the number of points n is so large that we cannot fit all
of the points in memory at once, and the focus is primarily on designing algorithms with low space
complexity. Our second result of this work is that approaches similar to the one we take to prove
Theorem 1.6 in fact also give a low-space implementation of the iterative John ellipsoid algorithm of
[CCLY19].

Theorem 1.8 (Streaming algorithms). Given A € R"*%, let P be the polytope defined by P =
{x € R?: ||Ax||oc < 1}. Furthermore, suppose that A is presented in a stream where the rows
a; € R arrive one by one in a stream. For € € (0,1), there is an algorithm, Algorithm 1, that makes
T = O(e~tlog(n/d)) passes over the stream, takes O(d*T') time to update after each new row, and
returns an ellipsoid Q such that —= Q C P C Vd- Q. Furthermore, the algorithm uses at most

Vite
O(d>T) words of space.

In Section 1.2.2, we showed that by storing only the quadratics Q® and only computing the weights
Hi,zl a; (Q(t/_l) )~ a; as needed, we could design fast algorithms for John ellipsoids. In fact, this
idea is also useful in the streaming setting, since storing all of the weights wgt) requires O(n)
space per iteration, whereas storing the quadratics Q® requires only O(d?) space per iteration.
Furthermore, in the streaming setting, we may optimize the update running time by instead storing
the pseudo-inverse of the quadratics (Q(t) )~ and then updating them by using the Sherman-Morrison
low rank update formula.” This gives the result of Theorem 1.8.

Algorithm 1 Streaming John ellipsoids via lazy updates

1: function STREAMINGJOHNELLIPSOID(input matrix A)
2: fort =0to T do
Let QY =0
fori =1tondo
if t = 0 then
Let QY «+ Q® 4 a;a;
else
Letw,” = [T,_, a/ (Q" D) a
Let Q) + Q) + wgt)aiaiT

. 1 T t
10 return 7 > ;g QW

Y RN AW

1.3 Notation

Throughout this paper, A will denote an n x d matrix whose n rows are given by vectors a; € R%. For
positive numbers a, b > 0, we write a = (1+¢)b to mean that (1—¢)b < a < (14-¢)b. For symmetric
positive semidefinite matrices Q, R, we write Q = (1+¢)R to mean that (1—2)R < Q < (1+¢)R,
where < denotes the Lowner order on PSD matrices.

2 Fast algorithms

2.1 Approximating the quadratics

We will analyze the following algorithm, Algorithm 2, for approximating the quadratics Q) of the
iterative John ellipsoid algorithm.

Fix a row . Note then that for each iteration ¢, ||e,] A(Q(*~1))~1/2G||3 is distributed as an indepen-
dent x? variable with k degrees of freedom, scaled by [le; A(Q®#~1)~1/2||2, say X,. Note then that

2 'We note that storing the pseudo-inverse may increase the space complexity by polynomial factors in the bit
complexity model.



Algorithm 2 Approximating the quadratics

: function APPROXQUADRATIC(input matrix A, initial weights w (9, number of rounds 7"
Let Q© = ATWO A for W) = diag(w(®).
fort =1to 7T do_
Compute A(Q®*~1)~1/2G for a d x k Gaussian matrix G.

1

2

3

4:

5: Letul” = ul"™" . |e] A(Q(*~1)~1/2G|]2 for cach i € [n].

6 Let S() be a (1 + ¢)-approximate leverage score sample of VU® A (Thm. 2.3).
7 For rows i sampled by S, set V(t) [L_,a (Q¥V)~a

8 Let Q) = (SOVVOA)T s<t>\/ (DA

9 return {Q®"}7_

after 7" iterations,

uf” = HHeTA (QU=D)"12G|3,
t=1
which is distributed as

T
HHeTA Q(t 1)) 1/2H2 X H||eTA t 1)) 1/2||§_HXt (5)

t=1

for i.i.d. x? variables X; with k degrees of freedom. We will now bound each of the terms in this
product.

2.1.1 Bounds on products of x? variables

We need the following bound on products of x? variables, which generalizes [SSK 17, Proposition 1].
Lemma 2.1. Let X1, Xo, ..., X, be t i.i.d. x? variables with k degrees of freedom. Then,

t
1
P X; < =%< inf C'_ ,R”®
r{ll:[l - R} - se(lor,lk/Q) —8k

and
¢
P X; >R, < f C’t R™?
T{H - } - s>1nk/2 ok
where ( k/2)
2T (s + k/2
Cng = W >0

Proof. For s > —k/2, the moment generating function of log X; is given by

Bt =B X = g || e e = H I <
Then by Chernoff bounds,
Pr{ﬁX< < 1} = Pr{exp(i—slog)(-) > RS} < Ele*leXi]iR=s =Ct ,R™*
i=1 TR i=1 ) - o
and

t t
Pr{H X; > R} = Pr{exp (ZslogXl-) > RS} <E[e* X R =C! [ R~*

i=1 i=1



Using the above result, we can show that if the x? variables have k = O(1/6) degrees of freedom and
the number of rounds T is clog n for a small enough constant ¢, then the product of the x? variables

Hthl X, will be within a n? factor for some small constant 6 > 0.

Lemma 2.2. Fix a small constant 0 > 0 and let k = O(1/0). Let T = clogn for a sufficiently small
constant ¢ > 0. Let X1, Xo, ..., X7 be t i.i.d. x? variables with k degrees of freedom. Then,

t
1 1
Pl - <][xi<n?d>1—- — .
r{na_il:[l _n}_ poly(n)

Proof. Set s = k/2. Then, C_; ; and Cj j, are absolute constants. Now let ¢ to be small enough
(depending on s and k) such that for T' = clog n, C’P;F& s C’Zk < n. Furthermore, set R = n?. Then,

by Lemma 2.1, we have that both Pr{Hf:1 X; < £} and Pr{HZZ1 X, > R} are bounded by
n-R™* =n-n’* =1/poly(n), as desired. O

It follows that with probability at least 1 — 1/ poly(n), the products of x? variables appearing in (5)
are bounded by n? for every row i € [n] and for every iteration ¢ € [T]. We will condition on this
event in the following discussion.

2.1.2 Bounds on the quadratic Q(t)

In the previous section, we have established that the products of x? variables in (5) are bounded by n?.

We will now use this fact to show that the quadratics Q=1 in Algorithm 2 are good approximate
John ellipsoid quadratics. We will use the following leverage score sampling theorem for this.

Theorem 2.3 ([DMMO6, SS11]). Let A € R™¥4. Let i > 7;(A) and let p; = min{1,7/a}
for a = ©(e?)/log(d/d). If S is a diagonal matrix with S; ; = 1//p, with probability p; and 0
otherwise for i € [n], then with probability at least 1 — 4,

forall x € RY, ISAx|3 = (1 +¢)||Ax|3.

This theorem, combined with the bounds on x? products, gives the following guarantee for the
approximate quadratics Q(*).

Lemma 2.4. Fix a small constant 0 > 0 and let k = O(1/0). Suppose that the leverage score
sample in Line 6 oversamples by a factor of O(nze), that is, uses leverage score estimates T/, such

that T/, > O(n??)1;(VUW A). Then, with probability at least 1 — 1/ poly(n), we have for every
t € [T) that

QY =(1+e)ATVHA (6)

where v\¥ = 1.2 al (Q¥))~a; for i € [n). Furthermore, Q") can be computed in
O(n?*)Te=2d**  logn time in each iteration.

Proof. We will first condition on the success of the event of Lemma 2.2, so that the x? products in
(5) are bounded by n? factors for every row i € [n] and every iteration ¢ € [t]. We will also condition
on the success of the leverage score sampling for all 7" iterations.

Note that by (5) and the bound the x? products, ugt) is within a O(n2?) factor of vgt), and thus S
is a correct leverage score sample for v V() A. We thus have that

QW = (SWVVMA)TSOVVIHA =(1+e)ATVHA,

For the running time, note that S(*) samples at most O (¢ ~2n%’dlog n) rows in each iteration, and
each sampled row i requires O(d“T') to compute vgt). This gives the running time claim. O



Algorithm 3 John ellipsoids via lazy updates

1: function JOHNELLIPSOID(input matrix A)

2 Let B = O(cte7!) and T = O(clog(n/d)) for a sufficiently small constant c.

3 Letw ~(0) =d/nfori € [n].

4 forb =1 to Bdo

5: Let {Q®}T_ be given by APPROXQUADRATIC(A, w(?)) (Algorithm 2).

6: Let G(*=1) for t € [T'] be a random d x m Gaussian for m = O(¢~2(BT)?logn).
7 Compute A - [(Q( ))*1/2(;(0) (Q( N-12GgM, (Q(T)) 172G (M),

8 Let w(bf) [T _, e AQY—1)~1/2G( ) ||§ for each i € [n).

9 Let w(® — (1),
0.  Letw = ﬁ;htvv(w
1 return ATWA

10:
11:

2.2 Full algorithm

We now combine the subroutine for approximating quadratics from Section 2.1 with a resetting
procedure using fast matrix multiplication to obtain our full algorithm for quickly computing John
ellipsoids. The full algorithm is presented in Algorithm 3.

We will need the following theorem, which summarizes results of [CCLY 19] on guarantees of the
fixed point iteration algorithm (2) under approximate leverage score computations.

Theorem 2.5 (Lemma 2.3 and Lemma C.4 of [CCLY19]). Let A € R"*? and let P = {x
|Ax||oo < 1} Let T = O(e~tlog(n/d)). Suppose that

(t) (1+e)mi(VWE-DA)

forallt € [T) and i € [n]. Then, if Q is the ellipsoid given by the quadratic form ATW'T) A, then
A= QCPCVI-Q

‘We also use the Johnson—Lindenstrauss lemma, which is a standard tool for randomized numerical
linear algebra, especially in the context of approximating leverage scores [SS11, DMMW 12, LMP13,
CLM™15].

Theorem 2.6 ([J1.84, DGO3]). Let m = O(e~21og(n/d)) and let G be a random m x d Gaussian
matrix. Then, for any n points a1, as, . ..,a, € R? in d dimensions, we have with probability at
least 1 — 6 that

1

—[|Gay||3 = (1 £¢)ay3

LGaul = (1 )]
simultaneously for every i € [n)].

We will now give a proof of Theorem 1.6.

Proof of Theorem 1.6. We first argue the correctness of this algorithm. By Theorem 2.5, it suffices

to verify that vvgb’t) computes (1 + ¢)-approximate leverage scores in order to prove the claimed
guarantees of Theorem 1.6. For the updates within APPROXQUADRATIC (Algorithm 2), we have by
Lemma 2.4 that ~

QY =(1+e)ATVHA,

Thus,
ViU el AQUE) T2 = (1 e)vi TV - e A(ATVETDA) 22

(1+e)r;(VVEDA)

() output by APPROXQUADRATIC (Algorithm 2) indeed satisfy the require-

and thus the weights v,
ments of Theorem 2.5.

For the weights computed in Line 8 of Algorithm 3, note that we also compute these weights, but this
time with approximation error from the application of the Gaussian matrix %G(t) to speed up the



computation. Applying Theorem 2.6 with ¢ set to ¢/ BT and failure probability 6 = 1/ poly(n), we
have that

1 ~ ’r_ _ ’r_ = ’_ _
—lle/ AQUT) VG V| = (1 £ /BT) e/ AQU V)2,

Note then that Line 8 takes a product of at most BT of these approximations, so the total error in the
approximation is at most
(1+¢/BT)T = (14 0(e)).

The running time is given by BT iterations of the inner loop of APPROXQUADRATIC and B
iterations of the fast matrix multiplication procedure in Line 7 of Algorithm 3. The inner loop of
APPROXQUADRATIC requires O(nd) time to compute the product with the d x k Gaussian as well
as the time to compute the approximate quadratic, which is bounded in Lemma 2.4. Altogether, this
gives the claimed running time bound. O

3 Future directions

In this work, we developed fast algorithms and low-space streaming algorithms for the problem of
computing John ellipsoids. Our fast algorithms use a combination of using lazy updates together with
fast matrix multiplication to substantially improve the running time of John ellipsoids, and we apply
similar ideas to obtain a low-space streaming implementation of the John ellipsoid algorithm.

Our results have several limitations that we discuss here, which we leave for future work to resolve.
First, our algorithm makes crucial use of fast matrix multiplication in order to get running time
improvements. However, this makes it a less attractive option for practical implementations, and
also makes the polynomial dependence on ¢ in the O(n) poly (1) term rather large. Thus, it is an
interesting question whether the running time that we obtain in Theorem 1.6 is possible without fast
matrix multiplication.

Question 3.1. Is there an algorithm with the guarantee of Theorem 1.6 that avoids fast matrix
multiplication?

More generally, it is an interesting question to design algorithms for approximating John ellipsoids
with optimal running time. This is an old question which has been studied in a long line of work
[Wol70, Atw73, KT93, NN94, Kha96, STT78, KY05, SF04, TY07, ASTO08, Yull, HFR20], and
we believe that the investigation of this question will lead to further interesting developments in
algorithms research.

Question 3.2. What is the optimal running time of approximating John ellipsoids?

For instance, one interesting question is whether it is possible to obtain nearly linear time algorithms
that run in time O(nd) + O(n) poly(e~1), or even input sparsity time algorithms that run in time
O(nnz(A))+O(n) poly(¢ ). The resolution of such questions for the least squares linear regression
problem has led to great progress in algorithms, and studying these questions for the John ellipsoid
problem may have interesting consequences as well.

John ellipsoids are closely related to £, Lewis weights, which give a natural ¢, generalization of
John ellipsoids and leverage scores and have been a valuable tool in randomized numerical linear
algebra. There has been a recent focus on fast algorithms for computing (1 + ¢)-approximate £,
Lewis weights [FLPS22, AGS24], and thus it is natural to ask whether developments in algorithms
for John ellipsoids would carry over to algorithms for £, Lewis weights as well.

Question 3.3. What is the optimal running time of approximating ¢, Lewis weights?

Finally, we raise questions concerning streaming algorithms for approximating John ellipsoids. In
Theorem 1.8, we gave a multi-pass streaming algorithm which obtains a (1+¢)-optimal John ellipsoid.
A natural question is whether a similar algorithm can be achieved in fewer passes, or if there are pass
lower bounds for computing (1 + £)-optimal John ellipsoids.

Question 3.4. Are there small space streaming algorithms for approximating John ellipsoids up

to a (1 + €) factor which make fewer than O (e~ log(n/d)) passes, or do small space streaming
algorithms necessarily require many passes?

We note that there are one-pass small space streaming algorithms if we allow for approximation
factors that scale as O(+/logn) rather than (1 + ¢) [WY22, MMO22, MMO23].
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the architecture clearly and fully.
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* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: [TODO]
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* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: [TODO]
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» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
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* The assumptions made should be given (e.g., Normally distributed errors).
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: [TODO]
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» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: [TODO]
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¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: [TODO]
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* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
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to particular applications, let alone deployments. However, if there is a direct path to
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to point out that an improvement in the quality of generative models could be used to
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Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: [TODO]
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification: [TODO]
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [TODO]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [TODO]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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