
HiLD 2024: 2nd Workshop on High-dimensional Learning Dynamics

Why Pruning and Conditional Computation Work: A
High-Dimensional Perspective

Erdem Koyuncu EKOYUNCU@UIC.EDU

University of Illinois Chicago

Abstract
We analyze the processes of pruning and conditional computation for the case of a single neuron
in the asymptotic learning regime of large input dimension and training set size. For this pur-
pose, we introduce conditional neurons, which implement an early exit strategy at the neuron level.
Specifically, a conditional neuron considers the local field induced by a subset of its inputs. If
this sub-local field is strong enough, then the rest of the inputs are ignored, saving computation.
Conditional neurons provide an archetype of the well-known early exit or conditional computation
architectures. As such, we formally analyze their generalization performance to understand why
conditional computation is so effective in preserving performance despite significantly reduced av-
erage amount of computation. In the process, we introduce a concentration theorem for one-shot
neuron-wise pruning, which is recently popularized in the context of large language models.

1. Introduction

In the context of neural networks, conditional computation refers to the idea of adapting the network
computations based on the inputs or intermediate features produced at different layers [3, 6, 8, 11].
A recent example is mixture of experts in transformers [13, 17, 19]. Of particular interest to this
work is one of the simplest cases of conditional computation, which is commonly referred to as early
exit networks [10, 14, 16, 22]. The concept of early exit involves the utilization of intermediate
classifiers, which are located in non-terminal layers of a neural network. When an intermediate
classifier exhibits sufficient confidence in its decisions, it can perform an “early exit,” bypassing the
the subsequent layers and thus conserving computational resources. Previous works have shown
that early exit architectures can significantly improve upon ordinary neural networks in terms of the
trade-off between computational complexity and accuracy. However, a theoretical justification as
to why early exit networks perform so well has remained elusive, which is the goal of the present
work. To the best of our knowledge, our work is the first to formally study a conditional computation
scheme. Thus, our results shed light into the performance of other conditional architectures as well.

The rest of this paper is organized as follows: In Section 2, we introduce the conditional percep-
tron. We prove a concentration theorem for pruning in Section 3. We provide our main generaliza-
tion bounds for the conditional perceptron in Section 4. The proofs are provided in the appendices.

2. Conditional Perceptrons

In this section, we begin by introducing conditional perceptrons, which implement the idea of early
exit at the neuron level. Conditional perceptrons thus serve as one of the simplest special cases of a
deep neural network with an early exit.

© E. Koyuncu.



PRUNING AND CONDITIONING

Consider inputs x1, . . . , xn to a neuron with corresponding weights w1, . . . , wn, respectively.
Let x = [x1 · · ·xn]T and w = [w1 · · ·wn]T be the corresponding input and weight vectors. The
Heaviside step function can be defined as σ(v) = 1 for v ≥ 0 and σ(v) = −1 for v < 0. We
recall that an ordinary, “unconditional” perceptron provides the output yuc , σ(v0), v0 , wTx,
where the subscript “uc” stands for unconditional. To construct the conditional perceptron, let
us order the weights w1, . . . , wn from the smallest to the largest in magnitude as |wi1 | ≤ · · · ≤
|win |, where i1, . . . , in is a permutation of 1, . . . , n. The largest n − k weights in magnitude,
where k ∈ {1, . . . , n} is a design parameter, are thus given by wik+1

, . . . , win . Ignoring the inputs
from the remaining weights, we consider the local field induced by a normalized version of these
weights. Namely, we define v1 , wT

eex, where wee , fkee(w) , ‖w‖
‖wp‖wp, and wp , fkp (w) ,

[(wp)1 · · · (wp)n]T with (wp)ij = 0, 1 ≤ j ≤ k, and (wp)ij = wij , k + 1 ≤ j ≤ n. The subscript
“ee” indicates that wee corresponds to the early exit weight vector of the conditional perceptron,
and “p” indicates a pruned (but unnormalized) version of the weight vector. The normalization
factor ‖w‖/‖wp‖ ensures that both v0 and v1 have the same variance of ‖w‖2 when the input x is
considered random with zero mean and identity covariance.

The input-output relationship of the conditional perceptron is then finally expressed as

yc ,

{
σ(v1), |v1| ≥ τ,
σ(v0), otherwise,

(1)

where τ > 0 is a threshold hyperparameter, and the subscript “c” stands for conditional. Ideally, the
conditional perceptron wishes to achieve the same class decision σ(v0) as the ordinary perceptron.
However, by definition, if the local field |v1| is large enough, then an “early exit” is performed
with the class decision σ(v1). We expect that the ignored weights, since they are relatively small
in magnitude, will be unable to sway this decision to the disagreement σ(v1) 6= σ(v0). Thus,
σ(v1) = σ(v0) holds for most inputs, at least when k and τ are both chosen to be large enough.

The motivation behind the early exit mechanism is to preserve computational resources. To
demonstrate this fact, let us calculate the total floating point operations (FLOPs) required to calcu-
late the conditional perceptron output v1. Since only n − k of the entries of wee are non-zero, v1

can be calculated using n − k multiplications and n − k − 1 additions, for a total of 2(n − k) − 1
floating point operations (FLOPs). Checking the condition |v1| ≥ τ in (1) is a mere extra FLOP.
Hence, if |v1| ≥ τ , the conditional perceptron consumes 2(n − k) + 1 FLOPs, where we have as-
sumed that another FLOP is spent on the activation function. Otherwise, 1 + 2k more FLOPs need
to be performed to obtain v0 out of v1 via the relationship v0 = (‖wp‖/‖w‖)v1 +

∑n−k
j=1 wijxij .

Hence, letting µuc and µc denote the FLOPs required to implement an ordinary perceptron and a
conditional perceptron, respectively, we have µuc , 2n, and

µc ,

{
2(n− k) + 1, |v1| ≥ τ,

2n+ 2, otherwise.
(2)

On average, we thus expect the FLOPs with a conditional perceptron to be notably less than the
FLOPs with an ordinary unconditional perceptron, without any significant penalty in terms of the
classification performance.
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3. A Concentration Theorem for Pruning

The operation of the conditional perceptron in (1) is intimately related to weight pruning in neural
networks. Indeed, wee is a pruned version of w, followed by normalization. Pruning is achieved
by retaining only the top k components of w with the highest magnitudes, while setting all other
components to zero. Hence, a conditional perceptron first evaluates the local field using a pruned
version of its weights. If this local field is confident enough, an early exit is performed. The main
difference between the conditional perceptron and pruning is the former’s switch to the unpruned
full set of weights whenever the local field provided by the pruned weights is not confident enough.

Regardless of the particular emphasis, whether it is the conditional perceptron or sole pruning,
the relationship between the original feature extracting vector w and its pruned counterpart wee be-
comes a crucial point of interest. In particular, there has been a lot of recent interest on neuron-wise
pruning for large language models [7, 21]. This line of work assumes that fine-tuning or retrain-
ing of models is not possible after pruning due to computational complexity, a condition we also
adopt in our setting. To understand the statistical properties of the similarity wT

eew, we assume w
is uniform on the unit hypersphere, and derive the corresponding statistics of wT

eew. We will con-
sider the regime where the dimension of w grows to infinity. In this regime of high dimensions, an
unexpected outcome emerges. Assuming that a positive fraction of the weights is retained during
pruning, we demonstrate that the similarity denoted as wT

eew tends to converge in probability to-
wards a non-zero constant. In other words, it essentially becomes deterministic. We will show that
a similar result holds for conventional pruning in the sense that wT

p w also concentrates to its mean.
Our results will follow from a concentration theorem related to order statistics of Gamma ran-

dom variables. Hence, we consider a general Gamma random variable G with PDF

fG(x) =
1

Γ(k)θs
xs−1e−x/θ, x ≥ 0, (3)

where s and θ are known as the shape and the scale parameters, respectively, and Γ(·) is the Gamma
function. Let G≤y denote the random variable G conditioned on G ≤ y, where y ∈ [0,∞). The
notation G≥y is defined similarly.

Theorem 1 Let G1, G2, . . . , Gn be independent and identically distributed Gamma random vari-
ables with shape s and scale θ. Denote the corresponding order statistics by G(1) ≤ · · · ≤ G(n).
For a given 0 < q < 1, let

Ξn ,
G(dqne+1) + · · ·+G(n)

G1 + · · ·+Gn
. (4)

Let ωq denote the unique real number such that P(G ≤ ωq) = q. Define the corresponding threshold

τq(s, θ) ,

(
1 +

qE
[
G≤ωq

]
(1− q)E

[
G≥ωq

])−1

∈ [0, 1]. (5)

Then, we have, Ξn → τq(s, θ) as d→∞.

Corollary 2 Suppose W is uniform on Sn. Given q ∈ (0, 1), let Wp = f
dnqe
p (W) and Wee =

f
dnqe
ee (W). As n→∞, we have WTWee →

√
τq, and WTWp → τq, where τq , τq(s= 1

2 , θ=2).
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We make two observations: First, both the pruned vector Wp and the early exit vector Wee

remain at a constant angle or similarity with respect to the original weight vector asymptotically
for large feature dimension. Second, as Fig. 1 shows, the similarity has a non-linear relationship
with respect to the pruning rate, and remains very high even for large pruning rates. For example,
even when 60% of the components of a unit norm weight vector are pruned, which corresponds to
q = 0.4, after normalizing the pruned vector to unit norm, the resulting vector will have a similarity
of roughly 0.982, or an angle of only 10.8◦.

The phenomenon of concentration towards large similarities, even at high pruning rates, ap-
pears to be fundamental. This helps explain why pruned networks often perform nearly as well as
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Figure 1: Concentrates for different sparsities.

their unpruned versions, a fact frequently noted in
existing research. To elaborate further, we shall
proceed in an informal fashion: Pruning a deep
neural network at a certain rate would be roughly
equivalent to pruning all its neurons at the same
rate. In the pruned network, all neurons would ap-
proximately operate in the same manner as if they
were in the unpruned network, provided that the
pruning rate is not very high. This is because the
weights of the pruned and unpruned networks then
have a high similarity as a result of Corollary 2.
Consequently, we anticipate the pruned network’s
performance to closely match that of the unpruned
network. Next, we turn our attention back to the case of a single neuron, and in particular, the
conditional perceptron, which is much easier to analyze in a formal fashion.

4. Generalization Performance of Conditional Perceptrons

In this section, we analyze the generalization error of the conditional perceptron in the classical
student-teacher framework of learning theory, building on the concentration results in Section 3. To
the best of our knowledge, this represents the first instance of a generalization analysis for a neural
conditional computation or early exit system in the literature.

4.1. Learning on the Unconditional Perceptron

We first provide an overview of learning on an ordinary, unconditional perceptron: Consider a
dataset of Nt training vectors {y1, . . . ,yNt} ⊂ Sn and a teacher t ∈ Sn. Given i ∈ {1, . . . , Nt}, let
zi ∈ {−1,+1} denote the desired output for training vector yi. The teacher determines the desired
outputs in the sense that we set zi = 1 whenever t†yi ≥ 0 and zi = −1 if t†yi < 0.

We consider now a student w ∈ Rn acquired through some learning algorithm, as a function
of only the input-output pairs (y1, z1), . . . , (yNt , zNt). The student weights coincide precisely with
the “main” weights of the conditional perceptron as defined in Section 1, and hence we used the
same notation. The specific learning algorithm to obtain w out of the training vectors is not vital for
our purposes. For example, the student can be chosen to be the vector that classifies the training data
with the maximal margin, i.e. w = arg maxw0∈Sn mini∈{1,...,Nt} ziw

T
0 yi. The generalization error

provided by the student is the probability P (σ(XTw) 6= σ(XT t)) of mismatch between the student

4



PRUNING AND CONDITIONING

and teacher decisions when the input X to the perceptron is assumed to uniform on Sn. For a fixed
student and teacher vectors, the generalization error can simply be evaluated to be 1

π arccoswtt.
We are often interested in the generalization error when averaged out over random datasets

and teachers. For this purpose, suppose Y1, . . . ,YNt ,T ∼ N(0d, Id) are mutually independent.
The student is then the random vector W = arg maxw0∈Sn mini∈{1,...,Nt} σ(TTYi)w

T
0 Yi, and

the generalization error is given by εuc , P(σ(XTW) 6= σ(XTT)) = 1
πE[arccosWTT]. It is

difficult to calculate the generalization error exactly except for a few special cases. A special case
is when both the number k of training vectors as well as the ambient dimension n grows to infinity.
In other words, we have n,Nt →∞. If α , limn→∞

Nt
n exists, then it is known [18, 20] that there

is a constant C > 0 such that εuc ∼ εuc = C
α as α→∞. Here, we used the notation εuc denote the

asymptotic n,Nt →∞ generalization error for the unconditional perceptron.

4.2. Analyzing the Conditional Perceptron

Let us now analyze the generalization performance of the conditional perceptron. Consider the
same learning formulation as in Section 4.1. Define the early exit vector Wee , f

dnqe
ee (W), where

0 < q < 1. We extend the definition in (1) to random variables via Yc = σ(WT
eeX) if |WT

eeX| ≥ τ ,
and Yc = σ(WTX) if |WT

eeX| < τ . The generalization error of the conditional perceptron is
εc , P(Yc 6= σ(XTT)). We expect εc ≥ εuc as the conditional perceptron often operates with
a pruned, normalized version Wee of the student vector W. We anticipate that any decrease in
accuracy will be offset by a reduction in computational demand. To determine the corresponding
tradeoff between the average computation and accuracy, we calculate the average FLOPs for the
conditional perceptron, by averaging out (2) over the random inputs X. This yields

µc , (2(n− k) + 1)P(|WT
eeX| ≥ τ) + (2n+ 2)(1− P(|WT

eeX| ≥ τ)). (6)

It is convenient to normalize the FLOPs with respect to the FLOPs 2n of the unconditional network
in the n → ∞ asymptotic regime. For this purpose, we define µ′c , limn→∞

µc
2n . Then, the

maximum FLOPs is 1, spent by the unconditional perceptron. The following theorem provides a set
of achievable pairs of FLOPs and generalization errors provided by the conditional perceptron.

Theorem 3 Let ε > 0. For a given computation constraint µ′c ≤ 1 − ε, a generalization error of

εuc + (ε/q)
1

2(1−ρ2) is achievable, where ρ = cos(arccos
√
τq + πεuc).

Now, fix some “reasonable” sparsity rate q so that ρ is not too far from zero, and imagine ε as the
only variable. Then, the theorem shows that near the full FLOPs of 1, the system performance
approaches the unconditional performance exponentially fast with rate O(εA) for some constant
A > 1. This helps explain why early exit networks do suffer significant performance loss despite
one cuts of a decent chunk of the computation budget, i.e. ε is not close to zero. In fact, the exponent
grows to infinity if ρ→ 0. Our analysis suggests this can happen if the sparsity rate nears zero and
the training rate is high, so that εuc → 0. A similar situation arises in the context of pruning and the
behavior of similarity scores in Fig. 1: They remain relatively unchanged up to pruning rates of 0.4,
and only then begin to decrease. General conditional computation networks, such as mixtures of
experts, exhibit a similar behavior: the network performance remains robust unless the computation
budget is overly restricted. The results presented in this paper also shed light on this phenomenon.
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Appendix A. Proof of Theorem 1

A.1. Some auxiliary results on Gamma random variables

We begin by presenting some auxiliary results concerning Gamma random variables that we will
need to prove the theorem. As defined in Section 3, a general Gamma random variable G has
PDF fG(x) = xs−1e−x/θ/Γ(k)/θs, x ≥ 0, where s and θ are known as the shape and the scale
parameters, respectively, and Γ(·) is the Gamma function. The lower and upper incomplete gamma
functions are defined as γ(s, x) ,

∫ x
0 t

s−1e−tdt and Γ(s, x) ,
∫∞
x ts−1e−tdt, respectively.

We note the asymptotic expressions [1, Eqs. 6.5.29 and 6.5.32]

γ(s, x) ∼ xs/s, x→ 0, (7)

γ(s, x)→ Γ(s), x→∞, (8)

Γ(s, x)→ Γ(s), x→ 0, (9)

Γ(s, x) ∼ xs−1e−x, x→∞. (10)

According to (7), we have

P(G ≤ y) =
1

Γ(s)
γ(s, y/θ) ∼ (y/θ)s

Γ(1 + s)
, y → 0, (11)

and by (10), we obtain,

P(G ≥ y) =
1

Γ(s)
Γ(s, y/θ) ∼ (y/θ)s−1e−y/θ

Γ(s)
, y →∞, (12)

Let G≤y denote a truncated Gamma random variable, obtained by conditioning G on the event
G ≤ y, where y ∈ [0,∞). The notation G≥y is defined similarly. A straightforward calculation
reveals that for a ≥ 0, we have

EGa≤y =

∫ y
0 x

afG(x)dx∫ y
0 fG(x)dx

=

∫ y
0 x

a+s−1e−x/θdx∫ y
0 x

s−1e−x/θdx
=

∫ y/θ
−∞ u

a+s−1θa+se−udu∫ y/θ
−∞ u

s−1θse−udu
=
θaγ(a+ s, y/θ)

γ(s, y/θ)
,

(13)

and similarly,

EGa≥y =
θaΓ(a+ s, y/θ)

Γ(s, y/θ)
. (14)

In (13), the first equality is by definition. To obtain the second equality, we substituted the PDF of
G. The third equality is by a change of variables u = x/θ. The final equality is by the definition of
the lower incomplete Gamma function. For a = 1, using (7), we can then obtain

EGa≤y ∼
θa(y/θ)a+s/(a+ s)

(y/θ)s/s
=

sya

a+ s
, y → 0, (15)

and using (8) yields

EGa≤y →
θaΓ(a+ s)

Γ(s)
, y →∞. (16)
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In a similar vein, using (9), we have

EGa≥y →
θaΓ(a+ s)

Γ(s)
, y → 0. (17)

and applying (10), we obtain

EGa≥y ∼
θa(y/θ)a+s−1e−y/θ

(y/θ)s−1e−y/θ
= ya, y →∞. (18)

We begin with a useful lemma on the expected values of truncated Gamma random variables.

Lemma 4 The derivative of the function

y 7→ E[G≤y]. (19)

is bounded.

Proof We have

E[G≤y] =

∫ y
0 xf(x)dx∫ y
0 f(x)dx

(20)

Hence, by the fundamental theorem of calculus,

dE[G≤y]

dy
=
yf(y)P (G ≤ y)− E[G≤y]P (G ≤ y)f(y)

P 2(G ≤ y)
(21)

=
f(y)

P (G ≤ y)
(y − E[G≤y]) (22)

As y → 0, according to (3), (11), and (15), we obtain

lim
y→0

dE[G≤y]

dy
=

s

1 + s
(23)

On the other hand, by (3) and (16), we have

lim
y→∞

dE[G≤y]

dy
= 0 (24)

The statement of the lemma then follows from the continuity of y 7→ E[G≤y].

The following useful lemma is a standard bound on powers of linear functions.

Lemma 5 ([15, Lemma 7]) For any real numbers x1, . . . , xn ≥ 0, we have

(
∑n

i=1 xi)
β ≤ nβ−1

∑n
i=1 x

β
i . (25)

Our main technical result, Theorem 1, shows that a certain ratio related to order statistics of
Gamma random variables converges in probability to a threshold given by (5). The following lemma
shows that the derivatives of a more general form of the threshold function is bounded from above.
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Lemma 6 Let q ∈ (0, 1), n ≥ 1 and k = dnqe. Define the function

h(x) ,
(n− k)E[G≥x]

kE[G≤x] + (n− k)E[G≥x]
. (26)

There is a constant C1 > 0 that is independent of n such that |dhdx | < C1, ∀x ∈ R and for all large
enough n.

Proof Let ν(x) = EG≤x/EG≥x. We can rewrite (80) as

h(x) =
(

1 +
k

n− k
ν(x)

)−1
, (27)

The derivative of (27) is calculated to be

dh

dx
= − k

n− k

(
1 +

k

n− k
ν(x)

)−2 dν

dx
(28)

It follows that ∣∣∣dh
dx

∣∣∣ ≤ k

n− k

∣∣∣dν
dx

∣∣∣ ≤ 2q

1− q

∣∣∣dν
dx

∣∣∣. (29)

The inequality follows since limn→∞
k

n−k = q
1−q . We used twice the limit as an upper bound,

which will be valid for every large enough n.
What is now left to show is that the derivative dν

dx is bounded. It is sufficient to prove that the
limits limx→0 dν/dx and limx→∞ dν/dx exist and they are finite, and that dν/dx is continuous on
(0,∞). First, we calculate the derivative. Let

N(x) ,
∫ x

0
yf(y)dy

∫ ∞
x

f(y)dy = [E[G≤x]P (G ≤ x)]P (G ≥ x), (30)

D(x) ,
∫ ∞
x

yf(y)dy

∫ x

0
f(y)dy = [E[G≥x]P (G ≥ x)]P (G ≤ x). (31)

We note the alternate representation ν(x) = N(x)
D(x) . By the fundamental theorem of calculus, we

obtain

dN

dx
= xf(x)P(G ≥ x)− E[G≤x]P (G ≤ x)f(x), (32)

dD

dy
= −xf(x)P(G ≤ x) + E[G≥x]P (G ≥ x)f(x). (33)

Using the division rule for derivatives, after some cumbersome but straightforward calculations, we
can obtain

dν

dx
= f(x)

xP(G ≥ x)E[G≥x] + xP(G ≤ x)E[G≤x]− E[G≥x]E[G≤x]
[
P(G ≤ x) + P(G ≥ x)

]
E2[G≥x]P(G ≤ x)P(G ≥ x)

(34)

=
f(x)

[
xE[G]− E[G≤x]E[G≥x]

]
E2[G≥x]P(G ≤ x)P(G ≥ x)

. (35)

10



PRUNING AND CONDITIONING

Since all functions involved in (35) are continuous, dν/dx is continuous except possibly at 0 and
∞. Using (3), (11), (15), (17), and noting that E[G] = kθ, we obtain

lim
x→0

dν

dx
=

1

θ(1 + s)
(36)

Also, substituting (3), (12), (16), and (18), to (35), we can show that the derivative at ∞ is zero.
Together with (36), this shows that the derivative is bounded. This concludes the proof.

Let us now derive upper and lower bounds on the variances of truncated Gamma random vari-
ables.

Lemma 7 For every x ≥ 0, the variances of truncated Gamma random variables follow the bounds

max{s, 1}θ2 ≥ var(G≥x) ≥ min{s, 1}θ2, (37)

C2 ≥ var(G≤x), (38)

where C2 is a constant that is independent of x.

Proof Assume that the shape parameter s of the Gamma random variable G satisfies s ∈ (0, 1].
Then, G is log-convex, and according to [12, Proposition 2], the function x 7→ var(G≥x) is mono-
tonically increasing. In particular, var(G≥x) ≥ var(G≥0) = var(G) = sθ2. On the other hand,
when s ∈ [1,∞), the density G is log-concave. In this case, [12, Proposition 1] shows that
x 7→ var(G≥x) is monotonically decreasing. Hence, we have var(G≥x) ≥ limx→∞ var(G≥x).
In what follows, we calculate the limit. We have

var(G≥x) = E[G2
≥x]− E2[G≥x] (39)

= θ2 Γ(2 + s, xθ )Γ(s, xθ )− Γ2(1 + s, xθ )

Γ2(s, xθ )
(40)

We have a 0
0 indeterminancy as x→∞. We can thus apply L’Hôpital’s rule to obtain

lim
x→∞

var(G≥x) = lim
x→∞

x2Γ(s, xθ )− 2θxΓ(1 + s, xθ ) + θ2Γ(2 + s, xθ ))

2Γ(s, xθ )
(41)

= lim
x→∞

θs
tΓ(1 + s, xθ )− xΓ(s, xθ )

e−
x
θ xs−1

(42)

= lim
x→∞

θ1+sΓ(s, xθ )

e−
x
θ x−2+s(θ − sθ + x)

(43)

= θ2 (44)

The second and the third equalities also follow from L’Hôpital’s rule. In order to obtain the final
equality, we have applied (10). Note that the derivatives of the upper incomplete Gamma function
can be evaluated via the formulae dΓ(s,x)

dx = d
dx

∫∞
x ts−1e−tdt = −xs−1e−x, by the fundamental

theorem of calculus. Therefore, for any s, we obtain var(G≥x) ≥ min{s, 1}θ2.
Since var(G≤x) = E[G2

≤x] − [EG≤x]2 ≤ E[G2
≤x], according to (15) and (16), the lower con-

ditional variance var(G≤x) is bounded by a constant that is independent of x from above. For the

11
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upper conditional variance var(G≥x), we consider the cases of s ∈ (0, 1) and s ∈ [1,∞) separately.
In the former scenario, the monotonically increasing nature of x 7→ var(G≥x), as established in [12,
Proposition 2], in conjunction with (44), demonstrates that var(G≥x) ≤ θ2 for every x. For s ≥ 1,
we obtain var(G≥x) ≤ var(G≥0) = sθ2, according to [12, Proposition 1]. Hence, for any s, we
have var(G≥x) ≤ θ2 max{1, s}. This concludes the proof of the lemma.

As a corollary, we obtain lower and upper bounds on a linear combination of variances truncated
Gamma random variables.

Corollary 8 Let q ∈ (0, 1), n ≥ 1 and k = dnqe. Let

σ2 , y2(k − 1)var(G≤x) + (1− y)2(n− k)var(G≥x). (45)

Then, for every τ ∈ (0, 1) and y ∈ (0, 1) with |y − τ | ≤ 1−τ
2 , we have

C3n ≤ σ2 ≤ C4n (46)

for all sufficiently large n, where C3 and C4 are constants.

Proof According to Lemma 7, for any s, we obtain

σ2 ≥ (1− y)2(n− k)var(G≥x) (47)

≥ (1− y)2(n− k) min{s, 1}θ2 (48)

The bound |y − τ | ≤ 1−τ
2 implies

σ2 ≥
(

1− τ
2

)2

(n− k) min{s, 1}θ2 (49)

Also, substituting k = dnqe, we obtain

σ2 ≥
(

1− τ
2

)2

(n− dnqe) min{s, 1}θ2 (50)

≥ 1− q
2

(
1− τ

2

)2

min{s, 1}θ2n, (51)

for sufficiently large n. This proves the lower estimate on the variance.
For the upper estimate, we can first obtain

σ2 ≤ y2︸︷︷︸
≤1

(k − 1)︸ ︷︷ ︸
≤n

var(G≤x) + (1− y)2︸ ︷︷ ︸
≤1

(n− k)︸ ︷︷ ︸
≤n

var(G≥x) = n[var(G≤x) + var(G≥x)], (52)

and applying Lemma 7 proves the upper estimate on σ2. This concludes the proof of the corollary.

The following lemma is utilized to bound the error terms resulting from the Berry-Esseen esti-
mates.

12
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Lemma 9 Let q, y ∈ (0, 1), n ≥ 1 and k = dnqe. Let σ2 be as defined in (45) of Corollary 8, and

ρ , y3(k − 1)E
∣∣G≤x − EG≤x

∣∣3 + (1− y)3(n− k)E
∣∣G≥x − EG≥x

∣∣3. (53)

For every large enough n, we have∫ ∞
0

ρ

σ3
fG(k)

(x)dx ≤ C6n
− 1

2 (54)

for some constant C6 > 0 that is independent of y, k, n.

Proof Using the inequalities y ≤ 1 and k ≤ n, we obtain

ρ ≤ nE|G≤x − EG≤x|3 + nE|G≥x − EG≥x|3. (55)

Applying Lemma 5 yields

ρ ≤ 4n(EG3
≤x + E3G≤x + EG3

≥x + E3G≥x) (56)

≤ 8n(EG3
≥x + E3G≥x) (57)

≤ C7n(1 + x3), (58)

where C7 is a constant that is independent of n and x. The last inequality is a consequence of (17)
and (18).

It is a standard result in probability theory that the exact PDF for the kth order statistic G(k) is
given by

fG(k)
(x) =

n!

(k − 1)!(n− k)!
fG(x)[FG(x)]k−1[1− FG(x)]n−k (59)

≤ n2n−1fG(x)[1− FG(x)]n−k (60)

Since FG(x) → 1, there exists x0 > 0 and c ∈ (0, 1) such that for every x ≥ x0, we have
n2n−1[1−FG(x)]n−dnqe ≤ c−n. As a result, we obtain fG(k)

(x) ≤ fG(x)c−n,∀x ≥ x0. Combining
this with (58) and the lower bound on σ in Corollary 8, we obtain∫ ∞

0

ρ

σ3
fG(k)

(x)dx =

∫ x0

0

ρ

σ3
fG(k)

(x)dx+

∫ ∞
x0

ρ

σ3
fG(k)

(x)dx (61)

≤
∫ x0

0

C7n(1 + x3
0)

(C3n)1.5
fG(k)

(x)dx+

∫ ∞
x0

C7n(1 + x3)

(C3n)1.5
fG(x)c−ndx (62)

≤ C7(1 + x3
0)

C1.5
3

n−
1
2 +

C7(1 + x3
0)

C1.5
3

(EG+ EG3)o(n−
1
2 ). (63)

The proof is now complete since the moments of a Gamma random variable are also finite.
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A.2. Other auxiliary results

As the first result, we recall the central limit theorem for quantiles.

Proposition 10 ([23]) Let X1, X2, . . . , Xn be IID copies of a random variable X . Given p ∈
(0, 1), let ξp = inf{x : FX(x) ≥ 1 − p}. Suppose FX has a continuous first derivative fX in the
neighborhood of ξp and f(ξp) > 0. Then,

√
nfX(ξp)√
p(1− p)

(
X(dn(1−p)e) − ξp

)
∼ N(0, 1) as n→∞. (64)

We then present the general form of Berry-Esseen theorem for non-identically distributed ran-
dom variables.

Proposition 11 (Berry-Esseen Theorem [9]) Let X1, X2, . . . , be independent random variables
with E[Xi] = 0 and E[|Xi|3] < ∞ for every i ∈ Z>0. Let Φ denote the CDF of the standard
normal distribution. For all n, we have

sup
x∈R

∣∣∣∣P( X1 +X2 + . . .+Xn√
σ2

1 + σ2
2 + . . .+ σ2

n

≤ x
)
− Φ(x)

∣∣∣∣ ≤ 8

(
n∑
i=1

varXi

)−3/2 n∑
i=1

E|Xi|3. (65)

A.3. Proof of the theorem

We are now ready to prove Theorem 1. We organize the proof in four steps.
Step-1: In the first step, we approximate the cumulative distribution function of Ξn via a normal

random variable using the Berry-Esseen theorem. Let y ∈ [0, 1] and k = dnqe. We have

P
(

Ξn ≤ y
)

= P
(
G(k+1) + · · ·+G(n) ≤ y(G(1) + · · ·+G(n))

)
(66)

=

∫ ∞
0

P

(
(1− y)

n∑
j=k+1

G(j) − y
k−1∑
j=1

G(j) ≤ yx
∣∣∣∣G(k) = x

)
fG(k)

(x)dx. (67)

According to [2], the two sets of order statistics (G(k+1), . . . , G(n)) and (G(1), . . . , G(k−1)) that
appear in (67) are conditionally independent given G(k) = x. Moreover, we have[

n∑
j=k+1

G(j)

∣∣∣∣G(k) = x

]
∼

n−k∑
j=1

G≥x,j , (68)

and [
k−1∑
j=1

G(j)

∣∣∣∣G(k) = x

]
∼

k−1∑
j=1

G≤x,j , (69)

where G≤x,1, G≥x,1, G≤x,2, G≥x,2, . . . is a sequence of IID random variables with

G≤x,j ∼ G≤x, (70)
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and

G≥x,j ∼ G≥x (71)

for every j ∈ Z>0.
Let us now normalize the mean of (70) and (71) as

G′≤x,j , G≤x,j − E[G≤x,j ] = G≤x,j − E[G≤x], (72)

G′≥x,j , G≥x,j − E[G≥x,j ] = G≥x,j − E[G≥x], (73)

where j ∈ Z>0. We have

P
(

Ξn ≤ y
)

=

∫ ∞
0

P

(
(1− y)

n−k∑
j=1

G′≥x,j − y
k−1∑
j=1

G′≤x,j ≤ y′
)
fG(k)

(x)dx, (74)

where

y′ , yx+ y(k − 1)E[G≤x]− (1− y)(n− k)E[G≥x]. (75)

By definition. the random variables G′≤x,j and G′≥x,j have zero mean. According to Lemma 7, they
also have finite normalized moments. Hence, Proposition 11 is applicable, and we have

P
(

Ξn ≤ y
)
≤
∫ ∞

0
Φ(y′/σ)fG(k)

(x)dx+ 8

∫ ∞
0

ρ

σ3
fG(k)

(x)dx, (76)

where Φ is the CDF of the standard normal random variable with zero mean and unit variance,

σ2 , y2(k − 1)var(G≤x) + (1− y)2(n− k)var(G≥x), (77)

and

ρ , y3(k − 1)E

[∣∣∣G≤x − E[G≤x]
∣∣∣3]+ (1− y)3(n− k)E

[∣∣∣G≥x − E[G≥x]
∣∣∣3]. (78)

Let us now rewrite the mean-normalized threshold y′ defined in (75) as

y′ = yx− yE[G≤x]−
[
kE[G≤x] + (n− k)E[G≥x]

](
h(x)− y

)
, (79)

where

h(x) ,
(n− k)E[G≥x]

kE[G≤x] + (n− k)E[G≥x]
. (80)

Step-2: Let ωq = inf{x : FG(x) ≥ q} be as defined in the theorem statement. Let us also
recall the threshold

τ , τq(s, θ) =

(
1 +

qE
[
G≤ωq

]
(1− q)E

[
G≥ωq

])−1

=
(1− q)E[G≥ωq ]

qE[G≤ωq ] + (1− q)E[G≥ωq ]
. (81)
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from the theorem statement. In this step, we find an upper bound on y′ for y = τ − ε and |x−ωq| ∈
O(ε).

According to Lemma 6, we have

sup
x∈R

∣∣∣∣ d

dx
h(x)

∣∣∣∣ ≤ C1, (82)

for some constant C1 > 0 that is independent of n. As a result, if |x− ωq| ≤ δ , ε
2C1

, we have∣∣∣h(x)− h(ωq)
∣∣∣ < C1δ =

ε

2
. (83)

In comparison with

h(ωq) =
(n− dnqe)E[G≥ωq ]

dnqeE[G≤ωq ] + (n− dnqe)E[G≥ωq ]
, (84)

it follows that

lim
n→∞

h(ξq) = τ (85)

Hence, for large enough n, we can argue that |h(ωq)− τ | ≤ ε
4 . Combining with (83), for y = τ − ε,

we can thus obtain

h(x)− y ≥ h(ωq)−
ε

2
− y (86)

= h(ωq)− τ +
ε

2
(87)

≥ ε

4
. (88)

On the other hand, we have the lower bounds

kE[G≤x] + (n− k) E[G≥x]︸ ︷︷ ︸
≥E[G≤x]

≥ nE[G≤x] (89)

≥ nE[G≤ωq−δ] (90)

≥ n
(

E[G≤ωq ]− C8δ
)

(91)

≥ n
E[G≤ωq ]

2
, (92)

where C8 > 0 is a constant. In the above derivation, (90) follows since x 7→ E[G≤x] is monotoni-
cally increasing. Inequality (91) is a consequence of Lemma 4, and the final inequality holds for all
small enough ε. Substituting (88) and (92) to (79), we obtain

y′ ≤ yx−
E[G≤ωq ]

8
nε (93)

≤ (τ − ε)(ωq + δ)−
E[G≤ωq ]

8
nε (94)

≤ 2τωq −
E[G≤ωq ]

8
nε, (95)
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where the last inequality holds for all small enough ε.
Step-3: Let y = τ − ε as in Step 2. We decompose the first integral in the upper bound in (76)

as

P
(

Ξn ≤ y
)
≤
∫
|x−ωq |≤δ

Φ(y′/σ)fG(k)
(x)dx+

∫
|x−ωq |≥δ

Φ(y′/σ)︸ ︷︷ ︸
≤1

fG(k)
(x)dx+ 8

∫ ∞
0

ρ

σ3
fG(k)

(x)dx.

(96)

For the first term, we implement the upper limit on y′ specified in (95), which holds a negative value
for sufficiently large n. In this regime, we can apply the upper bound on σ as provided by Corollary
8 to obtain a valid upper limit for the first term in (96). Furthermore, an upper bound for the final
term of (96) is obtained in Lemma 9. These estimates yield

P
(

Ξn ≤ y
)
≤
∫
|x−ωq |≤δ

Φ

[
1√
C4n

(
2τωq −

E[G≤ωq ]

8
nε
)]
fG(k)

(x)dx+

∫
|x−ωq |≥δ

fG(k)
(x)dx+ 8C6n

− 1
2 .

(97)

In (97), the Φ[·]-term decays to zero as n → ∞. Moreover, the second integral also vanishes as
n→∞ as a result of Proposition 10. Therefore, we obtain

P
(

Ξn ≤ y
)
≤ o(1)

∫
|x−ωq |≤δ

fG(k)
(x)dx+ o(1) (98)

≤ o(1). (99)

This shows that for any ε > 0, we have P(Ξn ≤ τ − ε)→ 0.
Step-4: Now, let y = τ + ε. We will show for any ε > 0, we have P(Ξn ≤ τ + ε)→ 1.
As in Step-2, for large enough n, we can argue that |h(ξq)− τ | ≤ ε

4 . Combining with (83), for
y = τ + ε, we obtain

h(x)− y ≤ h(ξq) +
ε

2
− y (100)

= h(ξq)− τ −
ε

2
(101)

≤ − ε
4
. (102)

Combining with (92) and substituting to (79), we obtain

y′ ≥ yx− yE[G≤x]︸ ︷︷ ︸
≤x

+
E[G≤ωq ]

8
nε (103)

=
E[G≤ωq ]

8
nε (104)
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Analogous to the upper bound in (76), applying Proposition 11 yields the lower estimate

P
(

Ξn ≤ y
)
≥
∫ ∞

0
Φ(y′/σ)fG(k)

(x)dx− 8

∫ ∞
0

ρ

σ3
fG(k)

(x)dx (105)

≥
∫
|x−ωq |≤δ

Φ(y′/σ)fG(k)
(x)dx− o(1) (106)

≥
∫
|x−ωq |≤δ

Φ

(
1√
C4n

E[G≤ωq ]

8
nε

)
fG(k)

(x)dx− o(1) (107)

= (1− o(1))

∫
|x−ωq |≤δ

fG(k)
(x)dx− o(1) (108)

= (1− o(1))(1− o(1))− o(1) (109)

= 1− o(1). (110)

The third inequality follows from (104) and Corollary 8. This shows that for any ε > 0, we have
P(Ξn ≤ τ+ε). Combining with the conclusion of Step-3, the proof of the theorem is now complete.

Appendix B. Proof of Corollary 2

Let N1, . . . , Nn be independent and identically distributed N(0, 1) random variables. We can set
W = [N1 · · ·Nn]T /(

∑n
i=1N

2
i )1/2. Let |Ni1 | ≤ · · · ≤ |Nin |, where i1, . . . , in is a permutation of

1, . . . , n. By definition, the random vector Wp is zero at all indices except at {ij : j = dnqe +
1, . . . , n} where it equals W. This implies WTWp =

∑n
j=dnqe+1N

2
ij
/
∑n

i=1N
2
i . The statement

for WTWp now follows from Theorem 1 since N(0, 1)2 is a Gamma random variable with shape
1
2 and scale 2. The convergence of WTWee is proved similarly.

Appendix C. Proof of Theorem 3

Let us first calculate and upper bound on the normalized FLOPs. It is easily seen that |WT
eeX|2

is a Chi-squared random variable with 1 degree of freedom. We thus obtain P(|WT
eeX| ≥ τ) =

Γ(1
2 ,

τ2

2 ), where Γ(·, ·) is the upper incomplete Gamma function. The normalized FLOPs is thus

µ′c = (1− q)Γ
(

1

2
,
τ2

2

)
+ γ

(
1

2
,
τ2

2

)
, (111)
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where γ(·, ·) is the lower incomplete Gamma function. Further, we obtain

µ′c = (1− q) + qγ

(
1

2
,
τ2

2

)
(112)

= 1− q + qerf

(√
τ2

2

)
(113)

≤ 1− q + q

(
1−

√
2e

π︸ ︷︷ ︸
>1

√
β − 1

β
e−βτ

2/2

)
(114)

≤ 1− q
√
β − 1

β
e−βτ

2/2 (115)

≤ 1− qe−τ2 (116)

The upper bound on the error function in (114) follows from [5], and is valid for any β > 1. In
(116), we substituted β = 2.

We now analyze the generalization error εc. We consider the following events:

• Let E0 be the event where the decisions of the conditional perceptron and the teacher do not
match so that εc = P(E0).

• We let E1 denote the event that the student W and the teacher T are at least δ1-close with
respect to the angular distance. In other words, let E1 denote the event that arccosWTT ≤
δ1, where δ1 ∈ [0, π2 ].

• Let E2 be the event that the student and the early exit vector (which are derived from the
student weights) are δ2-close. In other words, letE2 represent the event arccosW†Wee ≤ δ2,
where δ2 ∈ [0, π2 ].

• Finally, let E3 be the event that |XTWee| ≥ τ , encoding the criterion of early exit in the
definition of the conditional perceptron in Section 4.2.

We have

εc = P(E0E1E2) + P(E0|Ec1 or Ec2)︸ ︷︷ ︸
≤1

P(Ec1 or Ec2)︸ ︷︷ ︸
≤P(Ec1)+P(Ec2)

(117)

= P(E0E1E2E3) + P(E0E1E2E
c
3)︸ ︷︷ ︸

≤P(E0Ec3)≤εuc

+P(Ec1) + P(Ec2) (118)

= εuc + P(Ec1) + P(Ec2) + P(E0E1E2E3) (119)

Let εuc denote the asymptotic n,Nt → ∞ generalization error for the unconditional perceptron so
that εuc = 1

πE[arccosWTT] → εuc as n → ∞. Due to the self-averaging property learning [4],
we have, in addition, the convergence in mean 1

π arccosWTT → εuc. Hence, if δ1 > πεuc, we
have P (Ec1)→ 0. With a similar argument, provided that δ2 > arccos

√
τq, we have P (Ec2)→ 0 as

a result of Corollary 2. What is left to analyze is the final term. By symmetry, we have

P(E0E1E2E3) = 2P(XTT < 0, arccosW†T ≤ δ1, arccosWTWee ≤ δ2,X
TWee ≥ τ). (120)
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Let us recall the triangle inequality for angular distances: For unit norm vectors a1, a2, a3, we have
arccos a†1a2 ≤ arccos a†1a3 + arccos a†3a2. Therefore,

P(E0E1E2E3) ≤ 2P(XTT < 0, arccosTTWee ≤ δ1 + δ2,X
TWee ≥ τ) (121)

= 2P(XTT < 0,TTWee ≥ cos(δ1 + δ2),XTWee ≥ τ) (122)

≤ 2P(XTa < 0,XTb ≥ τ) (123)

where a and b are arbitrary unit-norm deterministic vectors with aTb = cos(δ1 + δ2). The random
variables XTa and XTb are jointly Gaussian with zero mean, unit variance, and covariance ρ ,
cos(δ1 + δ2). We can thus evaluate the joint probability as

P(XTa < 0,XTb ≥ τ) =

∫ ∞
τ

∫ 0

−∞

1

2π
√

1− ρ2
exp

(
−x

2 − 2ρxy + y2

2(1− ρ2)

)
dxdy (124)

=
1

2
√

2π

∫ ∞
τ

e−y
2/2erfc

(
ρy√

2(1− ρ2)

)
dy (125)

Using the upper bound erfcx ≤ e−x2 , we obtain

P(XTa < 0,XTb ≥ τ) ≤ 1

2
√

2π

∫ ∞
τ

e−y
2/2e

− ρ2y2

2(1−ρ2) dy (126)

=
1

2
√

2π

∫ ∞
τ

e
− y2

2(1−ρ2) dy (127)

=
1

4

√
1− ρ2erfc

(
τ√

2(1− ρ2)

)
(128)

≤ 1

2
e
− τ2

2(1−ρ2) . (129)

A joint consideration with the previous bounds concludes the proof of the theorem.
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