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ABSTRACT

Data distribution often changes when deploying a machine learning model into
a new environment, but not all shifts degrade model performance, making inter-
ventions like retraining unnecessary. This paper addresses model post-deployment
deterioration (PDD) monitoring in the context of unlabeled deployment distribu-
tions. We formalize unsupervised PDD monitoring within the model disagreement
framework where deterioration is detected if an auxiliary model, performing well
on training data, shows significant prediction disagreement with the deployed
model on test data. We propose D-PDDM, a principled monitoring algorithm
achieving low false positive rates under non-deteriorating shifts and provide sample
complexity bounds for high true positive rates under deteriorating shifts. Empirical
results on both standard benchmark and a real-world large-scale healthcare dataset
demonstrate the effectiveness of the framework in addition to its viability as an
alert mechanism for existing high-stakes ML pipelines.

1 INTRODUCTION

Performance guarantees of conventional machine learning (ML) models hinge on the belief that
the distribution of data with which these models train is identical to the distribution on which they
are deployed (Rabanser et al., 2019; Recht et al., 2018; Santurkar et al., 2020). In many real-world
scenarios such as healthcare, however, this assumption fails due to distribution shift during model
deployment. Benchmarks such as WILDS (Koh et al., 2021) and WILD-Time (Yao et al., 2022) have
encouraged machine learning researchers to study and better understand how data shifts influence
predictive systems. Yet, the number of tools at a practitioner’s disposal for the creation of predictive
models far exceed those to monitor model failures. There is a need to create guardrails that self-detect

and alert end-users to critical changes in the model when its performance drops below acceptable
thresholds (Habib et al., 2021; Zadorozhny et al., 2022).

Post-deployment deterioration (PDD) monitoring presents a distinct set of systemic challenges stem-
ming from considerations over the feasibility of deployment in real-world ML pipelines. Predominant
is the scarcity of labels during deployment: for many downstream tasks such as in healthcare, labels
are expensive to obtain (Razavian et al., 2015) or require human intervention (Liu et al., 2022).
Moreover, due to deployed models predicting events temporally extended in the future (Boodhun &
Jayabalan, 2018; Zhang et al., 2019), labels might even be unavailable. Another systemic challenge
is the robustness of the monitoring system, that the latter should be flagging critical changes in
deployment efficiently as early as a few samples, and that it should remain robust to non-deteriorating
changes as to minimize unnecessary interruptions of service among other practical considerations.

To address these challenges, we conceive a set of desiderata for any algorithm monitoring PDD,
targeting their practicality and effectiveness as plug-ins to ML pipelines. To address the scarcity
of labels, PDD monitoring algorithms should operate on unlabeled data from the test distribution
to ascertain potential deterioration of the deployed model. PDD monitoring algorithms should not
depend on training data during deployment. Continuous (even indefinite) access to sensitive or
personally identifiable training data might violate certain regulations protecting the privacy of data
subjects (Mühlhoff, 2023). An algorithm satisfying this desideratum is thus a scalable algorithm as it
functionally only audits its input stream during monitoring with minimum data storage and regulatory
concerns. Finally, PDD monitoring algorithms should be robust to flagging non-deteriorating changes
and effective in few-shot settings.
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Insofar as designing monitoring protocols satisfying the above, recent related works only partially
attend to individual desiderata. The literature on distribution shifts while achieving strong empirical
performance on unlabeled deployment data (Liu et al., 2020; Zhao et al., 2022), are not robust to
false positives when the distribution shift is non-deteriorating. The model disagreement framework
(Chuang et al., 2020; Jiang et al., 2021; Ginsberg et al., 2023; Rosenfeld & Garg, 2023) emerges
as the natural setup for monitoring with downstream performance considerations via the tracking
of disagreement statistics, while foregoing explicit distribution shift computations. However, shift-
based and disagreement-based monitoring methods all depend on the presence of training data
post-deployment, and do not provide any guarantees on robustness against false positives in the
monitoring of non-deteriorating shifts.

Training  P(x, y)

Baseline model  f

h � �p

Auxiliary models{
Disagreement in P

Deployment   Q(x)

max
h��p

err(h; Qf )
Disagreement in Q

Algo. 1
Algo. 2

Figure 1: Our protocol consists of two steps – pre-
training and D-PDD Monitoring. Importantly, monitor-
ing does not require training data P (x) for unsupervised
deployment data Q(x).

In this paper, we answer all desiderata
for PDD monitoring via the disagreement
framework by proposing Disagreement-
based Post-Deployment Deterioration
Monitoring (D-PDDM), a novel algorithm
operating in the unsupervised deployment
setting (1), requiring no training data dur-
ing monitoring (2), and is provably robust
in flagging deteriorating shifts as well
as resilient to flagging non-deteriorating
shifts (3). A comparison of the satisfaction
of PDD desiderata of our method with
related work in the literature is provided
in Tab. 1. Our contributions are as follows:

Disagreement based PDD (D-PDD). We
formulate the unsupervised PDD problem
as the model disagreement framework (D-
PDD), requiring no training data during
deployment and is model-agnostic. We fur-
ther demonstrate the conditions for which
model disagreement is equivalent to PDD.

Provable algorithm. We propose D-PDDM, a theoretically principled algorithm to monitor D-PDD.
We prove that in the presence of deteriorating shift, D-PDDM provably monitors D-PDD in finite
samples, and in the presence of non-deteriorating shifts, D-PDDM achieves low false positive rates.
In addition, we broadly characterize various regimes of shift where D-PDDM might not be effective,
and suggest alternative methods to circumvent these limitations.

Empirical validation. Our experimental results on various shift scenarios in both benchmark and
real-world large-scale healthcare – General Medicine INpatient Initiative (GEMINI) dataset (Verma
et al., 2021). When comparing the proposed method with other popular monitoring baselines, our
method effectively detects the D-PDD with low false positive rates (FPR) when shifts are non
deteriorating, and achieves better true positive rates (TPR) when shifts are deteriorating. Further,
owing to the decoupling of the algorithmic protocol into two stages, D-PDDM is efficiently scalable

in the size of the training dataset, a critical consideration on the feasibility of its application onto
current ML pipelines that is not enjoyed by standard baselines.

Table 1: Comparisons between related work. Training data-free: whether post-deployment monitor-
ing requires training data; Deteriorating: whether the method provably monitors the deteriorating
shift; Non-deteriorating: whether the method is provably robust in the non-deteriorating shift;
Disagreement: whether the method is based on the disagreement framework.

Training data-free Deteriorating Non-deteriorating Disagreement
Liu et al. (2020) 7 7 7 7

Jiang et al. (2021) 7 7 7 3
Zhao et al. (2022) 7 7 7 7

Rosenfeld & Garg (2023) 7 3 7 3
Ginsberg et al. (2023) 7 3 7 3

D-PDDM (ours) 3 3 3 3
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2 PROBLEM SETUP

Consider a function class H of h : X ! Y = {0, 1}. We use g 2 H to denote the ground truth
labeling function, f to denote the deployed classifier, and h as the auxiliary classifier. We denote
the marginal distribution w.r.t x as Px(x) and the joint distribution with the labeling function in the
subscript. For a data distribution Px over the domain X and any labeling function f(x), we define the
joint distribution as Pf = Pf (x, y) = Px(x, f(x)). Let the population error and its corresponding
empirical counterpart with n samples Dn = {(xi, yi)}ni=1 be

err(f ;Pg) := Pr
x,y⇠Pg

[f(x) 6= y] , cerr(f ;Dn) := cerr(f ;Pg) :=
1

n

nX

i=1

|f(xi)� yi|

Training and deployment distribution. We denote Px as the training (marginal) distribution, and
Qx as the deployment distribution. We assume data is i.i.d. sampled from both Px and Qx. We
consider that n labeled samples from Pg are available before deployment, and m unlabeled samples
from Qx are obtained during the deployment.

Disagreement. For any two functions f and h in H, we say that they disagree on any point x 2 X
if f(x) 6= h(x). Given the binary classification setting, we can write the disagreement rate of the
function h with f on distribution Qx in terms of error as err(h;Qf ) or err(f ;Qh).

In the following, we will define PDD and its specifications on model disagreement.
Definition 1 (Post-deployment deterioration, PDD). Denote g and g

0
as ground truth labeling

functions in the training and deployed distributions P and Q. We say that PDD has occurred when:

err(f ;Qg0) > err(f ;Pg) (1)

Intuitively, Eq. (1) suggests that PDD occurs when a model f experiences higher error during
deployment. Due to the unsupervised nature of the deployment dataset, PDD monitoring is impossible
for any arbitrary g

0 6= g. Therefore, further assumptions are required to describe a provable setup. To
this end, Def. 2 introduces a new and practical concept—model disagreement-based PDD—equivalent
to PDD under specific assumptions.
Definition 2 (Disagreement based PDD (D-PDD)). We say that D-PDD has occurred when the

following holds for some ✏f < 1:

9h 2 H s.t. err(h;Pg)  ✏f and err(f ;Pg)  ✏f and err(h;Qf ) > err(h;Pf ) (2)

D-PDD in Def. 2 is defined as the situation where there exists an auxiliary model h 2 H achieving
equally good performance on P (with a small error ✏f ) but exhibits strong disagreement with f in Q.
In this case, the distribution Q is further referred to as a deteriorating shift. In the following lemma,
we demonstrate the conditions for the equivalence of PDD and D-PDD. As this equivalence happens
in probability, Def. 2 allows for certain false positive errors w.r.t. to Def. 1.
Lemma 2.1 (Equivalence condition). If we assume (1) that the ground truth labeling functions in the

training and deployment distributions are identical (g = g
0
), and (2) that the TV distance between

the marginal training and deployment distributions is constrained by some , TV(Px,Qx)  , then

with probability 1� 2✏f � , PDD is equivalent to D-PDD.

PDD D-PDD

D-PDDM 

Lemma 2.1

Sec. 4

Figure 2: PDD, D-PDD,
and D-PDDM.

Benefits of D-PDD. Building off Lemma 2.1, the D-PDD framework
offers a principled and operationally straightforward approach to monitor-
ing performance in downstream distributions. In contrast, the traditional
distribution shift literature (Sugiyama et al., 2007) often overlooks the im-
plications of shifts by detecting them without considering the performance
evaluation of the deployed models.

Algorithmic design. Tracking D-PDD in finite samples as formulated
requires training data. To circumvent this, we decouple the detection of D-
PDD into two pre-training and deployment stages. The pre-training stage
finds a subset Hp ⇢ H whose elements satisfy conditions on Pg in Def. 2 as well as approximates
err(h;Pf ), while the deployment stage tracks the last inequality. In this way, information from the
training data is compressed into Hp and the approximation of err(h;Pf ).

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2025

3 DISAGREEMENT-BASED POST-DEPLOYMENT DETERIORATION MONITORING
(D-PDDM) ALGORITHM

Algorithm 1 Pre-training
Require: Dn ⇠ Pg , f , ✏, H

1: Train a sub hypothesis space Hp :=
{h 2 H; cerr(h;Pg)  ✏}

2: � []
3: for i 1, 2, . . . do
4: Dm ⇠ Pf

5: h argmax
h2Hp

cerr(h;Dm)

6: append cerr(h;Dm) to �
7: end for
8: return �, Hp

The approximation of the disagreement threshold
err(h;Pf ) for h 2 Hp can be done via its empirical
distribution � computed during pre-training. Thus, we
present D-PDDM, a monitoring algorithm detecting D-
PDD under finite samples. Figure 2 contextualizes D-
PDDM within the disagreement framework presented in
Sec. 2. D-PDDM only requires the deployed model f , a
subset of the hypothesis space Hp, and the distribution of
the disagreement thresholds � during deployment. The
algorithmic protocol is described in two steps:

1. Pre-training in P Given training data Dn, a base model
f trained on Dn, an error tolerance ✏, and the hypothesis
class H, we formulate the subset of hypotheses of interest
Hp = {h 2 H; err(h;Pg)  ✏}. Then, for multiple
rounds, the maximum empirical disagreement rate max

h2Hp

cerr(h;Dm) achievable for independent

samples Dm is appended to �.

Algorithm 2 D-PDDM test
Require: Hp, �, f , ↵

1: Dm ⇠ Qf

2: h argmax
h2Hp

cerr(h;Dm)

3: return cerr(h;Dm) > (1 � ↵)
quantile of �

2. D-PDDM test in Q Given � and Hp, we approximate the
maximal disagreement with f on Q: disQ = max

h2Hp

err(h;Qf ).

We say D-PDD happens when disQ lies in the top ↵ of �.

Practical considerations Adopting the Bayesian framework,
one can view Hp as encoding the model’s posterior parameter
distribution. In this way, one can approximate lines 5 in Al-
gorithm 1 and 2 in Algorithms 2 via computing disagreement
rates on weights sampled from the posterior. Appendix B.1
provides a description of the Bayesian perspective and the sam-
pling scheme required to approximate the pre-training and the

D-PDDM test algorithm.

As stated previously, the novelty of the decoupling of Def. 2 is what allows D-PDDM to drop the
requirement for training data during deployment. On the other hand, all standard baselines including
disagreement and distribution shift detection methods rely on computing statistics on the training and
testing distributions, which can often not be done efficiently for large and high-dimensional training
sets.

4 PROVABLE GUARANTEES OF D-PDDM

In this section, we present theoretical guarantees for the proposed D-PDDM algorithm. Recall that the
algorithm is tracking a sufficient condition of D-PDD. We first show that with enough samples, when
there is non-deteriorating shift, the algorithm achieves low false positive rates with high probability.
Then, we show that with enough samples, when there is deteriorating shift, the algorithm provably
succeeds. Finally, we discuss pathological cases where the test fails irrespective of sample size.
Before stating the theorems we define the following quantities.

4.1 PRELIMINARY QUANTITIES

Definition 3 (Deployed classifier error). This quantifies the generalization error of the deployed base

classifier f . This is measured on the distribution seen during training Pg ,

✏f := err(f ;Pg) (3)

Indeed in Def. 2, we want the population error to be at most ✏f , which results in the constraint for
the empirical error in the optimization problems of Algorithm 1 at most ✏ = ✏f � ✏0, where ✏0 is a
hyper-parameter to measure the gap between the empirical and population error.

4
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We also define the VC dimensions of the hypothesis space H and the subset of interest Hp as:

Hp := {h 2 H : err(h;Pg)  ✏f} , dp := VC(Hp), d := VC(H)

Note that dp  d. If the base classifier f is well-trained (✏f is low), then dp can be much smaller
than d i.e., dp ⌧ d.
Definition 4 (✏p, ✏q maximum error in Hp). We define the maximum error in Hp for both P and Q
using pseudo-labels from f ,

✏p = max
h2Hp

err(h;Pf ), ✏q = max
h2Hp

err(h;Qf ) (4)

Note that empirical quantities of these are also the maximum empirical disagreement rates used in

Algo. 1 and Algo. 2. Effectively, the algorithm detects ✏q � ✏p > 0 with finite samples.

Definition 5 (⇠ quantifies D-PDD). We define ⇠ to quantify the degree of D-PDD. We adopt Def. 2

and define ⇠ as

⇠ := max
h2Hp

{err(h;Qf )� err(h;Pf )} (5)

Therefore, D-PDDM detects whether ⇠ > 0. Furthermore, ⇠ is non-negative since f 2 Hp. Hence, in

case of non-deteriorating shift, ⇠ = 0.

Note that ⇠ � ✏q � ✏p. It follows that ✏q � ✏p > 0 =) ⇠ > 0, though the reverse implication is
not necessarily true. Therefore Algo. 2, (✏q � ✏p > 0) is detecting a sufficient condition of D-PDD
(⇠ > 0).

Next, we relate the amount of D-PDD, ⇠, with the amount of distribution shift in the form of TV-
distance between Px and Qx. As seen in the Eq. 5, deterioration depends on the complexity of the
function class and ✏f which affects the size of Hp. We capture these factors by introducing a mixture
distribution U :

U =
1

2
(Pf +Q1�f ) (6)

Definition 6 (⌘ error gap between Hp and Bayes optimal). For the distribution U , the gap in error

between the best classifier h 2 Hp in the function class and the Bayes optimal classifier is ⌘:

⌘ := min
h2Hp

err(h;U)� err(fbayes;U) (7)

Note that ⌘ depends on the shift and complexity of the function class. We relate various definitions
introduced in this section as follows.
Proposition 4.1 (D-PDD and TV distance). The relations between ⇠ (in Def. 5), ⌘ (in Def. 6), and

✏p, ✏q (in Def. 3 and 4) are as follows:

⇠ = TV�2⌘ � 0 (8)
⇠ � ✏q � ✏p � ⇠ � 2✏f (9)

We denote the total variation distance between Px and Qx as TV. Intuitively, D-PDD is defined
in such a way that after deployment, if we are uncertain of the performance of f , then the shift is
deteriorating. In general, for simpler function classes such as linear models, by looking at one region
of the domain (Px) it may be possible to be certain about the performance of another region (Qx),
this is captured in Eq. 8. For very complex function classes, ⌘ can be low, hence ⇠ > 0 for most
shifts. For simple function classes, ⌘ can be high, in which case ⇠ may not be positive and hence a
non-deteriorating shift. This thus highlights a trade-off with selecting expressive functions to capture
complex patterns in the data.

4.2 D-PDDM ALGORITHM IN NON-DETERIORATING SHIFT

D-PDDM aims to monitor and detect D-PDD in finite samples, which can inherently lead to false
positives (FPR) when the shift is non-deteriorating. Therefore we set a tolerance factor ↵ in Alg. 2
to account for the test’s robustness. In this subsection, we show that for D-PDDM, the FPR of the
detection can be close to ↵ for any shift in the data distribution. Furthermore, we show that the FPR

5
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can also be less than ↵ in some cases. Specifically, in the case of non deteriorating shift by Def. 2,
the following holds:

8h 2 Hp : err(h;Qf )  err(h;Pf ) =) ✏q  ✏p (10)

Note that D-PDDM intuitively detects whether ✏q > ✏p. Since the above equation shows that ✏q  ✏p,
given enough samples, the test will succeed. Recall that n is the number of samples given from Pg

and m is the number of samples required from Qx. In the theorem below, the significance level ↵
refers to the desired FPR.
Theorem 4.2. For �  ↵, when there is no deteriorating shift (no D-PDD) in Eq. 10, for a chosen

significance level of ↵, the FPR of D-PDDM is at most � + (1� �) O
�
exp

�
�n✏20 + d

��
if

m 2 O

0

@
 
1�
p
�

✏p � ✏q

!2✓
dp + ln

1

�

◆1

A (11)

and ✏p � ✏q > 0, where � = (dp + ln 1
↵ )/(dp + ln 1

� ).

In the case of non deteriorating shifts (specifically ✏p > ✏q) the FPR may be even less than ↵ given
that m and n are sufficiently large. The more samples from Qx we have, the lesser the FPR in these
cases. For any general case, by setting � = ↵ (i.e., � = 1) in the above theorem, we immediately
have:
Corollary 4.3. For a chosen significance level ↵, the FPR of D-PDDM (Alg. 2) is no more than

↵+ (1� ↵) O
�
exp

�
�n✏20 + d

��
.

Practical insights. The corollary asserts the robustness of D-PDDM against unnecessarily flagging
non-deteriorating shifts. Independent of the number of deployment samples m, for any given
significance level ↵, the FPR is only slightly worse, with the additive term decaying exponentially in
the number of training samples. For many practical ML pipelines that by-and-large employ linear
and forest models among others of manageable VC-dimension, having these guarantees means that a
D-PDDM audit likely won’t negatively impact the continuity and quality of service.

4.3 D-PDDM ALGORITHM IN DETERIORATING SHIFT

When deteriorating shift occurs:

9h 2 Hp : err(h;Qf ) > err(h;Pf ) (12)

However, this does not necessarily imply that ✏q > ✏p which is ultimately the condition monitored by
D-PDDM. In the following, we break down the possible scenarios.

Regime 1. Deteriorating shift and ✏q > ✏p. In this case, Theorem 4.4 demonstrates that the
D-PDDM algorithm detects deteriorating shift with provable high TPR. Here, the significance level ↵
is understood to be 1 minus the desired TPR.
Theorem 4.4. For � > 0, when deteriorating shift occurs, for a chosen significance level of ↵, the

TPR of D-PDDM (Alg. 2) is at least (1� �)
�
1�O

�
exp

�
�n✏20 + d

���
if

m 2 O

0

@
 
1 +
p
�

⇠ � 2✏f

!2✓
dp + ln

1

�

◆1

A (13)

and ✏q � ✏p > 0, where � = (dp + ln 1
↵ )/(dp + ln 1

� ).

Notably, ⇠ in the denominator indicates that as the shift becomes more deteriorating, D-PDDM
requires fewer samples m to detect, evidencing its effectiveness. Also, having a high-quality base
classifier f with low ✏f is much better for the detection: this is seen through in Eq. 9 where low ✏f

makes the monitoring more faithful. Another remark is that m depends on dp which can be much less
than d with n being dependent on the latter. The test, thus, can work for a m significantly smaller
than n. The dependency on n is due to the requirement of satisfaction of the first condition in Def. 2.
In the constrained optimization problems in Algo. 1, the constraint is satisfied but the population
constraint will be satisfied either for larger ✏0 or for sufficiently large n as seen in the theorem.

6
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Regime 2. (Possible tradeoff) -Deteriorating shift but ✏q  ✏p. In this case, Theorem 4.5 demon-
strates that either the false negative or false positive rates (FNR, FPR) should be high. The illustration
in Fig. 3 exemplifies this failure mode, and how a low ✏f can help alleviate it.

Theorem 4.5. When deteriorating shift occurs and ✏q  ✏p, for a chosen significance level of ↵, the

TPR of Alg. 2 is O(↵).

If ↵ is low, then by Theorem 4.5 we have that the FNR is high. On the other hand, if ↵ is high, then
by Corollary 4.3 we have that the FPR can be very high, thereby trading off the significance level of
D-PDDM to reduce FNR but loosening guarantees on FPRs.

4.3.1 SOLUTIONS FOR FNR/FPR TRADEOFF

This part provides a possible failure scenario illustrated in Fig. 3. Notably, we will highlight a badly
trained base classifier f in the possible failure scenario (Fig. 3 (a)), if f is trained with lower ✏f , can
move to the scenarios (Fig. 3 (b) and (c)) where the D-PDDM algorithm can succeed.

✚ ✚ ✚
✚ ✚ ✚

✚
✚ ✚ ✚

✚

✚
✚ ✚

✚

● ● ●

● ● ●

● ● ● ● ●

● ● ● ●

● ● ●

● ● ●

● ● ● ● ●

● ● ● ●

Base classifier (f)

h1

h2

(a)

✚ ✚ ✚
✚ ✚ ✚

✚
✚ ✚ ✚

✚

✚
✚ ✚

✚

● ● ●

● ● ●

● ● ● ● ●

● ● ● ●

● ● ●

● ● ●

● ● ● ● ●

● ● ● ●

(b)

✚ ✚ ✚
✚ ✚ ✚

✚
✚ ✚ ✚

✚

✚
✚ ✚

✚

● ● ●

● ● ●

● ● ● ● ●

● ● ● ●

● ● ●

● ● ●

● ● ● ● ●

● ● ● ●

(c)

Figure 3: Illustration of the FNR/FPR tradeoff and its remedy. The background color indicates
the fixed ground truth. Positive and Negative points are from Pg (labeled) and the unlabeled points
are from Qx. The solid black curve represents the deployed base classifier f . The dotted Pink (h1)
and Blue (h2) curves represent the envelope boundary for Hp i.e., all the functions passing between
these two curves are contained in Hp. (a) Failure scenario (i.e, Regime 2) where D-PDDM algorithm
fails. (b) No deteriorating shift scenario. (c) Deteriorating shift and the D-PDDM algorithm succeeds.
In summery, a decreasing on ✏f could move the failure scenario to the solvable scenarios (a) or (b).

In Fig. 3 (a), if f is not well-trained, we will encounter a failure scenario. The disagreement of h1

with f on Qx is larger than that of Px, evidencing D-PDD. However, note that h2 can maximize ✏p

more than any function (in Hp) can maximize ✏q, which implies ✏p > ✏q. If f is better trained in
Fig. 3 (b), for all functions in Hp (curves between h1 and h2) disagreement with f on Px is not less
than that of Qx. Hence there is no deteriorating shift and D-PDDM algorithm could provably address
this. Alternatively, if f is trained well and is closest to the ground truth Fig. 3 (c) the disagreement
of h2 with f on Qx is more than that of Px. Also, note that ✏p = 0 since there is no function that
can have any error on Pf . However, h2 can be the classifier to get non-zero ✏q which gives ✏q > ✏p.
Hence (c) recovers the Regime 1 and is solvable.

Practical implications. Training base classifiers with strong in-distribution generalization perfor-
mance helps in reducing the likelihood of falling into Regime 2. Then, Theorem 4.5 guarantees
that with high probability, the desired TPR of D-PDDM can be achieved modulo an exponentially
decaying factor in the number of training samples. In this way, D-PDDM is robust in monitoring
deteriorating shifts with provable TPR guarantees, satisfying the robustness desiderata for PDD
monitoring.

5 EXPERIMENTS

Our experiments done on synthetic and real-world vision and large-scale healthcare datasets bench-
mark D-PDDM1 on deteriorating and non-deteriorating shifts against other competitive baselines.

1An implementation of D-PDDM can be found here.
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Figure 4: Non deteriorating shift in synthetic
data.

CIFAR 10.1
Unlabeled test size 50 100 200

MMD-D 0.26± 0.05 0.53± 0.11 0.93± 0.04
H-divergence 0.23± 0.05 0.45± 0.05 0.78± 0.05
JS-divergence 0.05± 0.03 0.09± 0.03 0.24± 0.05

KL-divergence 0.16± 0.05 0.38± 0.06 0.75± 0.04

D-PDDM (Ours) 0.55 ± 0.05 0.71 ± 0.05 0.93 ± 0.03

Table 2: True Positive Rate (↵ = 0.05) on
CIFAR10.

5.1 EXPERIMENTAL SETUP

Dataset Synthetic data. (1) Synthetic data is generated based on a sinusoidal hypersurface parti-
tioning the feature space into two halves and assigning positive or negative labels accordingly. For
details on the data generation process as well as deteriorating and non-deteriorating shift induction,
see Appendix B.2. All experiments use n = 10, 000 when sampling in-distribution and m = 4, 000
when sampling on the shifted distributions. Benchmark and real-world hospital data (2) CIFAR-10.1
dataset (Recht et al., 2019) where shift comes from subtle changes in the dataset creation process;
and (3) the General Medicine INpatient Initiative (GEMINI) dataset (Waters et al., 2023; Verma et al.,
2021), which collects and standardizes large-scale administrative and clinical data from hospitals.

Implementation & Baselines. In all of our implementations, our hypothesis class is the space of
neural networks restricted to several layers of ⇡ 32 hidden nodes each to respect the expressivity
constraints of our analysis. To demonstrate that our test enjoys low FPR on non deteriorating shifts
and high TPR on deteriorating shifts, we compare it against several distribution divergence-based
detection methods from the literature: Deep Kernel MMD (MMD-D) (Liu et al., 2020), H-divergence
(Zhao et al., 2022), adapt several f -divergences (Acuna et al., 2021) into a hypothesis test via
permutation testing (Ernst, 2004), Black Box Shift Detection (BBSD) (Lipton et al., 2018), and
Relative Mahalanobis Distance (RMD) Ren et al. (2021). Details can be found in Appendix B.5.

Evaluations. Synthetic data. For non-deteriorating shifts, we report the FPR at level ↵ = 0.05 of our
method and the baselines. We run 500 permutations times 100 independent tests for each baseline
whereas for D-PDDM, we report 100 independent realizations to compute the TPR/FPR, each run
running 500 pre-training steps. Importantly, the baseline methods have oracle access to the generating
distributions Px and Qx and re-sample new sets of data from Px and Qx for each permutation,
ensuring a fair comparison with our theoretical algorithm and empowers the baselines as it de-biases
their test statistics away from one particular sampling of Px and Qx, as they would otherwise have
to sample with replacement. Real-world dataset evaluation. For CIFAR 10.1 where there is known
post-deployment deterioration, we evaluate the baselines’ and D-PDDM’s ability to detect shift
at level ↵ = 0.05 in {50, 100, 200}-shot scenarios. For the GEMINI health dataset, we study the
detection rates of said models on temporally-split sub-datasets and mixtures of subpopulation splits
incurring deteriorating changes. Additional information for the Gemini Dataset and splits is present
in Appendix. B.6.

5.2 RESULTS & ANALYSIS

Synthetic data. We quantify the amount of non-deteriorating shift using a gap parameter � between
[0, 1] which effectively stretches the distributions of features away from the true decision boundary.
We observe that the baselines eventually achieve an FPR of 1.0 with high certainty, while D-PDDM
using a base classifier with in-distribution generalization error 0.1 achieves superior robustness to
non-deteriorating shifts with FPR much lower than ↵ = 5%. Given that the baselines essentially use
some notion of distance either in d-dimensional feature space or in a learned space (as in the case of
MMD-D) as a test statistic and perform a permutation test, it stands to reason that these methods pick
up on the slightest changes in the distribution.
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Figure 5: Performances in time evolving shifted test data from GEMINI. (a) Performance drop (bar
plot) small, thereby a non deteriorating temporal shift. (b) Time evolving shift monitoring. D-PDDM
is robust with small False Positive Rate (FPR) at level ↵ = 0.05.

CIFAR10.1. CIFAR10.1 is known to have strong deteriorating shifts w.r.t. CIFAR10 due to its
curation. We observe that D-PDDM is competitive with respect to the baselines. In particular, for
each few-shot setting, D-PDDM enjoys higher TPR at level ↵ = 0.05. Importantly, we remark that
even when benchmarked against divergence baselines that flag any changes in the distribution of
features, D-PDDM still evaluates better. This finding empirically suggests that using disagreement
rate as the test statistic, while explicitly accounting for in-distribution performance (via optimizing
over Hp) and deployment distribution performance (via maximizing the disagreement objective
in Algorithm 2), implicitly attends to shifts in the features of the data as well through the ease or
difficulty of fitting the disagreement objective using h 2 Hp.

GEMINI temporal shift. On GEMINI, we first train the base classifier f on data prior to 2018. f is
then deployed on dataset splits corresponding to subsequent half-years. In Fig. 5(a), we observe that
there is little to no apparent trend in performance degradation across time, thus it could be understood
that this temporal data shift is non-deteriorating. Viewed this way, an ideal monitoring algorithm
should resist flagging the ML system, allowing its continual performance. Indeed, in Fig. 5(b),
D-PDDM is least reactive to detection while f -divergence and H-divergence baselines unnecessarily
alert the system of shifts, achieving false positive rates above 0.1 consistently across temporal shifts.

GEMINI age shift. We further manufacture deteriorating shifts by training the model on data from
adults between 18 and 52 years old, and assessing its performance on mixtures of deployment datasets
containing varying proportions of unseen data from (i) training distribution and (ii) adults above 85. In
Fig. 6(a), we observe clear post-deployment deterioration as we introduce more data from the second
group, and would hope that monitoring algorithms flag these deployments. Indeed, as illustrated
by Fig. 6(b), all methods properly detect this drastic change. Notable, D-PDDM outperforms most
baselines, staying competitive with the highest TPRs at all proportion of mixutres of data. This
demonstrates that D-PDDM attents to deteriorating chagnes in the distribution of features as fast as
any baseline method.

6 RELATED WORK

Performance monitoring of ML models & deteriorating shift. Evaluating a model’s reliability
during deployment is crucial for the safety and effectiveness of the machine learning pipeline over
time. For example, Feng et al. (2024b;a) provided a causal viewpoint wherein the challenge to adapt
to diverse scenarios still remain due to the lack of access to the true causal graph. Model disagreement
is often used as a monitoring tool for the model generalization (Jiang et al., 2022; Chuang et al.,
2020; Ginsberg et al., 2023; Rosenfeld & Garg, 2023). Our paper significantly differs from these
works via our theoretical analysis of D-PDDM via guarantees on the FPR and TPR, whereas these
works provided sufficient conditions in either i.i.d. or various shift scenarios. Several works in the
recent literature differentiate shifts in terms of deteriorating or non-deteriorating shifts. Podkopaev
& Ramdas (2021) studied deteriorating shift detection in the continuous monitoring setting using a
sequential hypothesis test. Due to the setting being sequential in nature, their method requires true
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Figure 6: Monitoring results on artificially shifted test data from hospital (GEMINI). (a) Performance
drop (bar plot) is significant when the degree of shift is large (0.0 ! 1.0) (b) Results on different
monitoring methods, P-PDDM has a better True Positive Rate (TPR) at level ↵ = 0.05.

labels from Q immediately after prediction or at the least in a delayed fashion. Our setting deviates
from theirs in the sense that labels from Q are not available at any time. Other related empirical
works along this literature are Wang et al. (2023); Kamulete (2022).

Distribution shift detection. Methods to detect distribution shift arise from different perspectives.
In covariate shift detection, (Lopez-Paz & Oquab, 2016; Liu et al., 2020; Zhao et al., 2022) treated
detection as two-sample tests via classifier, Deep Kernel MMD, and H-divergence. For label shift
on the other hand, (Lipton et al., 2018; Azizzadenesheli et al., 2019) formulated the problem as a
convex optimization problem by solving the label distribution ratio ↵ = Q(y)/P (y). The problem
of (out-of-distribution) OOD (Liang et al., 2017; Kamulete, 2022) detection seeks to detect if an
individual sample x comes from the training distribution x ⇠ P (x). Some previous works (Ren
et al., 2019; Morningstar et al., 2021) also adopted the methods in covariate shift detection and
generalization by estimating the density ratio for the identification of OOD samples. Whilst these
methods detect shifts, they are constrained by their requirement of training data post-deployment and
do not consider the extent to which shifts affect model performance.

Estimating test error with unlabeled data. Another rich body of research is the estimation of
test error. This technique and its variants are often inspired by domain adaptation theories (Ben-
David et al., 2006; 2010; Acuna et al., 2021; Ganin et al., 2016), seeking guarantess in the form
of err(f ;Qg)  err(f ;Pg) +�(f,H), with �(f,H) = suph2H

| err(h;Pf ) � err(h;Qf )|. This
objective can be alternatively viewed as searching for a critic function h 2 H to maximize the
performance gap (Rosenfeld & Garg, 2023; Jiang et al., 2021). One could thus provably estimate the
upper bound of the test distribution error. These theories, however, implicitly assume the availability
of training data. Further, they assume that the test error should be larger than the training error,
making them sensitive to non deteriorating shifts as well i.e., high FPR in detection. Our theory for
D-PDDM encompasses this regime of change as well.

7 CONCLUSION

We study the problem of post-deployment deterioration monitoring of machine learning models in
the setting where labels from test distribution are unavailable. We propose a two-stage disagreement-
based monitoring algorithm, D-PDDM, which monitors and detects deteriorating changes in the
deployment dataset while being resilient to flagging non-deteriorating changes. Importantly, our
method does not require any training data during monitoring, allowing for efficient out-of-the-box
deployment in many machine learning pipelines across various domains. We provide statistical
guarantees for low FPR in the case of non-deteriorating shifts and reliable TPR in the deteriorating
shift. Empirically, we validate insights from our theory on various synthetic and real-world vision
and healthcare datasets evidencing the effective use of D-PDDM. The empirical success of D-PDDM
signals a step toward the robust, scalable, and efficient deployment of mechanisms to audit and
monitor machine learning pipelines in the break of dawn of ubiquitous AI.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

REFERENCES

David Acuna, Guojun Zhang, Marc T Law, and Sanja Fidler. f-domain adversarial learning: Theory
and algorithms. In International Conference on Machine Learning, pp. 66–75. PMLR, 2021.

Kamyar Azizzadenesheli, Anqi Liu, Fanny Yang, and Animashree Anandkumar. Regularized learning
for domain adaptation under label shifts. arXiv preprint arXiv:1903.09734, 2019.

Olivier Bachem, Mario Lucic, and Andreas Krause. Practical coreset constructions for machine
learning. arXiv preprint arXiv:1703.06476, 2017.

Shai Ben-David, John Blitzer, Koby Crammer, and Fernando Pereira. Analysis of representations for
domain adaptation. Advances in neural information processing systems, 19, 2006.

Shai Ben-David, John Blitzer, Koby Crammer, Alex Kulesza, Fernando Pereira, and Jennifer Wortman
Vaughan. A theory of learning from different domains. Machine learning, 79:151–175, 2010.

Michael Biehl, Barbara Hammer, and Thomas Villmann. Prototype-based models in machine learning.
Wiley Interdisciplinary Reviews: Cognitive Science, 7(2):92–111, 2016.

Christopher M Bishop. Bayesian neural networks. Journal of the Brazilian Computer Society, 4:
61–68, 1997.

Noorhannah Boodhun and Manoj Jayabalan. Risk prediction in life insurance industry using super-
vised learning algorithms. Complex & Intelligent Systems, 4(2):145–154, 2018.

Ching-Yao Chuang, Antonio Torralba, and Stefanie Jegelka. Estimating generalization under distri-
bution shifts via domain-invariant representations. arXiv preprint arXiv:2007.03511, 2020.

Jiankang Deng, Jia Guo, Jing Yang, Alexandros Lattas, and Stefanos Zafeiriou. Variational prototype
learning for deep face recognition. In Proceedings of the IEEE/CVF Conference on Computer

Vision and Pattern Recognition, pp. 11906–11915, 2021.

Michael D Ernst. Permutation methods: a basis for exact inference. Statistical Science, pp. 676–685,
2004.

Dan Feldman. Core-sets: Updated survey. Sampling techniques for supervised or unsupervised tasks,
pp. 23–44, 2020.

Jean Feng, Alexej Gossmann, Romain Pirracchio, Nicholas Petrick, Gene A Pennello, and Berkman
Sahiner. Is this model reliable for everyone? testing for strong calibration. In Sanjoy Dasgupta,
Stephan Mandt, and Yingzhen Li (eds.), Proceedings of The 27th International Conference on

Artificial Intelligence and Statistics, volume 238 of Proceedings of Machine Learning Research,
pp. 181–189. PMLR, 02–04 May 2024a.

Jean Feng, Adarsh Subbaswamy, Alexej Gossmann, Harvineet Singh, Berkman Sahiner, Mi-Ok Kim,
Gene Anthony Pennello, Nicholas Petrick, Romain Pirracchio, and Fan Xia. Designing monitoring
strategies for deployed machine learning algorithms: navigating performativity through a causal
lens. In Francesco Locatello and Vanessa Didelez (eds.), Proceedings of the Third Conference on

Causal Learning and Reasoning, volume 236 of Proceedings of Machine Learning Research, pp.
587–608. PMLR, 01–03 Apr 2024b.

Yaroslav Ganin, Evgeniya Ustinova, Hana Ajakan, Pascal Germain, Hugo Larochelle, François
Laviolette, Mario March, and Victor Lempitsky. Domain-adversarial training of neural networks.
Journal of machine learning research, 17(59):1–35, 2016.

Tom Ginsberg, Zhongyuan Liang, and Rahul G Krishnan. A learning based hypothesis test for
harmful covariate shift. In The Eleventh International Conference on Learning Representations,
2023. URL https://openreview.net/forum?id=rdfgqiwz7lZ.

Anand R Habib, Anthony L Lin, and Richard W Grant. The epic sepsis model falls short—the
importance of external validation. JAMA Internal Medicine, 181(8):1040–1041, 2021.

11

https://openreview.net/forum?id=rdfgqiwz7lZ


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

James Harrison, John Willes, and Jasper Snoek. Variational bayesian last layers. arXiv preprint

arXiv:2404.11599, 2024.

Yiding Jiang, Vaishnavh Nagarajan, Christina Baek, and J Zico Kolter. Assessing generalization of
sgd via disagreement. arXiv preprint arXiv:2106.13799, 2021.

Yiding Jiang, Vaishnavh Nagarajan, Christina Baek, and J Zico Kolter. Assessing generalization of
sgd via disagreement. In International Conference on Learning Representations, 2022.

Vathy M Kamulete. Test for non-negligible adverse shifts. In Uncertainty in Artificial Intelligence,
pp. 959–968. PMLR, 2022.

Zohar Karnin and Edo Liberty. Discrepancy, coresets, and sketches in machine learning. In Conference

on Learning Theory, pp. 1975–1993. PMLR, 2019.

Pang Wei Koh, Shiori Sagawa, Henrik Marklund, Sang Michael Xie, Marvin Zhang, Akshay Bal-
subramani, Weihua Hu, Michihiro Yasunaga, Richard Lanas Phillips, Irena Gao, et al. Wilds: A
benchmark of in-the-wild distribution shifts. In International conference on machine learning, pp.
5637–5664. PMLR, 2021.

Shiyu Liang, Yixuan Li, and Rayadurgam Srikant. Enhancing the reliability of out-of-distribution
image detection in neural networks. arXiv preprint arXiv:1706.02690, 2017.

Zachary Lipton, Yu-Xiang Wang, and Alexander Smola. Detecting and correcting for label shift with
black box predictors. In International conference on machine learning, pp. 3122–3130. PMLR,
2018.

Feng Liu, Wenkai Xu, Jie Lu, Guangquan Zhang, Arthur Gretton, and Danica J Sutherland. Learning
deep kernels for non-parametric two-sample tests. In International conference on machine learning,
pp. 6316–6326. PMLR, 2020.

Xiaofeng Liu, Chaehwa Yoo, Fangxu Xing, Hyejin Oh, Georges El Fakhri, Je-Won Kang, Jonghye
Woo, et al. Deep unsupervised domain adaptation: A review of recent advances and perspectives.
APSIPA Transactions on Signal and Information Processing, 11(1), 2022.

David Lopez-Paz and Maxime Oquab. Revisiting classifier two-sample tests. arXiv preprint

arXiv:1610.06545, 2016.

Baharan Mirzasoleiman, Jeff Bilmes, and Jure Leskovec. Coresets for data-efficient training of
machine learning models. In International Conference on Machine Learning, pp. 6950–6960.
PMLR, 2020.

Warren Morningstar, Cusuh Ham, Andrew Gallagher, Balaji Lakshminarayanan, Alex Alemi, and
Joshua Dillon. Density of states estimation for out of distribution detection. In International

Conference on Artificial Intelligence and Statistics, pp. 3232–3240. PMLR, 2021.

Rainer Mühlhoff. Predictive privacy: Collective data protection in the context of artificial intelligence
and big data. Big Data & Society, 10(1):20539517231166886, 2023.

Aleksandr Podkopaev and Aaditya Ramdas. Tracking the risk of a deployed model and detecting
harmful distribution shifts. arXiv preprint arXiv:2110.06177, 2021.

Stephan Rabanser, Stephan Günnemann, and Zachary Lipton. Failing loudly: An empirical study of
methods for detecting dataset shift. Advances in Neural Information Processing Systems, 32, 2019.

Narges Razavian, Saul Blecker, Ann Marie Schmidt, Aaron Smith-McLallen, Somesh Nigam, and
David Sontag. Population-level prediction of type 2 diabetes from claims data and analysis of risk
factors. Big Data, 3(4):277–287, 2015.

Benjamin Recht, Rebecca Roelofs, Ludwig Schmidt, and Vaishaal Shankar. Do cifar-10 classifiers
generalize to cifar-10? arXiv preprint arXiv:1806.00451, 2018.

Benjamin Recht, Rebecca Roelofs, Ludwig Schmidt, and Vaishaal Shankar. Do imagenet classifiers
generalize to imagenet? In International conference on machine learning, pp. 5389–5400. PMLR,
2019.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Jie Ren, Peter J Liu, Emily Fertig, Jasper Snoek, Ryan Poplin, Mark Depristo, Joshua Dillon, and
Balaji Lakshminarayanan. Likelihood ratios for out-of-distribution detection. Advances in neural

information processing systems, 32, 2019.

Jie Ren, Stanislav Fort, Jeremiah Liu, Abhijit Guha Roy, Shreyas Padhy, and Balaji Lakshmi-
narayanan. A simple fix to mahalanobis distance for improving near-ood detection. arXiv preprint

arXiv:2106.09022, 2021.

Elan Rosenfeld and Saurabh Garg. (almost) provable error bounds under distribution shift via
disagreement discrepancy. Advances in Neural Information Processing Systems, 36, 2023.

Shibani Santurkar, Dimitris Tsipras, and Aleksander Madry. Breeds: Benchmarks for subpopulation
shift. arXiv preprint arXiv:2008.04859, 2020.

Shai Shalev-Shwartz and Shai Ben-David. Understanding machine learning: From theory to

algorithms. Cambridge university press, 2014.

Jake Snell, Kevin Swersky, and Richard Zemel. Prototypical networks for few-shot learning. Advances

in neural information processing systems, 30, 2017.

Masashi Sugiyama, Matthias Krauledat, and Klaus-Robert Müller. Covariate shift adaptation by
importance weighted cross validation. Journal of Machine Learning Research, 8(5), 2007.

Amol A Verma, Sachin V Pasricha, Hae Young Jung, Vladyslav Kushnir, Denise YF Mak, Radha
Koppula, Yishan Guo, Janice L Kwan, Lauren Lapointe-Shaw, Shail Rawal, et al. Assessing the
quality of clinical and administrative data extracted from hospitals: the general medicine inpatient
initiative (gemini) experience. Journal of the American Medical Informatics Association, 28(3):
578–587, 2021.

Ziming Wang, Changwu Huang, and Xin Yao. Feature attribution explanation to detect harmful
dataset shift. 2023 International Joint Conference on Neural Networks (IJCNN), pp. 1–8, 2023.
URL https://api.semanticscholar.org/CorpusID:260385609.

Riley Waters, Sarah Malecki, Sharan Lail, Denise Mak, Sudipta Saha, Hae Young Jung, Mo-
hammed Arshad Imrit, Fahad Razak, and Amol A Verma. Automated identification of unstandard-
ized medication data: A scalable and flexible data standardization pipeline using rxnorm on gemini
multicenter hospital data. JAMIA open, 6(3):ooad062, 2023.

Wenjia Xu, Yongqin Xian, Jiuniu Wang, Bernt Schiele, and Zeynep Akata. Attribute prototype
network for zero-shot learning. Advances in Neural Information Processing Systems, 33:21969–
21980, 2020.

Huaxiu Yao, Caroline Choi, Bochuan Cao, Yoonho Lee, Pang Wei Koh, and Chelsea Finn. Wild-time:
A benchmark of in-the-wild distribution shift over time. In Thirty-sixth Conference on Neural

Information Processing Systems Datasets and Benchmarks Track, 2022.

Karina Zadorozhny, Patrick Thoral, Paul Elbers, and Giovanni Cinà. Out-of-distribution detection
for medical applications: Guidelines for practical evaluation. In Multimodal AI in healthcare: A

paradigm shift in health intelligence, pp. 137–153. Springer, 2022.

Yuan Zhang, Xi Yang, Julie Ivy, and Min Chi. Time-aware adversarial networks for adapting disease
progression modeling. In 2019 IEEE International Conference on Healthcare Informatics (ICHI),
pp. 1–11. IEEE, 2019.

Shengjia Zhao, Abhishek Sinha, Yutong He, Aidan Perreault, Jiaming Song, and Stefano Ermon.
Comparing distributions by measuring differences that affect decision making. In International

Conference on Learning Representations, 2022.

13

https://api.semanticscholar.org/CorpusID:260385609

	Introduction
	Problem setup
	Disagreement-based post-deployment deterioration monitoring (D-PDDM) algorithm
	Provable Guarantees of D-PDDM
	Preliminary quantities
	D-PDDM algorithm in non-deteriorating shift
	D-PDDM algorithm in deteriorating shift
	Solutions for FNR/FPR tradeoff


	Experiments
	Experimental setup
	Results & Analysis

	Related Work
	Conclusion
	Appendix
	Proofs in Sec. 2
	Proofs in Sec. 4

	Experimental setup and additional details
	The Bayesian perspective
	Synthetic data generation
	Inducing shifts
	Additional synthetic results on deteriorating shift
	Baselines details
	The Gemini Dataset
	Statement on the usage of computing resources


