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Abstract

In recent years, driven by advancements in the
diffusion process, Text-to-Image (T2I) mod-
els have rapidly developed. However, evalu-
ating T2I models remains a significant chal-
lenge. While previous research has thoroughly
assessed the quality of generated images and
image-text alignment, there has been little
study on the creativity of these models. In this
work, we defined the creativity of T2I mod-
els, inspired by previous definitions of machine
creativity. We also proposed corresponding
metrics and designed a method to test the re-
liability of the metric. Additionally, we de-
veloped a fully automated pipeline capable of
transforming existing image-text datasets into
benchmarks tailored for evaluating creativity,
specifically through text vector retrieval and the
text generation capabilities of large language
models (LLMs). Finally, we conducted a series
of tests and analyses on the evaluation methods
for T2I model creativity and the factors influ-
encing the creativity of the models, revealing
that current T2I models demonstrate a lack of
creativity. The code and benchmark will be
released.

1 Introduction

Inspired by the diffusion process, researchers have
designed a series of Text-to-Image (T2I) models,
which exhibit outstanding performance and have
significantly contributed to the development of im-
age generation, such as Stable Diffusion (Rombach
et al., 2022; Podell et al., 2023; Esser et al., 2024),
FLUX (Labs, 2024) and DALL-E3 (Betker et al.,
2023), demonstrating powerful capabilities in gen-
erating relevant visual images from textual input.
Despite the rapid advancement of image generation,
a significant challenge remains: automated image
evaluation (Lin et al., 2025; Tu et al., 2024), where
the primary focus is typically on image quality and
text-image consistency. In contrast, the automated

assessment of creative aspects in generated images
has received relatively little attention.

In image quality evaluation, Inception Score
(Salimans et al., 2016) has measured diversity with
a pre-trained Inception network, while FID (Heusel
et al., 2017) has compared the distribution of gen-
erated and real images. For text-image consis-
tency, approaches typically have involved compar-
ing generated captions with human-annotated ones
(Hong et al., 2018), or utilizing the CLIP Score
(Brooks et al., 2023; Li et al., 2024; Wu et al.,
2023; Esser et al., 2024) with CLIP model (Radford
et al., 2021), which quantifies the cosine similarity
between image and text embeddings. T2I mod-
els have been capable of generating high-quality,
stylistically distinct images, achieving high scores
on existing evaluation metrics; however, the eval-
uation perspectives discussed above give limited
attention to the creativity of the models. Evaluat-
ing creativity is crucial for measuring a model’s
ability to generate interesting content. This is espe-
cially important in assisting professionals in fields
such as art, design, and innovation. At the same
time, model creativity extends the practical value
of the models, enabling it to contribute to the de-
velopment of industries such as advertising, fash-
ion, and entertainment. Karampiperis et al. (2014)
has demonstrated that the creativity exhibited in
text artifacts can be predicted using appropriate
formulations of computational creativity metrics.
Aghazadeh and Kovashka (2024)have defined the
creativity of images as their uniqueness in adver-
tisement image generation and have exhibited that
current T2I models faced challenges when it comes
to generating creative outputs and there was previ-
ously a lack of relevant evaluation metrics. How-
ever, current work on evaluating creativity has not
defined the creativity of T2I models or designed
corresponding metrics based on psychological or
philosophical definitions of creativity. Building
upon the broader definitions of machine creativ-



ity (Franceschelli and Musolesi, 2024) in previous
works, we extended this concept to T2 models,
providing a specific definition that comprises three
components: Value, Novelty, and Surprise. Value
refers to whether the images align to human’s in-
struction. Novelty refers to the uniqueness of the
image in relation to other images generated by the
same model. The uniqueness of image refers to
the content that is exclusively present in one image
within a set generated by the same T2I model using
the same prompt. This unique content may include
aspects such as color, perspective, object compo-
sition and so on. Surprise refers to whether the
images contain unexpected or surprising content.

Based on the definitions we proposed, we estab-
lished corresponding metrics, benchmarks, and a
pipeline capable of automatically generating bench-
marks based on existing image-text datasets. The
pipeline has the capability to create a benchmark
where one prompt corresponds to multiple images
by clustering and merging similar texts from text-
image pairs. Through multiple experiments, we
tested the proposed metrics and demonstrated their
feasibility, which can accurately differentiate the
creativity of various models based on the three
dimensions mentioned above. Additionally, we ex-
plored various factors that influence the evaluation
of model creativity. On the generated benchmark,
we tested the creativity of different versions of Sta-
ble Diffusion and observed that while Value con-
sistently increased with each version, surprisingly,
both Novelty and Surprise did not follow the same
upward trend and, in fact, showed a decline (up
to -0.081, -0.019, respectively). This means that
as the model upgrades, although it can produce
high-quality images, the likelihood of generating
imaginative, novel, and inspiring content has de-
creased, which is something we previously over-
looked. This finding underscores the importance of
evaluating model creativity.

In summary, the key contributions of our study
are threefold:

1. Based on the general concept of machine cre-
ativity, we define the creativity of T2I models
as consisting of Value, Novelty, and Surprise,
and have designed evaluation methods along
with relevant metrics.

2. We have designed a fully automated pipeline
that can convert existing image-text datasets
into the benchmark required for evaluating

creativity, without the need for manual inter-
vention.

3. We tested our proposed metrics and demon-
strated their feasibility. Furthermore, we eval-
uated different T2I models on the generated
benchmark and found that Novelty and Sur-
prise did not increase with version updates;
instead, they decreased. This highlights the
importance of assessing creativity.

2 Related Works
2.1 T2I Models

T2I models based on the diffusion process soon
gained widespread attention, leading to the emer-
gence of numerous impressive models. Rom-
bach et al. (2022) has presented a latent diffusion
model, which significantly improved training ef-
ficiency and has the capability to generate high-
quality, high-resolution images. Compared to pre-
vious versions of Stable Diffusion, Stable Diffu-
sion XL (Podell et al., 2023) has designed a model
with more parameters and introduced a refinement
model to improve details. The model has achieved
significant performance improvements over previ-
ous models. Stable Diffusion 3 (Esser et al., 2024)
has improved existing noise sampling techniques
and introduces a new transformer-based (Vaswani,
2017) model architecture, resulting in further per-
formance enhancements.

2.2 T2I Metrics & Benchmarks

In recent years, designing automatic evaluation
metrics to assess the quality of machine-generated
images has always been a topic of great interest
among researchers in the field of computer vision.
Inception Score (Salimans et al., 2016) and Fréchet
Inception Distance (Heusel et al., 2017) are the
most widely adopted image quality metrics. The
former has extracted visual features from generated
images using a pre-trained Inception-V3 model
(Szegedy et al., 2016) to evaluate image diversity.
The latter has compared these extracted features
with those of "gold" images to assess image fi-
delity. CLIPScore (Hessel et al., 2021) is based
on computing the cosine similarity between image
and text embeddings, as a metric for image-text
alignment. VQAScore (Lin et al., 2025) has eval-
uated the alignment between an image and a text
prompt by leveraging the latent knowledge of large
models. It calculates the probability that the model
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Figure 1: An illustration of the metric calculation process, including Value, Novelty and Surprise. Firstly, we
encode the images with Visual encoder and compute the cosine similarity between the vectors of the images.
Simultaneously, we calculate the text-image similarity by CLIP, which allows us to estimate the proportion of the
visual semantics that lies outside the scope of the prompt. By using a weighted approach, we compute a more
reasonable distance between the images to measure Novelty and Surprise. Additionally, we calculate the mean of

the VQAScore as Value.

answers “Yes" to the question “Does this figure
show ‘text’?”.

Additionally, a high-quality benchmark is ur-
gently needed for evaluating T2I (Text-to-Image)
models. Visual Genome (Krishna et al., 2017)
and MSCOCO (Lin et al., 2014) are widely used
datasets for computer vision research, consisting
of large-scale real-world scenes annotated for tasks
such as object detection, captioning and evaluating
image quality and image-text consistency. TIFA
v1.0 (Hu et al., 2023) is a benchmark that includes
4k diverse text inputs and 25k questions across 12
categories for T2I faithfulness evaluation. DSG-1k
(Cho et al., 2023) has encompassed a broad spec-
trum of fine-grained semantic categories, ensuring
a balanced distribution throughout.

3 Creativity Evaluation

3.1 Creativity Definition of T2I Model

Franceschelli and Musolesi (2024) considered
Boden’s criteria for studying machine creativity,
which was first defined as “the ability to come up
with ideas or artifacts that are new, surprising and
valuable” (Boden, 2004). Value encompasses util-
ity, performance, and attractiveness, and is con-
nected to both the quality of production and its
societal acceptance (Maher, 2010). Novelty refers

to the degree of difference between the created ar-
tifact and others within its class (Ritchie, 2007).
Surprise refers to how much a stimulus deviates
from expectations (Berlyne, 1973).

In this work, we follow the multi-dimensional
conception of machine creativity as outlined in the
literature. Specifically, we have specified the three
dimensions of value, novelty, and surprise as cri-
teria for evaluating the creativity of T2I models.
Value refers to whether the model can generate con-
tent that includes what is mentioned in the prompt.
Novelty is used to evaluate whether the model can
generate diverse images across multiple attempts
using the same prompt. Surprise refers to whether
the model has the ability to generate content in the
image that is beyond expectations.

It is important to note that our work focuses on
evaluating the model’s creativity, rather than the
creativity of the images generated by the model.
Value is related to image-text consistency, but
image-text consistency seeks a one-to-one cor-
respondence between the image and the prompt.
However, since the prompt is text, its information
is limited. We hope that the model, in addition
to meeting the prompt’s requirements, can demon-
strate its own creativity, providing more inspiration
for users and even artists. In such cases, a one-



to-one correspondence is inappropriate from the
perspective of creativity. Instead, it is more appro-
priate to judge whether the model has fulfilled the
requirements of the prompt. As two metrics for
evaluating creativity, Novelty and Surprise align
more closely with people’s intuitive understanding
of creativity, being associated with originality and
diversity. However, randomly generated images
may also score high in novelty or surprise, for ex-
ample, the images produced with guidance scale
of 1 as shown in Fig 2. This is where Value plays
a constraining role in our assessment of creativity:
when the generation is arbitrary, value tends to be
low, indicating that the creativity demonstrated by
the model lacks meaningful contribution.

3.2 Creativity Metric
3.2.1 Value

To evaluate whether the images generated by a
model effectively capture the content described in
the prompts, we chose to use VQAScore as the
evaluation metric. CLIP is trained via contrastive
learning to establish a one-to-one correspondence
between images and text. In contrast, VQAScore
evaluates the likelihood of a "Yes" response from
a Large Vision Language Model (LVLM) when
queried with relevant questions. LVLMs are typ-
ically trained on large-scale datasets and support
more flexible question forms, whereas CLIP is lim-
ited to calculating relatively rigid image-text sim-
ilarity. We took the average VQAScore of a set
of generated images as the score of Value for the
model when generating this set of images, based
on the following formula.

N
1 .
Value = N E_l VQAScore(i?, t) (1)

where i represents the nt" generated image,
while ¢ denotes the prompt for image generation,
and N is the number of generated images.

3.2.2 Novelty

According to the definition, we aimed to evaluate
whether there were significant differences between
images generated multiple times by the same model
under the same prompt. We measured the visual
semantic distance between generated images with
visual encoder, which serves as the basis for cal-
culating Novelty. As shown in Fig. 1, we also
calculated the average of the image-text similarity

between the generated images and the prompt, ap-
proximating this as the proportion of the prompt’s
semantics represented within the visual semantics.
This allowed us to derive the proportion of other
semantics beyond those included in the prompt
in the visual content. Since all the generated im-
ages include the content of the prompts, our evalu-
ation focuses on assessing the content beyond the
prompts, which is our primary focus of interest.
Specifically, we aimed to evaluate the semantic dis-
tance of non-prompt content generated across a T2I
model’s multiple attempts for generation. By lever-
aging the semantic proportion, we approximated
the similarity of the content outside the prompts.
Finally, the average semantic distance of the con-
tent out of prompt is calculated as Novelty score
by averaging the similarity scores.

d9 = Encoder (i) ()
L
Proppoy =1 = + Zl CLIP(i,t) (3)
Novelty =1 — L* 4)
YTAT NN
N N
Z Z cos_sim(di,d?) * Propnoy
n=1j=n+1

)

where d3, represents the visual embedding of
the n'" generated image, and Prop,,,, in Novelty
denotes the estimated proportion of similarity for
content outside the prompt.

3.2.3 Surprise

Similar to how we evaluated Novelty, we aimed
to evaluate whether the images generated multiple
times by the model under the same prompt could
contain content that exceeds human cognitive in-
ertia. The Surprise evaluation process is similar
to Novelty, with two main differences. One dif-
ference is that we introduce a reference image set.
As mentioned in section 3.1, the Surprise metric
is designed to evaluate whether the imaginative
content of an image generated by a T2I model is
beyond common knowledge. The reference im-
age set consists of real images that not only con-
tain the prompt’s content but also include common
content associated with the prompt. The Surprise
is calculated by measuring the distance between
the generated images and these reference images.
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Figure 2: An illustration of fully automated benchmark generation pipeline. We constructed the benchmark for
evaluating creativity through text clustering, the text summarization of LLMs, and existing image-text datasets. In
this benchmark, each prompt is associated with multiple images.

Similarly to Novelty, we aimed to evaluate the dis-
tance among the contents beyond the prompt, as the
prompt content is mandatory for all images. There-
fore, we also introduced CLIP. The other difference
is that, unlike Novelty, we selected the maximum
similarity between a generated image and multi-
ple reference images as the Surprise value for the
T2I model under this prompt. The max similarity
means the min Surprise. This is because our ex-
pectation for Surprise is more stringent; once the
content is predictable, it is no longer a Surprise.
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Figure 3: An illustration of the method for testing met-
ric. Enhancing the content of original prompts through
LLM while preserving their original semantics, aiming
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where i7 and d represent the s'" reference im-
age and its visual embedding respectively, and S is

the number of reference images.

to enable the model to generate content that is richer
compared to the original prompts.

3.3 Benchmark & Generation Pipeline

To evaluate the model’s creativity, we constructed a
fully automated process that can transform existing
image-text datasets into benchmarks required for
(7)  assessing creativity, as depicted in the Fig. 2.

By encoding the text in the image-text pairs of
the dataset and then clustering them, all text vec-

tors are divided into n categories, where n depends



on the desired size of the benchmark. Next, the
pipeline randomly selects one text from each clus-
ter and, based on similarity calculations, finds the
k — 1 most similar prompts within the same cluster.
The value of k depends on the number of reference
images needed for evaluating Surprise. Then re-
trieve the images corresponding to these k prompts
to serve as reference images. Finally, the pipeline
merges the k£ prompts into a single prompt with
a LLM, ensuring that the merged prompt corre-
sponds to all the reference images, with the prompt,
“Here are some captions. ‘{captions}’ Please find
what these captions have in common, don’t have to
describe the difference between them, DO NOT use
generalisations such as various, different and so on
and write it in one caption. Please only answer the
caption without anything else.”. In this paper, the
value of k is 6, resulting in a benchmark consisting
of 384 prompts and their reference images based
on MSCOCO (Lin et al., 2014).

4 Experiments

4.1 Test for Metric

Through extensive experiments and consistency
tests with human judgments, Fu et al. (2024) found
that the DINO model is capable of capturing sub-
tle differences in visual semantics. Therefore, we
chose the DINOV2 large model (Oquab et al., 2023)
as the visual encoder. For the Value metric, we di-
rectly used the VQAScore, so no additional testing
is required. In our subsequent test experiments,
we used the FLUX API provided by Alibaba to
generate high-quality images for testing.

We designed a method, illustrated in Fig. 3, to
test whether the Novelty metric can distinguish be-
tween image sets with different levels of Novelty.
For evaluation, we set the T2I model to run six
times to generate six different images. We prede-
fined four levels of Novelty image sets, ranging
from low to high, using an original prompt, two
enriched prompts, three enriched prompts, and six
enriched prompts, respectively, and two levels of
Surprise image sets, ranging from low to high, us-
ing an original prompt, and all the other enriched
prompts, respectively. For a detailed explanation
of the method in the figure, please refer to the ap-
pendix A.

We selected 100 prompts from TIFA benchmark
(Hu et al., 2023). As shown in Fig. 4, the rank-
ing of the results evaluated by the Novelty metric
aligns with our predefined ranking, from low to
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Figure 4: Test results for Novelty and Surprise. As the
number of enriched prompts increases, Novelty also
gradually rises. Additionally, Surprise is significantly
enhanced when comparing image sets generated with en-
riched prompts to those generated with a single prompt.
The aforementioned results align with our expectations.

high, one prompt, two prompts, three prompts, and
six prompts, respectively. This demonstrates that
our metric can distinguish the rankings of image
sets with different levels of Novelty which is pre-
defined. As expected, the other image sets have
significantly higher Surprise values compared to
the 1 prompt image set, while the Surprise values
among the other image sets are similar. In sum-
mary, our defined metrics can distinguish between
the levels of Novelty and Surprise as defined in the
previous section.

Model ‘ Valuet Novelty? Surprisef
SD-v1-4 | 0.7858  0.5792 0.6232
SD-XL 0.8080  0.5511 0.6212
SD-v3med | 0.8283  0.4981 0.6040
Kolors 0.7982  0.4639 0.6284
CogView4 | 0.8035  0.4723 0.6440

Table 1: Experimental results on benchmark. Value, has
gradually increased with model update. However, in the
context of creativity, the newly introduced metrics of
Novelty and Surprise show the opposite trend.

4.2 Results on Benchmark

As shown in Table 1, the value increases with the
update of stable diffusion versions. This indicates
that the model is increasingly able to accurately
generate content that includes the prompt, aligning
with the expected model improvements. However,
under the Novelty and Surprise metrics, the situ-
ation is the opposite, especially for Novelty. The
decrease in Novelty (up to -0.081) means that the
content generated by the model tends to become
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Figure 5: A generation case of benchmark. Stable Diffusion v1.4 demonstrates considerable variation in the
generated images. Conversely, Stable Diffusion v3 medium exhibits minimal variation, maintaining a consistent
visual angle and color palette for the car, as well as uniformity in the depiction of skateboarders. This suggests that
when evaluating model performance, creativity was rarely considered before.

more homogeneous over multiple generations and
in Surprise (up to -0.019) indicates that the con-
tent generated by the model becomes less likely
to exceed people’s expectations. It is clear, based
on Fig. 5, that in the generation tasks of these two
prompts, Stable Diffusion v1.4 exhibits significant
variation in color schemes, visual angles, and com-
positional elements across multiple generations. In
stark contrast, Stable Diffusion v3 medium shows
little variation, with the visual angle and color of
the car remaining largely consistent, and the con-
tent related to skateboarders following the same
pattern. This means that in the past, we did not
focus much on improving model performance from
the perspective of creativity. The specific experi-
mental parameters are provided in the appendix B.
Meanwhile, we demonstrated through significance
testing that the performance decline on novelty
and surprise metrics is statistically significant. The
significance testing results are provided in the ap-
pendix C. Except for SD v1.4 and SD XL, although
there is no significant difference in surprise, this
aligns with our observations from the metric results,
as the two models exhibit similar performance on
surprise. At the same time, we also tested other se-
ries of text-to-image models, such as Kolors (Team,
2024) and CogView4 (Zheng et al., 2024). From
the results, we observed that although the gener-
ated images aligned well with the prompts and did
not depict the common scenes seen in the refer-
ence images, they tended to be consistent across
multiple generations, indicating low novelty. This
suggests that multiple attempts to generate images
with these models may not provide users with more

inspiration or reference.

‘ Valuet Noveltyt Surprisef
Baseline 0.7858  0.5792 0.6232
w/ diff seeds | 0.7854  0.5849 0.6271
w/ 20 images | 0.7863  0.5749 0.6249
w/gs12.5 | 0.7872  0.5645 0.6240
w/gs5 | 0.7782  0.6025 0.6290
w/gs1 | 0.5707 0.7801 0.7749

Table 2: Experimental results on the impact of the num-
ber of images and random seeds on the evaluation, and
the effect of guidance scale on the model’s creativity. gs
refers to guidance scale.

4.3 Influential Factors Analysis

In this section, we analyze the impact of the num-
ber of generated images and different text to ex-
press the same prompt semantic on the evaluation
of creativity, the effect of the guidance scale on
the model’s creativity. The guidance scale in T2I
models controls how closely the generated image
follows the text prompt. Higher values make the im-
age adhere more strictly to the prompt, while lower
values allow for more creative freedom. We choose
the Stable Diffusion v1.4 that showed the best Nov-
elty and Surprise performances in the benchmark
experiment as the base model.

From the experimental results in Table 2, we
can see that changing the random seed to generate
images six times again has a negligible impact, and
generating more images to evaluate the model’s
creativity has little effect as well. This indicates



that generating six images is sufficient to evaluate
model creativity, and the performance is minimally
affected by the random seed.

The default guidance scale of Stable Diffusion
v1.4 (Rombach et al., 2022), is 7.5. Increasing guid-
ance scale prompts the model to produce images
that are more closely aligned with the text prompt.
In our experiments, we tested the results with scales
of 12.5, 5, and 1, keeping other parameters constant.
We observed that appropriately lowering the guid-
ance scale can increase Novelty while keeping the
value relatively unchanged, with a slight fluctuation
in Surprise (up to -0.007 Value, +0.023 Novelty and
+0.006 Surprise). However, if the guidance scale is
reduced to 1, although both Novelty and Surprise
increase significantly, the Value drops sharply. This
indicates that the high Novelty and Surprise are due
to the image content deviating from the prompt, as
shown in Appendix D.

We sampled 50 prompts from the benchmark and
used an LLM to rewrite the prompts in each group
into different expressions without changing the se-
mantics, with the prompt, “Here is a caption. ‘{cap-
tion}’. Please rewrite this caption without changing
the meaning of the sentence and only answer the
rewritten caption directly without anything else.”.
Each prompt was rewritten twice, resulting in a to-
tal of three versions including the original prompt.
Each prompt generated two images, totally six im-
ages. From Table 3, we can find that the expression
of the prompt has a minimal impact on evaluating
the model’s creativity under the same semantics.
This result also indicates that simply altering the
form of the prompt is not a feasible approach to
enhancing model creativity.

‘ValueT Noveltyt Surprise!

0.7665  0.5967 0.6503
0.7684  0.6023 0.6399

Baseline
w/ rewrite

Table 3: Experimental results on the effect of prompt
expression on evaluation. The prompts were rewrote by
LLM without altering their semantics.

4.4 Metric Analysis

We randomly selected 50 samples from the gener-
ated images of three StableDiffusion series mod-
els and conducted a human preference alignment
test for Novelty and Surprise. Human annotators
ranked the three models based on the definitions of
novelty and surprise. As shown in Table 4, the rank-

ings based on our metrics, Novelty and surprise,
exhibited an average Pairwise Accuracy of 0.71 and
0.61, respectively, and a Hit@1 of 0.54 and 0.44,
respectively. Although the two metrics have not
yet reached the level of consensus observed among
humans, they demonstrate good consistency with
human preferences, providing a reliable and robust
indicator for evaluating creativity.

In Table 1, we observed a potential correlation
between the values of Novelty and Surprise. To
further investigate this relationship, we computed
the correlation between the novelty and surprise
rankings for each sample. As shown in Table 4,
the rankings of the two metrics exhibit a certain
degree of association. Based on the results of hu-
man preference alignment, theoretical definitions,
and computational methods, we hypothesize that
this correlation arises from the limited precision
in the assessment of surprise. A more direct cause
lies in the insufficient coverage of reference im-
ages within the benchmark. However, datasets con-
taining a large number of images per prompt are
currently scarce. From a definitional perspective,
it is intuitive to distinguish between the two met-
rics: Novelty emphasizes that the model should
generate images with unique features each time,
whereas Surprise focuses on the model’s ability
to produce content that is new relative to what is
already known by humans.

‘ Pairwise Accuracy! Hit@11

H,N 0.71 0.54
H, S 0.61 0.44
N, S | 0.61 0.46

Table 4: Correlation among human annotators, Novelty
and Surprise. H, N, S refers to human, Novelty and
Surprise, respectively.

5 Conclusion

In this paper, we explore the definition of creativity
and its application in T2I models. For evaluation,
we propose creativity metrics, consisting of Value,
Novelty and Surprise, and a fully automatic bench-
mark generation pipeline. Experimental results
across the generated benchmark validate creativity
is a new, valuable perspective for T2I model evalu-
ation. Furthermore, we conducted detailed analysis
experiments on the influences of hyper-parameters
on the evaluation of creativity.



Limitations

Despite the contributions of this work, there are
several limitations that should be acknowledged.
The limitations define the boundaries of our current
work and suggest directions for future research.

1. When assessing the impact of the same set of
images with identical semantics on the evalu-
ation of Novelty and Surprise, we employed
CLIP to approximate the semantic proportion
and evaluate the distance between other se-
mantics in different images in the set, exclud-
ing those with identical semantics. However,
this method is not entirely appropriate, and a
more precise approach is needed to measure
the semantics we intend to compare.

2. This work focuses on evaluating the creativity
of the model. For assessing the creativity of
a single image, current methods may not be
entirely suitable. A larger and more diverse
image dataset might be necessary to support
image creativity evaluation. Additionally, cre-
ative elements such as metaphors embedded
within a single image may require deep explo-
ration by large language models to be better
evaluated.

Ethical Considerations

Our benchmark is derived from MSCOCO, which
is licensed under the Creative Commons Attribu-
tion 4.0 License. Dinov?2 large is distributed under
the Apache License 2.0, while CLIP ViT-Large
Patch 14 adheres to the MIT License. LLaVA 1.5
is governed by the LLAMA 2 Community License.

Our usage of these models and benchmarks in
this study is strictly for academic purposes and
follows license.
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A Explanation of the method for testing
metric

We enriched a prompt through LLM while retain-
ing its original semantics, with the LLM prompt,
“image caption: {caption}

nPlease expand the image caption to provide more
elements that are not present in the caption, even
change a different environment. Please note, how-
ever, that the rewrited caption must include the orig-
inal content.” By altering the prompt, we forced
the T2I model to generate images containing the
original prompt content in different scenarios. If
we generate six images with an original prompt,
these images will be quite similar. However, if the
model generates with six enriched prompts, each
generating one image, these six images will be sig-
nificantly different. With two enriched prompts,
each generating three images, results in six images
with two groups, where the images between the
groups are more different, and those in the same
group more similar. Similarly, using three enriched
prompts follows the same logic.

The essence of the evaluation process for Nov-
elty and Surprise is fundamentally consistent, with
the main difference being that Novelty involves
comparing generated images with each other, while
Surprise involves comparing them with references.
To test the Surprise metric, the model generated
two images with the original prompt serving as
reference images. But it is not possible to pre-set
levels for Surprise. It is hard to control Surprise
by adjusting the number of enriched prompts as we
did with Novelty. Novelty involves comparing gen-
erated images with each other, where controlling
the enriched prompts ensures that images generated
under the same enriched prompt are similar, while
images generated under different enriched prompts
are significantly different. However, Surprise in-
volves comparing the generated images with the
reference images which are fixed. As long as the
images generated from the enriched prompts are
significantly different from the reference images
provided by the original prompt, we could only
preset this one ranking, i.e., the 2, 3, and 6 prompts
image sets would rank higher than the 1 prompt im-
age set. However, we could not preset the rankings
among the 2, 3, and 6 prompts image sets.

B Implementation Details for Benchmark

We conducted the experiments on three typical T2I
models: Stable Diffusion v1.4 (Rombach et al.,
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2022), Stable Diffusion XL base 1.0 (Podell et al.,
2023), Stable Diffusion 3 medium (Esser et al.,
2024), Kolors (Team, 2024) and CogView4 (Zheng
et al., 2024). For the visual encoder, as stated in
the previous section, we selected the DINOv2 large
model (Oquab et al., 2023). For the CLIP model,
we chose to use CLIP ViT-Large Patch 14 created
by OpenAl. We ran the experiments on a single
RTX 4090D. All models output at default resolu-
tions. Specifically, the output resolutions for Stable
Diffusion v1.4, XL, and 3, Kolors, and CogView4
are 512x512, 1024x1024, 1024x1024, 1024x1024
and 512x512, respectively. For calculating VQAS-
core, we chose LLaVA v1.5 7B (Liu et al., 2024)
as the base model, following Lin et al. (2025). The
number of inference steps and guidance scale (Ho
and Salimans, 2022) are default, which are guided
by the official repository documents on Hugging-
face.

C Statistical Significance of Evaluation
Metrics among the StableDiffusions

Table 5 provides statistical significance of eval-
uation metrics among the stableDiffusion model
series.

D Different Guidance Scale Results

Image Table 6 provides detailed generated images
on benchmark with different guidance scale setting.

E Annotator Information and Ethical
Considerations

Four human annotators participated in the data la-
beling process. All annotators held at least a bache-
lor’s degree and came from diverse academic back-
grounds, ensuring a breadth of perspectives in the
annotation. They volunteered their time, as part
of an academic collaboration. Prior to participa-
tion, all annotators provided informed consent for
the use of the data in this study. The instructions
provided to the annotators included the definitions
of "Novelty" and "Surprise" as described in the
context of this work, which guided their labeling
tasks.



Novelty Surprise
t-statistic ~ p-value | t-statistic — p-value
SD-v1-4, SD-XL 6.33 6.95E-10 0.57 0.57202
SD-v1-4, SD-v3med | 15.52 1.80E-42 5.01 8.31E-07
SD-XL, SD-v3med 10.30 4.15E-22 4.57 6.50E-06

Table 5: Statistical significance test results between different models. Model scores are computed based on Novelty
and Surprise metrics over 384 samples. The table reports t-statistics and p-values from paired t-tests between model

pairs. A p-value below 0.05 indicates statistically significant performance differences.

Table 6: Cases of images generated under different guidance scale. It is evident that appropriately reducing guidance
scale can enrich image content, thereby enhancing Novelty and Surprise. However, excessively lowering guidance
scale, while significantly boosting Novelty and Surprise, results in images that are irrelevant to the prompt.
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