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Abstract001

As LLMs evolve, significant effort is spent on002
manually crafting prompts to unlock their full003
potential. While existing prompt optimization004
methods automate this process, they often un-005
derperform due to their reliance on learning ex-006
clusively from incorrect samples. We propose007
the Learning from Contrastive Prompts (LCP)008
framework, a novel approach that leverages009
contrastive learning to generate more effective010
prompts. Unlike previous methods, LCP an-011
alyzes the distinctive patterns between high-012
performing and low-performing prompts, ex-013
tracting crucial insights about what makes a014
prompt successful. This contrastive mecha-015
nism enables the framework to identify sub-016
tle prompt characteristics that significantly im-017
pact model performance. Our evaluation on the018
Big-Bench Hard dataset shows that LCP has019
a win rate of over 87% over existing methods020
in prompt optimization. LCP offers a system-021
atic approach to prompt engineering, reducing022
manual effort in deploying LLMs across varied023
contexts.024

1 Introduction025

Prompt engineering—the process of crafting ef-026

fective instructions for Large Language Models027

(LLMs)—remains a critical but largely empirical028

practice. Despite its importance in optimizing029

model performance, the process relies heavily on030

trial-and-error experimentation. This challenge031

is amplified by LLMs’ high sensitivity to prompt032

phrasing; for example, the simple addition of "Let’s033

think step-by-step" in zero-shot chain-of-thought034

prompting can dramatically improve reasoning ca-035

pabilities (Kojima et al., 2022). However, even mi-036

nor variations in semantically similar prompts can037

lead to significant performance differences (Zhou038

et al., 2023; Salinas and Morstatter, 2024), making039

the search for optimal prompts labor-intensive and040

time-consuming.041

Recent research ((Yang et al., 2024; Guo et al., 042

2024; Wang et al., 2024; Zhou et al., 2023; Sun 043

et al., 2023)) has attempted to automate prompt 044

optimization with varying success. Approaches 045

such as AutoHint (Sun et al., 2023) use LLMs to 046

generate hints from incorrect samples, though this 047

risks over-specializing prompts to specific error 048

cases. Similarly, OPRO (Yang et al., 2024) em- 049

ploys LLMs as optimizers to iteratively generate 050

prompts based on ranking previous attempts, but 051

fails to adequately incorporate feedback from in- 052

correct responses. These limitations in existing 053

methods highlight the need for more robust ap- 054

proaches that can effectively balance generaliza- 055

tion with task-specific optimization through more 056

comprehensive analysis of what makes prompts 057

succeed or fail. 058

In this paper, we introduce Learning from Con- 059

trastive Prompts (LCP), a novel framework for au- 060

tomated prompt optimization. Operating in two 061

stages, LCP first generates diverse prompt can- 062

didates to thoroughly explore the solution space, 063

then creates new prompts by analyzing structural 064

and semantic differences between high and low- 065

performing examples. Unlike previous approaches, 066

LCP leverages contrastive learning principles that 067

have proven successful across various domains but 068

remain unexplored for prompt engineering. This al- 069

lows LCP to systematically compare effective and 070

ineffective prompts, identifying the distinctive char- 071

acteristics that drive performance. This contrastive 072

approach enables a more nuanced understanding of 073

prompt quality beyond what iterative refinement or 074

error correction methods can achieve alone. 075

We demonstrate the effectiveness of our ap- 076

proach on the Big-Bench Hard benchmark (Suz- 077

gun et al., 2022).Our framework achieves a win 078

rate of over 87% versus OPRO (Yang et al., 2024), 079

AutoHint (Sun et al., 2023), DSPy (Opsahl-Ong 080

et al., 2024), and ProTeGi (Pryzant et al., 2023). 081

LCP especially excels at algorithmic and multi-step 082
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Figure 1: Learning from Contrastive Prompts (LCP) framework. LCP analyzes failures from an initial prompt
and training data to generate new prompt candidates based on common error patterns. It leverages the inherent
capabilities of LLMs to understand the underlying patterns through contrastive prompts to generate a new prompt.

arithmetic reasoning tasks.083

2 Methodology084

Our LCP framework (shown in Figure 1) con-085

sists of two key components that form the core086

of prompt optimization processes.087

2.1 Prompt Candidate Generation088

Starting from a train dataset and a prompt, we eval-089

uate the prompt using backbone LLM and identify090

the failure examples. Our approach analyzes the091

failure reasons (gradients) for incorrectly predicted092

samples and summarize the reason into prompt093

feedback (gradient reduction). The reasons and094

feedback serve as ingredients for new prompt gen-095

eration (backward propagation). The prompt tem-096

plate in this step is shown in Appendix A.6.097

Self-consistency for diversity injection. Craft-098

ing prompt candidates solely based on the reason099

for each wrong sample (Pryzant et al., 2023) can100

lead to biased, overly specific prompts. While some101

existing methods attempt to address this by sum-102

marizing error feedback, they still risk over-fitting103

to selected samples. Our approach addresses these104

challenges in two ways: (1) using a higher tem-105

perature setting during generation to encourage106

creativity, and (2) generating multiple prompt can-107

didates (N=10 based on our experiments) to better108

explore the prompt space. This diversity-aware109

approach helps avoid overfitting to specific error110

patterns while maintaining the benefits of learning111

from failures.112

2.2 New Prompt Generation 113

Now that we have N prompt candidates from the 114

previous step, our goal is to generate a new prompt 115

using them. First, we assign a score to each can- 116

didate based on its inference performance on the 117

training set. We then rank all the candidates ac- 118

cording to their scores. Inspired by contrastive 119

learning, we instruct the LLM to identify the under- 120

lying patterns that distinguish good prompts from 121

bad prompts. Specifically, we define the top-K 122

prompts as the good prompts and the bottom-K 123

prompts as the bad prompts, and we use the meta- 124

prompt shown in Appendix A.6 to instruct the LLM 125

to generate a new prompt that follows the underly- 126

ing pattern of good prompts while improving the 127

performance. The generated prompts from previ- 128

ous iterations can also influence the optimization 129

process, leading to a better performance. Therefore, 130

we integrate these prompts into the prompt candi- 131

dates to ensure that the accumulated knowledge 132

from past iterations contributes to the ongoing opti- 133

mization process. We add the prompts generated 134

in past along with the newly generated prompt. 135

The main contribution of our work lies in the use 136

of contrastive prompts to understand the underlying 137

patterns between effective and ineffective prompts. 138

By integrating prompts from previous iterations, 139

the distinction between good and bad prompts be- 140

comes more pronounced over time. Our method is 141

motivated by the human learning process, which 142

relies on understanding both successful and unsuc- 143

cessful approaches to develop reasoning skills. 144
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TASK LCP AutoHint OPRO ProTeGi DSPy
Last / Best Last / Best Last / Best Last / Best Last / Best

Algorithmic and Multi-Step Arithmetic Reasoning
geometric_shapes 51.25 / 61.00 45.00 / 45.00 33.50 / 33.50 35.70 / 41.80 42.0
logical_deduction_three_objects 92.50 / 90.25 76.00 / 76.00 70.50 / 76.00 67.90 / 70.20 81.0
logical_deduction_five_objects 71.50 / 74.50 52.00 / 52.00 54.00 / 65.00 54.20 / 57.70 48.5
logical_deduction_seven_objects 62.00 / 62.50 2.00 / 2.00 48.00 / 48.50 51.30 / 57.00 56.0
penguins_in_a_table 97.86 / 96.15 86.30 / 86.30 87.20 / 94.00 59.66 / 59.66 60.68
reasoning_about_colored_objects 85.30 / 84.40 85.50 / 85.50 90.50 / 90.50 69.90 / 75.80 73.5
temporal_sequences 98.25 / 97.00 - / - 77.50 / 80.00 86.80 / 91.90 94.5
tracking_shuffled_objects_three_objects 92.00 / 99.00 - / - 99.50 / 99.50 69.60 / 84.00 40.0
tracking_shuffled_objects_five_objects 90.50 / 95.50 - / - 82.50 / 89.50 62.00 / 87.40 24.0
tracking_shuffled_objects_seven_objects 92.10 / 98.30 - / - 72.50 / 92.00 33.10 / 64.90 28.5
Win Rate (%) 93.00 / 93.00 28.00 / 25.00 55.00 / 57.00 35.00 / 38.00 40.00 / 35.00

Natural Language Understanding
disambiguation_qa 66.83 / 66.33 55.00 / 57.00 50.00 / 50.00 63.10 / 63.80 55.5
hyperbaton 78.25 / 84.00 63.00 / 63.00 29.00 / 42.50 33.50 / 63.60 57.0
salient_translation_error_detection1 57.25 / 69.50 65.00 / 67.00 63.00 / 66.50 52.30 / 63.90 59.5
snarks 65.73 / 70.98 84.40 / 84.40 67.80 / 67.80 43.64 / 65.17 64.34
Win Rate (%) 69.00 / 94.00 75.00 / 69.00 38.00 / 25.00 25.00 / 50.00 44.00 / 12.00

Use of World Knowledge
date_understanding 75.50 / 74.50 75.50 / 75.50 80.50 / 80.50 62.80 / 70.40 55.0
movie_recommendation 87.75 / 85.50 72.00 / 72.00 36.00 / 36.00 59.50 / 78.00 72.5
ruin_names 76.50 / 75.25 76.50 / 79.50 68.00 / 68.00 67.60 / 76.40 68.5
Win Rate (%) 75.00 / 67.00 58.00 / 67.00 42.00 / 33.00 17.00 / 58.00 42.00 / 25.00

Multilingual Knowledge and Reasoning
salient_translation_error_detection 57.25 / 69.50 65.00 / 67.00 63.00 / 66.50 52.30 / 63.90 59.5
Win Rate (%) 25.00 / 100.0 100.0 / 75.00 75.00 / 50.00 0.00 / 25.00 50.00 / 0.00
Overall Win Rate (%) 82.81 / 87.50 57.69 / 55.77 45.31 / 42.19 25.00 / 40.63 37.50 / 23.44

Table 1: Test accuracy of prompt optimization approaches on four types of 17 BBH tasks for last iteration prompt
(Last) versus the prompt with best training accuracy (Best). Average across 5 runs are reported. - indicates cases
where AutoHint could not produce meaningful results. Blue indicates overall best results for Last or Best. Bold
indicates the highest row value. Win rates are calculated with pair-wise comparisons following Liang et al., 2022.

3 Experiments145

3.1 Setup146

Benchmarks. Our evaluation benchmark is a sub-147

set of the Big-Bench Hard dataset (Suzgun et al.,148

2022), consisting of 17 challenging multi-choice149

tasks. The tasks are diverse, spanning across vari-150

ous categories like natural language understanding,151

the use of world knowledge, multilingual knowl-152

edge and reasoning, and algorithmic and multi-step153

arithmetic reasoning, making it a comprehensive154

test for our framework. We report results for each155

task category based on the keyword taxonomy pro-156

vided by Big-Bench Hard dataset2.157

Baselines. We compare our approach with four158

existing methods. AutoHint optimizes prompts159

based on wrong samples in two iterations, using160

hint generation and summarization (Sun et al.,161

2023). OPRO optimizes prompts by maintaining a162

ranking list of historical prompts and relying solely163

on that (Yang et al., 2024). ProTeGi improves164

prompts through gradient descent step guided by165

a beam search and bandit selection procedure Pro-166

TeGi (Pryzant et al., 2023). MIPRO focus on opti-167

mization of multi-stage LM programs (Opsahl-Ong168

2https://github.com/google/BIG-bench/blob/
main/keywords.md

et al., 2024) which is integrated into DSPy (Khat- 169

tab et al., 2023). Since these works used LLMs 170

such as the GPT family (Brown et al., 2020) and 171

the PaLM family (Chowdhery et al., 2023), which 172

we don’t have access to, we reimplemented their 173

techniques on Claude-3-sonnet (Anthropic, 2024), 174

which we also used in our framework, to ensure a 175

fair comparison. 176

Implementation details. We use the same data 177

split as OPRO on the Big-Bench Hard dataset, with 178

50 samples for training and 200 samples for testing. 179

The temperature is set to 1.0. The maximum num- 180

ber of iterations is set to 50, followed by a selection 181

step. In each random sampling step, we select 3 182

incorrectly predicted samples and repeat this step 183

10 times. For contrastive prompts, we select 3 good 184

prompts and 3 bad prompts from the ranking list. 185

3.2 Results 186

Our prompt optimization begins with the initial 187

prompt “Let’s solve the problem." in the same fash- 188

ion as OPRO and AutoHint. We report the results 189

on last iteration from our method and baselines 190

as well as from the prompt with best performance 191

on the training set. Either choice is in line with 192

previous works ( (Yang et al., 2024; Sun et al., 193

2023)) as strategies like a separate validation set, 194
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Figure 2: Ablation study with number of prompt candi-
dates (N ) on the left and effect of contrastive learning
(w/ and w/o constrastive learning) on the right. AMAR
refers to Algorithmic and Arithmetic, NLU to Natural
Language Understanding, UWK to Understanding of
World Knowledge, and MKR to Multilingual Knowl-
edge and Reasoning. Reported are win rates on the
prompt selected with best training set performance.

does not provide any benefit owing to being highly195

correlated with training performance. Also, we196

did not observe over-fitting with LCP. For further197

discussion, please refer to Appendix A.1. While198

we report results from both, given a relatively high199

variation and a slightly lower performance using200

the last prompt (47% win rate versus 53% for best201

training set prompt), we recommend using best202

prompt on the training set as the selected prompt.203

As shown in Table 1, our LCP framework204

achieves the best performance with a win rate of205

82% compared to baselines when using the last206

iteration prompt, and 87% when using the best207

prompt on training set. We believe the reason for208

LCP’s superior performance over AutoHint is that209

LCP overcomes AutoHint’s limitation in summa-210

rizing diverse hints. In contrast to OPRO, we take211

advantage of LLMs’ inherent capability to con-212

trast good prompts and bad prompts, making the213

process easier and more detailed than relying on214

a ranked list. Using contrastive prompts directly215

aligns with the way LLMs are fine-tuned with pref-216

erence modeling, by learning to rank and distin-217

guish between better and worse options (Rafailov218

et al., 2024). Additionally, we pay more attention219

to failures than OPRO, which solely relies on the220

generated prompts and their corresponding scores.221

The results highlight our framework’s strong perfor-222

mance particularly on algorithmic and multi-step223

arithmetic reasoning tasks. This is understandable224

as algorithmic and arithmetic tasks involve more225

detailed instructions versus the other three cate-226

gories which LCP excels through its contrastive227

and diversity injection mechanisms.228

4 Discussion229

Contrastive learning serves as the cornerstone of230

our approach, enabling LCP to extract meaning-231

ful patterns from both high and low-performing 232

prompts. As shown in Figure 2 and Table 2, when 233

we compare our full contrastive framework against 234

a variant that simply receives ranked prompt candi- 235

dates, contrastive learning achieves a 76% win rate. 236

To better understand how contrastive learning in- 237

fluences prompt quality, we examine prompts gen- 238

erated by LCP compared to those from OPRO and 239

AutoHint for representative tasks (Examples shown 240

in Table 6). LCP prompts frequently incorpo- 241

rate explicitly numbered steps, systematic problem- 242

solving frameworks, and task-specific methodolo- 243

gies rather than general principles. This struc- 244

tured approach is particularly evident in algorith- 245

mic and arithmetic tasks. For example, in logical 246

reasoning tasks, LCP prompts methodically outline 247

approaches for deconstructing complex problems. 248

The contrastive nature of our framework appears 249

to extract and amplify the organizational elements 250

that distinguish effective instructions. 251

The diversity of the prompt space exploration di- 252

rectly impacts the quality of this contrastive learn- 253

ing. Our ablation experiments with varying num- 254

bers of prompt candidates (N = 2, 4, 6, 10) demon- 255

strate that increasing N consistently improves per- 256

formance (Figure 2, Table 3), with each additional 257

candidate providing more contrastive signal. While 258

larger values of N showed limited additional bene- 259

fit relative to the increased computational cost, mak- 260

ing N = 10 a practical choice. This highlights how 261

diversity injection and contrastive learning work 262

synergistically: greater diversity provides richer 263

material for contrastive analysis, which in turn 264

yields more effective prompt optimization. Fur- 265

ther ablation studies can be found in A.3- A.5. 266

5 Conclusion 267

In this paper, we proposed Learning from Con- 268

trastive Prompts (LCP), a comprehensive frame- 269

work for prompt optimization. LCP outperformed 270

existing methods with an 87% win rate on Big- 271

Bench Hard benchmark. Our analysis demonstrates 272

that the synergy between diversity injection and 273

contrastive learning enables a more principled ex- 274

ploration of the prompt space, particularly bene- 275

fiting complex reasoning tasks. The contrastive 276

learning paradigm represents a fundamental ad- 277

vancement in automated prompt engineering by 278

providing a principled way to extract insights from 279

the complex relationship between prompt structure 280

and model performance, moving beyond traditional 281

iterative refinement or error correction methods. 282
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Limitations283

Computation Cost. The multiple prompt candi-284

date generation and contrastive learning compo-285

nents of LCP require significant computational re-286

sources. Generating ten prompt candidates per iter-287

ation and evaluating them needs substantial LLM288

calls. This computational overhead may limit prac-289

tical applications in resource-constrained settings.290

Convergence. We presented convergence behav-291

ior in Appendix A.1 to share and highlight with the292

community an area that warrants further investiga-293

tion. While our method is stochastic in nature, this294

challenge is not unique to LCP. For instance, the295

OPRO paper (e.g., Figure 23) shows similar non-296

converging behavior across multiple tasks, yet this297

was not explicitly discussed in the paper or other298

papers in the area. We believe that acknowledging299

and understanding this characteristic is important,300

and we view it as a valuable direction for future301

work to develop more stable prompt adaptation302

methods.303
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A Appendix389

A.1 Discussion about Validation Set390
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Figure 3: Accuracy as a function of number of training
examples for LCP, AutoHint, and OPRO.

We did not use a validation set for our exper-391

iments following OPRO (Yang et al., 2024) and392

AutoHint (Sun et al., 2023), and based on our ex-393

periments. We show the training and validation394

accuracy curves when we do setup a validation set395

aside in Figure 3 on two tasks. We use a split of396

33.33% training, 33.33% validation, and 33.33%397

testing sets to show these results.398

We observe that there is no inherent bias-399

variance trade-off between the training/validation400

accuracies; typically validation accuracy fol-401

lows training accuracy. We observe a moder-402

ate Spearman’s correlation between 0.45-0.55 (p-403

values<0.001), showing that they are quite corre-404

lated. Further, we see that our method does not re-405

ally overfit; training accuracy is lower or similar to406

validation accuracy unlike overfitting exhibited by407

OPRO as noted by (Yang et al., 2024). Unlike tradi-408

tional fine-tuning machine learning regime where409

the training data gets embedded into the model410

weights, it is quite clear on how to define over- 411

fitting in prompt optimization except prompts be- 412

coming too specific to the training samples. Since 413

prompt accuracies change significantly iteration- 414

over-iteration, further exploration is needed in this 415

space to devise a way of final prompt selection. To 416

keep it consistent with prior works (Yang et al., 417

2024; Sun et al., 2023) and to keep things simple 418

in absence of an evidence of over-fitting, we chose 419

to use last iteration prompt and prompt with best 420

accuracy on training set. 421

A.2 Detailed Results on LCP Ablations 422

Table 2 and Table 3 show detailed results on accu- 423

racies and win rates over the 17 tasks for the BBH 424

data for the two ablation studies: w/ and w/o con- 425

trastive learning, and number of generated prompt 426

candidates, respectively. 427

A.3 Number of Contrastive Prompts 428

Table 4 shows the ablation of number of selected 429

prompts for contrastive learning’s feedback. We 430

observe there is some variation in the performance 431

across the number of prompts but no clear trend. 432

Hence, no clear choice of which number of prompts 433

to select. We chose 3 as higher number of prompts 434

incur much more computation costs. 435

A.4 Number of selected wrong data samples 436

AutoHint (Sun et al., 2023) observed that using 437

no more than 3 samples per iteration achieves the 438

best performance, as more samples could confuse 439

the LLM when generating the summary. We also 440

investigate how the performance varies with differ- 441

ent numbers of selected wrong samples in Table 5. 442

We do not observe a clear benefit of increasing 443

the number from three. Hence, we use three wrong 444

samples during our experiments in accordance with 445

AutoHint. 446

A.5 Number of Training Examples 447

To provide insights into the number of examples re- 448

quired for our method to maintain effectiveness, we 449

report the performance when using 5, 10, 25, and 450

50 examples for training, in Figure 4 for three tasks. 451

We notice a trend when we analyzed the training 452

plots. For tasks like reasoning about colored 453

objects whose training accuracy was relatively 454

2Note, salient_translation_error_detection task comes un-
der both Natural Language Understanding and Multilingual
Knowledge and Reasoning but is only counted once in the
overall win rates.
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TASK LCP LCP (w/o contrastive learning)
Last / Best Last / Best

Algorithmic and Multi-Step Arithmetic Reasoning
geometric_shapes 51.25 / 61.00 53.50 / 56.00
logical_deduction_three_objects 92.50 / 90.25 93.00 / 93.00
logical_deduction_five_objects 71.50 / 74.50 71.00 / 70.00
logical_deduction_seven_objects 62.00 / 62.50 58.00 / 53.00
penguins_in_a_table 97.86 / 96.15 94.23 / 93.87
reasoning_about_colored_objects 85.30 / 84.40 80.50 / 83.50
temporal_sequences 98.25 / 97.00 94.50 / 98.50
tracking_shuffled_objects_three_objects 92.00 / 99.00 89.50 / 90.00
tracking_shuffled_objects_five_objects 90.50 / 95.50 94.50 / 92.50
tracking_shuffled_objects_seven_objects 92.10 / 98.30 89.50 / 92.50
Win Rate (%) 70.00 / 80.00 30.00 / 20.00
Natural Language Understanding
disambiguation_qa 66.83 / 66.33 70.50 / 63.50
hyperbaton 78.25 / 84.00 79.00 / 79.50
salient_translation_error_detection 57.25 / 69.50 66.50 / 66.00
snarks 65.73 / 70.98 67.73 / 68.23
Win Rate (%) 0.00 / 100.00 100.00 / 0.00
Use of World Knowledge
date_understanding 75.50 / 74.50 77.00 / 75.00
movie_recommendation 87.75 / 85.50 85.00 / 75.00
ruin_names 76.50 / 75.25 77.50 / 78.00
Win Rate (%) 33.00 / 33.00 67.00 / 67.00
Multilingual Knowledge and Reasoning
salient_translation_error_detection 57.25 / 69.50 66.50 / 66.00
Win Rate (%) 0.00 / 100.00 100.00 / 0.00
Overall Win Rate (%) 47.06 / 76.47 52.94 / 23.53

Table 2: Test accuracy of LCP with and w/o contrastive learning on four types of 17 BBH tasks for last iteration
prompt (Last) versus the prompt with best training accuracy (Best). Blue indicates overall best win rates for Last or
Best.

TASK N = 10 N = 6 N = 4 N = 2
Last / Best Last / Best Last / Best Last / Best

Algorithmic and Multi-Step Arithmetic Reasoning
geometric_shapes 51.25 / 61.00 54.00 / 58.50 50.50 / 60.00 52.00 / 56.50
logical_deduction_three_objects 92.50 / 90.25 84.00 / 90.50 87.00 / 87.00 82.00 / 80.50
logical_deduction_five_objects 71.50 / 74.50 62.00 / 62.00 59.00 / 59.00 60.00 / 60.50
logical_deduction_seven_objects 62.00 / 62.50 63.00 / 58.50 59.00 / 55.00 54.50 / 55.00
penguins_in_a_table 97.86 / 96.15 94.87 / 94.87 96.58 / 96.58 95.73 / 95.73
reasoning_about_colored_objects 85.30 / 84.40 83.00 / 87.00 86.50 / 83.50 82.50 / 82.50
temporal_sequences 98.25 / 97.00 99.50 / 96.50 96.00 / 96.00 95.50 / 99.50
tracking_shuffled_objects_three_objects 92.00 / 99.00 94.50 / 94.50 94.00 / 99.00 95.50 / 95.50
tracking_shuffled_objects_five_objects 90.50 / 95.50 78.50 / 78.50 92.50 / 92.50 98.50 / 95.00
tracking_shuffled_objects_seven_objects 92.10 / 98.30 93.50 / 96.50 85.00 / 88.50 79.00 / 79.00
Win Rate (%) 63.00 / 83.00 60.00 / 47.00 43.00 / 37.00 33.00 / 27.00
Natural Language Understanding
disambiguation_qa 66.83 / 66.33 66.00 / 68.00 68.00 / 71.00 66.00 / 63.00
hyperbaton 78.25 / 84.00 82.00 / 81.50 82.00 / 82.50 81.50 / 83.50
salient_translation_error_detection 57.25 / 69.50 70.00 / 70.00 65.50 / 68.50 67.50 / 65.50
snarks 65.73 / 70.98 60.14 / 60.14 74.13 / 76.22 71.33 / 71.33
Win Rate (%) 25.00 / 58.00 42.00 / 42.00 75.00 / 67.00 42.00 / 33.00
Use of World Knowledge
date_understanding 75.50 / 74.50 72.00 / 72.00 73.50 / 74.00 74.00 / 76.00
movie_recommendation 87.75 / 85.50 86.50 / 87.50 79.00 / 77.00 82.00 / 83.00
ruin_names 76.50 / 75.25 76.00 / 79.50 79.00 / 80.00 80.00 / 77.50
Win Rate (%) 78.00 / 44.00 22.00 / 56.00 33.00 / 44.00 67.00 / 56.00
Multilingual Knowledge and Reasoning
salient_translation_error_detection 57.25 / 69.50 70.00 / 70.00 65.50 / 68.50 67.50 / 65.50
Win Rate (%) 0.00 / 67.00 100.0 / 100.0 33.00 / 33.00 67.00 / 0.00
Overall Win Rate (%) 56.86 / 70.59 49.02 / 47.06 49.02 / 45.10 41.18 / 33.33

Table 3: Test accuracy of LCP with different values of number of prompt candidates (N ) on four types of 17 BBH
tasks for last iteration prompt (Last) versus the prompt with best training accuracy (Best). Blue indicates overall
best win rates for Last or Best.
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Figure 4: Accuracy as a function of number of training examples for LCP, AutoHint, and OPRO.

Task 2 3 4 5
date_understanding 79.0 / 76.5 75.5 / 74.5 77.5 / 73.5 78.5 / 78.0
reasoning_about_colored_objects 85.5 / 83.5 85.3 / 84.4 84.5 / 81.0 85.5 / 84.0

Table 4: Performance results with ablation on number
of prompts used for Contrastive learning. We present
the last / best performance for each task.

Task 3 4 5 6
date_understanding 75.5 / 74.5 70.5 / 75.0 77.0 / 72.5 77.0 / 74.0
reasoning_about_colored_objects 85.3 / 84.4 81.0 / 85.5 79.5 / 82.5 82.5 / 83.0

Table 5: Performance results with ablation on number
of wrong samples performance. We present the last /
best performance for each task.

flat during the iterations, number of examples had455

little effect, while for tasks like geometric shapes456

with training curves showing considerable improve-457

ment across training iterations, we see a consistent458

improvement in the performance as number of ex-459

amples increased. Further, we observe that LCP is460

relatively more sample efficient, giving a relatively461

higher performance at lower number of samples462

versus AutoHint or OPRO. This can be attributed463

to our multiple candidate generation for contrastive464

learning that helps model explore diverse prompts465

to derive insights.466

A.6 Meta prompt 467

Reason Generation Prompt

Given input: [INPUT]
And its expected output: [OUTPUT]

Explain the reason why the input corresponds to the
given expected output. The reason should be placed
within tag <reason></reason>.

Summarization Prompt

Given input and expected output pairs, along with the
reason for generated outputs, provide a summarized
common reason applicable to all cases within tags
<summary> and </summary>.
The summary should explain the underlying princi-
ples, logic or methodology governing the relationship
between the inputs and corresponding outputs. Avoid
mentioning any specific details, numbers, or entities
from the individual examples, and aim for a general-
ized explanation.

Contrastive Prompt

Given m examples of good prompts and their cor-
responding scores and m examples of bad prompts
and their corresponding scores, explore the unerly-
ing pattern of good prompts, generate a new prompt
based on this pattern. Put the new prompt within tag
<prompt> and </prompt>.

Good prompts and scores:
Prompt 1: [PROMPT 1]
Score: [SCORE 1]
...
Prompt m: [PROMPT m]
Score: [SCORE m]

Summarize these explanation and generate a new
prompt accordingly. Put the new prompt within tag
<prompt> and </prompt>.

468
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A.7 Examples of Generated Prompts 469

Table 6: Comparison of prompts generated by our proposed LCP, AutoHint and OPRO.

TASK Method Generated Prompts
geometric_shapes LCP To determine the expected output shape from an SVG

path element, follow these steps:
1. Parse the path data string and identify the distinct
line segments formed by the path commands and co-
ordinates. 2. Count the number of line segments,
as each segment represents a side of the resulting
polygon. 3. Map the number of sides to the corre-
sponding polygon name (e.g., 3 sides = triangle, 4
sides = quadrilateral, 5 sides = pentagon, 6 sides =
hexagon, 7 sides = heptagon, and so on). 4. Note
that the path data typically starts with a moveTo (M)
command to set the initial point, followed by lineTo
(L) commands that define the sides of the polygon by
connecting the vertices.
By following this process, you can accurately identify
the expected output shape based on the number of
sides determined from the SVG path data.

AutoHint The summarized reason for the expected outputs is
that the SVG path element with the given "d" attribute
value defines a series of line segments that connect
specific points, forming a closed geometric shape.
The coordinates specified in the "d" attribute deter-
mine the vertices or corners of the shape, and the
sequence of line segments connecting these points
outlines the overall geometry. By analyzing the num-
ber of sides or angles formed by the connected line
segments, one can identify the type of polygon or
shape being drawn, such as a kite, trapezoid, or pen-
tagon.

OPRO The SVG path element specifies a sequence of line
segments and coordinates that connect to form a
closed polygonal shape. By analyzing the path data,
which defines the vertices and line segments, the
number of sides in the resulting polygon can be de-
termined. For example, if the path data forms a
closed shape with 3 vertices and 3 line segments,
the expected output would be a triangle. Similarly,
shapes with 4, 5, 6, or more sides would correspond
to quadrilaterals, pentagons, hexagons, and so on,
respectively. The task is to examine the path data
and identify the type of polygon created based on the
number of line segments and vertices in the closed
shape.
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logical_deduction_three_objects LCP 1) Carefully analyzing the given comparative state-
ments that describe relationships or ordering among
three objects.
2) Using logical reasoning and deductive skills to
establish the complete order or ranking of the objects
based on the provided information.
3) Identifying the object that satisfies the specific
condition or criteria mentioned in the question (e.g.,
second-oldest, second-most expensive) based on the
deduced order or ranking.
4) The reasons should explain how the correct option
is determined by logically interpreting the statements
and accurately reflecting the deduced order through
careful analysis and reasoning.

AutoHint The summarized reasons are: In these types of ques-
tions, the key is to carefully analyze the given state-
ments and logically deduce the order or ranking of
the objects/entities based on the provided informa-
tion. The statements establish relationships between
the objects, such as "newer than," "less expensive
than," or "finished before/after." By piecing together
these relationships, one can infer the correct order or
ranking, eliminating the incorrect options and identi-
fying the valid answer choice.

OPRO To solve these problems, the crucial step is metic-
ulously analyzing the provided statements that de-
scribe the comparisons or relative qualities among
the three objects. By logically interpreting these clues
and deducing their implications, we can establish the
complete ordering or ranking of the objects. Once
this order is determined, the task is to identify the
object that satisfies the specified condition, such as
being the second-most expensive or second-newest,
to arrive at the correct solution.
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logical_deduction_five_objects LCP To reliably solve ordering and sequence problems
that require deducing the correct arrangement based
on logical constraints, follow these steps:
1. Carefully read and analyze each given statement or
condition to identify constraints on the ordering, such
as explicit mentions of absolute positions (e.g. "X
is the first"), relative comparisons (e.g. "Y is more
expensive than Z"), or ranges (e.g. "A is one of the
three cheapest").
2. Translate each statement into a logical constraint
on the ordering and use reasoning to deduce partial
orderings or relationships between objects or entities
based on these constraints.
3. Systematically combine these partial orderings
and relative relationships by considering all possible
arrangements and eliminating any that contradict the
given information.
4. Construct the complete sequence or ranking that
satisfies all constraints simultaneously.
5. Map this deduced ordering to the specific condi-
tion asked in the question (e.g. third from the left,
second most expensive) to determine the expected
output or correct option.
By methodically identifying constraints, applying
logical reasoning to deduce orderings, and mapping
the solution to the requested condition, you can reli-
ably solve these types of ordering problems.

AutoHint The summarized reasons are: The expected output is
based on the explicit statements or logical implica-
tions provided in the given information, which estab-
lish the correct ordering or relationship among the
entities involved.
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OPRO To solve ordering problems based on logical state-
ments, follow this systematic approach:
1. Carefully read through all the given statements
that describe relationships between objects or their
positions relative to each other or the ends.
2. Identify any direct statements about the exact
position of an object (e.g., "X is the third from the
left").
3. Look for comparative statements that indicate the
order between two objects (e.g., "Y is to the right of
Z").
4. Use the identified information to reconstruct the
overall order by positioning objects based on their
relationships and constraints.
5. While constructing the order, make valid logical
inferences from the given information to deduce the
positions of objects not directly specified.
6. Check if the deduced order satisfies all the given
statements consistently without violating any con-
straints.
7. The option corresponding to this fully recon-
structed order that meets all the conditions is the
correct answer.
By meticulously following this step-by-step approach
and making careful logical deductions, you can re-
liably solve ordering problems based on statements
describing relative positions.

logical_deduction_seven_objects LCP To solve logical reasoning problems involving the
order or relative positions of objects, follow this sys-
tematic approach:
1) Thoroughly read and comprehend all the given
statements or constraints describing the relationships,
positions, or orders of the objects.
2) Identify any definitive placements or orderings of
objects that are explicitly stated in the constraints.
3) Use logical deduction to derive additional con-
straints, implications, or relationships based on
the given information and the definitive place-
ments/orderings identified in step 2.
4) Methodically evaluate each option, eliminating
those that violate any of the stated constraints or
logically deduced implications from step 3.
5) The remaining option(s) that adheres to all the
given constraints and deduced implications is the
expected correct output.
The key is to diligently analyze the information, rec-
ognize logical relationships between objects, employ
deductive reasoning based on the constraints, and
arrive at a solution that is consistent with all the pro-
vided information.
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AutoHint Understood, I will provide a general summary of the
reasons for the expected outputs without referring to
any specific examples or entities mentioned in the
data.

OPRO To solve logic problems involving the ordering of a
set of objects, the key steps are: 1. Carefully read
and analyze all the given statements describing the
relative positions or characteristics of the objects.
2. Identify the logical constraints and relationships
imposed by each statement, such as "X is to the left of
Y" or "X is taller than Y". 3. Use logical reasoning
to deduce the implications of these constraints on
the positions of the objects relative to each other.
4. Systematically combine the deduced information
to reconstruct the complete order while ensuring it
satisfies all the provided conditions. 5. Eliminate any
options that violate the inferred order or the given
constraints. 6. The option that correctly reflects the
deduced order based on the given information is the
solution.

penguins_in_a_table LCP To solve a problem involving tabular data, one must
carefully analyze the information presented in the
given table(s). Identify the specific column(s) or data
points that are relevant to answering the question.
Then, perform any necessary operations on that data,
such as sorting, filtering, counting, or calculations,
as per the requirements stated in the question. After
logically processing the relevant data, you can deter-
mine the correct answer choice or expected output.

AutoHint The summarized general reason for the expected out-
puts is that they are based on carefully analyzing the
given information or data and applying logical rea-
soning to arrive at the correct answer. The expected
outputs are determined by thoroughly understanding
the context, identifying the relevant details, and mak-
ing deductions or inferences based on the provided
facts or conditions.

OPRO To effectively solve questions involving tabular data,
carefully analyze the structure and contents of the
given table(s). Identify the column(s) containing in-
formation pertinent to the question asked. Based on
the requirements stated in the question, you may need
to perform operations such as sorting the relevant col-
umn(s) in ascending or descending order, filtering
the data based on certain criteria, counting specific
occurrences, or calculating derived values using the
data. Logically process the tabular data by applying
the necessary operations, and use the resulting infor-
mation to arrive at the correct answer choice.

13



reasoning_about_colored_objects LCP To determine the expected output, study the provided
set of items and their descriptions (color, shape, size,
etc.). Take note of the particular attribute or condition
specified in the question, such as "items of a certain
color" or "items remaining after removing a specific
type." Systematically go through each item, check-
ing if it fulfills the stated condition. Count the total
number of items that meet the criteria. The option
that matches this final count represents the expected
output.

AutoHint The summarized reasons for the expected outputs
are: The questions provide information about a set of
items arranged in a specific order or position relative
to each other. The expected output is determined
by carefully analyzing the given details, such as the
colors of the items, their arrangement, and the spe-
cific item or position referenced in the question. By
logically interpreting the spatial relationships and at-
tributes described in the input, one can deduce the
correct answer choice that satisfies the conditions
stated in the question.

OPRO To solve the problem accurately, carefully read the
given information to identify the set of items or ob-
jects described, along with their relevant attributes
(such as color, type, etc.). Understand the specific
condition or operation mentioned in the question
(e.g., removing certain items, counting items with
a particular attribute). Apply this condition or op-
eration to the identified set of items, modifying or
filtering the set as instructed. Then, logically analyze
the resulting set of items to determine the option that
correctly matches the final composition or count after
applying the specified condition.

temporal_sequences LCP The expected output represents the sole remaining
time window that is not accounted for in the per-
son’s daily schedule and activities as described. It is
determined by meticulously considering all the pro-
vided information about the person’s whereabouts
and commitments throughout the day, as well as any
relevant constraints like opening/closing hours of the
location. By systematically eliminating all the other
time slots occupied by the person’s observed activi-
ties or locations, the correct answer emerges as the
only unoccupied period when the person could have
potentially visited the specified destination.

AutoHint I will provide a general summary of the reasons for
the expected outputs, without referring to any specific
examples or entities mentioned in the data.
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OPRO The solution involves carefully examining the time-
line of events and activities provided in the problem.
First, identify all the time slots where the person’s
whereabouts and activities are explicitly stated. Then,
determine the remaining time window that is not cov-
ered by any of these known activities or constraints,
such as the operating hours of the location mentioned.
This unoccupied time period represents the only avail-
able opportunity for the person to have visited the
specified destination (e.g., bakery, library, movie the-
ater) before it closed for the day. By process of elim-
ination, this remaining time slot becomes the most
logical answer for when the person could have gone
to the location in question.

tracking_shuffled_objects_three_objectsLCP To solve problems involving a sequence of swaps or
exchanges between multiple people, it is crucial to
carefully track the movement of each item or position
through the entire series of swaps. Begin by noting
the initial state, mapping which person or entity holds
which item or position. Then, systematically follow
each swap or exchange step-by-step, updating the
holdings or positions after each swap according to
the provided sequence. By meticulously tracking
these changes through the entire set of swaps, you
can determine the final state and identify the correct
answer corresponding to the item or position held by
the person or entity in question after the last swap
involving them has occurred.

AutoHint Understood, I will provide a general summary of the
reasons for the expected outputs without referring to
any specific examples or entities mentioned in the
data.

OPRO In these types of questions, there are typically several
individuals (say, Alex, Maya, and Sameer) who are
initially assigned certain roles or possessions (e.g.,
playing a sport position, holding a particular object).
The problem then describes a sequence of swaps or
trades between pairs of these individuals, where they
exchange their roles or possessions. To determine
the final role or possession of a specific individual
after all the swaps, it is crucial to carefully follow the
entire sequence, meticulously updating each individ-
ual’s state after every swap. By accurately tracing the
swaps from the initial assignments to the end, you
can arrive at the correct final state or possession for
the given individual.
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tracking_shuffled_objects_five_objectsLCP In these types of problems involving swaps or ex-
changes, the key to arriving at the correct solution
is to diligently track the sequence of changes that
occur. By methodically following each swap or ex-
change step-by-step and updating the current state of
assignments or positions, one can trace the path of
how entities (people, objects, etc.) move from their
initial state to the final outcome. Maintaining an or-
ganized record of the swaps and their effects allows
you to meticulously trace the progression until the
end, enabling you to determine the final configura-
tion accurately.

AutoHint Understood, I will provide a general summary of the
reasons for the expected outputs without referring to
any specific examples or entities mentioned in the
data.

OPRO In these types of problems involving swaps or trades,
it is crucial to first understand the initial distribu-
tion of objects among a group of individuals. Then,
methodically trace each swap or trade that occurs
between pairs of individuals, carefully updating the
ownership of objects after each step. By systemat-
ically following the given sequence of swaps from
start to end, updating who holds which object after
each transaction, the final state or ownership of ob-
jects can be accurately determined.

tracking_shuffled_objects_seven_objectsLCP These types of problems involve tracking the move-
ment of objects or assignments between a set of indi-
viduals through a given sequence of swaps or trades.
The key to finding the correct solution is to start
from the initial state where objects or roles are as-
signed to individuals, and then meticulously follow
each swap step-by-step, updating the associations
between individuals and objects/roles as dictated by
the swap instructions. By carefully applying the en-
tire sequence of swaps to the initial state, keeping an
accurate record of how objects or assignments are
redistributed among the individuals, the final state
can be determined, revealing the correct output op-
tion for the object or role associated with a particular
individual after all swaps have occurred.

AutoHint I will provide a general summary of the reasons for
the expected outputs, without referring to any specific
examples or entities mentioned in the data.
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OPRO In these types of problems involving swaps or ex-
changes of items (e.g., gifts, positions, partners) be-
tween individuals, the key to finding the solution is
to diligently track the changes that occur after each
swap. Start by understanding the initial state or ar-
rangement of items among the individuals. Then,
systematically follow the given sequence of swaps,
updating the state by moving the items between in-
dividuals as specified. After applying all the swaps
in the correct order, you will arrive at the final state,
allowing you to determine the ultimate position or
ownership of the particular item or individual in ques-
tion.

disambiguation_qa LCP To correctly identify the antecedent (the noun or noun
phrase that a pronoun refers to) in a sentence, follow
these steps:
1. Examine the context and meaning of the sentence
to understand the logical relationships and actions
described.
2. Identify the nouns or noun phrases that the pro-
noun could potentially refer to based on grammatical
agreement (number, gender, etc.) and proximity to
the pronoun.
3. Evaluate each potential antecedent by substituting
it for the pronoun. The antecedent should maintain
the logical flow and coherence of the sentence.
4. If only one potential antecedent satisfies the crite-
ria in step 3, that noun or noun phrase is the unam-
biguous antecedent.
5. If multiple potential antecedents satisfy the criteria,
and the context does not provide enough information
to disambiguate, then the pronoun usage is consid-
ered ambiguous.

AutoHint The summarized reasons for determining the an-
tecedent of a pronoun in a sentence are as follows:
The pronoun typically refers to the subject or ob-
ject of the main clause that logically connects to the
clause containing the pronoun. The context and logi-
cal flow of the sentence provide clues to identify the
antecedent. If the pronoun can reasonably refer to
multiple entities mentioned in the sentence, then the
antecedent is considered ambiguous due to a lack of
sufficient contextual information.
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OPRO To correctly identify the antecedent (the entity that a
pronoun refers to) within a sentence, it is crucial to
analyze the context and relationships described. The
pronoun should logically reference the most plausible
noun or noun phrase based on the meaning conveyed
by the sentence. Pay close attention to the surround-
ing information and flow of ideas to determine which
entity performs or is associated with the actions men-
tioned. If there are multiple potential antecedents and
the context lacks sufficient details to disambiguate,
then the pronoun usage is considered ambiguous, as
the referent cannot be definitively pinpointed.

hyperbaton LCP In the English language, when multiple adjectives are
used to describe a noun, they must follow a specific
order to construct grammatically correct sentences.
This conventional order is: Opinion, Size, Age,
Shape, Color, Origin, Material, Qualifier/Purpose,
Noun. Deviating from this standardized sequence re-
sults in unnatural and potentially incorrect phrasing.

AutoHint The summarized reason is: There are established con-
ventions or rules for the correct order of adjectives
when multiple adjectives are used to modify a noun.
The expected output follows these conventions, en-
suring that the adjectives are arranged in the proper
sequence based on their specific categories or types.

OPRO In the English language, when multiple adjectives
are used to describe a noun, they are expected to fol-
low a specific order for clear and natural sentence
construction. This established order places opinion
adjectives first, followed by size, age, shape, color,
origin, material, and purpose adjectives modifying
the noun. Adhering to this conventional adjective
order is crucial for coherence and proper comprehen-
sion of the description.
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salient_translation_error_detection LCP The expected output category should capture the type
of error or change introduced in the English transla-
tion compared to the original German text. Consider
the following error categories:
- Named Entities: Incorrect translation of proper
names, locations, or other entities.
- Numerical Values: Missing, added, or altered num-
bers, dates, measurements, or numerical expressions.
- Modifiers/Adjectives: Changes to descriptive words,
adjectives, or modifiers that alter the attributes or
qualities of a noun.
- Negation/Antonyms: Introduction of nega-
tion, or swapping comparatives with their oppo-
sites/antonyms, altering the intended meaning.
- Trivial Factual Errors: Inaccuracies or mistakes in
factual information unrelated to the other categories.
- Dropped Content: Significant omission of phrases,
clauses, or parts of the original text in the translation.
Identify which of these error categories best describes
the change or discrepancy observed in the given trans-
lation compared to the source German text.

AutoHint The summarized reasons for the expected outputs
in the given examples are: The errors in the transla-
tions can be categorized into different types, such as
Named Entities, Numerical Values, Modifiers or Ad-
jectives, Negation or Antonyms, Facts, and Dropped
Content. The expected outputs identify the specific
type of error present in each translation. The rea-
sons provided explain how the translation deviates
from the original meaning or content, leading to the
identified error type. This could involve missing or
altering crucial information like names, numerical
values, modifiers, introducing negations or antonyms,
factual inaccuracies, or omitting significant clauses
or content from the original text.

OPRO 1) Clearly stating that the expected output focuses
on identifying the type of error introduced in the
translation compared to the original text.
2) Listing and explaining the different categories of
error types, such as changes to named entities, numer-
ical values, modifiers/adjectives, negations/antonyms,
factual errors, or dropped content.
3) Emphasizing that the expected output should cor-
rectly categorize the specific type of error present in
the translation.
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snarks LCP Sarcasm relies on creating an intentional contradic-
tion between the literal words used and the under-
lying sentiment being conveyed. It leverages tech-
niques like hyperbole, irony, and rhetorical question-
ing to juxtapose opposing elements that clearly con-
tradict common sense or reality. By expressing an
exaggerated or mocking version of the opposite per-
spective, sarcastic statements unmask their true crit-
ical or derisive meaning beneath the facade of the
contradictory words themselves. This discrepancy
between the stated words and intended meaning is
the hallmark of sarcastic communication.

AutoHint The summarized general reason for the expected sar-
castic outputs in the given examples is that sarcasm
is expressed through statements that contradict or ex-
aggerate the intended meaning in an ironic or critical
way. Sarcastic statements often convey the opposite
of their literal meaning, using exaggeration, irony, or
contradiction to imply criticism, mockery, or a differ-
ent intended meaning than the literal words suggest.

OPRO Sarcastic statements rely on creating a deliberate con-
tradiction or contrast between the literal meaning
and the intended meaning conveyed through irony or
mockery. They often employ techniques like exag-
geration, rhetorical questions, and juxtaposing posi-
tive/negative sentiments to highlight this incongruity.
The sarcasm arises from this clash between the stated
words and the true critical intent behind them, sug-
gesting the opposite of what is expressed literally.

date_understanding LCP 1) Emphasize carefully analyzing the provided in-
formation, such as the current or starting date, time
intervals (days, months, years), and any context about
leap years.
2) Outline the key steps of establishing the reference
date, calculating the target date by properly applying
the specified time periods forward or backward, and
handling factors like the number of days in each
month and year boundaries.
3) Highlight the importance of paying close atten-
tion to details and performing accurate calculations
to arrive at the correct date in the specified format
(MM/DD/YYYY).

AutoHint The summarized general reason for the expected out-
puts is that the questions provide specific details
about a date or event, and the correct answer cor-
responds to the date or day that logically follows
from those details, taking into account the calendar
system and conventions for representing dates.

20



OPRO To accurately determine a date based on given in-
formation, it is crucial to methodically follow these
steps:
1. Identify the provided reference date or starting
point from the details given. This could be a birth
date, anniversary, or specific calendar date.
2. Determine the time period or duration to calculate
from the reference date. This may be a number of
days, weeks, months, or years to be added or sub-
tracted.
3. Consider if the time period should be added to the
reference date to get a future date, or subtracted to
get a past date. Carefully account for this direction.
4. Perform the date calculation, properly applying
the time period while taking into account factors like
number of days in each month and adjusting for leap
years when necessary.
5. Ensure the final calculated date is presented in the
exact format requested (e.g. MM/DD/YYYY).
By diligently analyzing all provided information and
implementing precise step-by-step calculations while
adhering to calendar conventions, the correct date
can be determined reliably.

movie_recommendation LCP - Highly popular and critically acclaimed - Culturally
impactful and became a phenomenon
- Achieved mainstream success and global recogni-
tion
- From a comparable time period or era as the refer-
ence movies
- Represents a significant work in the context of pop-
ular cinema with broad appeal

AutoHint The summarized reasons for the expected outputs
are: The expected output is chosen because it shares
similar genres, tones, themes, and overall cinematic
styles with the given examples. The selected movie
aligns with the general mood, narrative elements,
and target audience of the reference films, making it
the most appropriate choice among the provided op-
tions. Factors like genre (drama, action, thriller, etc.),
tone (serious, lighthearted, suspenseful, etc.), and
thematic elements (overcoming adversity, romance,
historical events, etc.) are considered to determine
the most suitable option that resonates with the given
examples in terms of overall cinematic experience.
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OPRO The expected output is a movie that aligns closely
with the examples provided in terms of genre (e.g. ac-
tion, drama, comedy), tone/mood (e.g. lighthearted,
gritty, emotional), level of critical praise and cultural
significance, as well as overall production values and
widespread appeal. The reasoning involves identify-
ing the commonalities between the listed movies in
terms of factors like storytelling approach, themes ex-
plored, filmmaking techniques, and target audience,
then selecting the option that best matches that col-
lective profile in a way that would be considered a
comparable cinematic experience for viewers famil-
iar with the given examples.

ruin_names LCP The expected output involves humorous edits that
playfully modify the original names or phrases
through clever linguistic techniques. These may in-
clude substituting a word with one that contrasts hu-
morously, splitting words and recombining the parts
to create new meanings, or introducing elements from
wildly different contexts to generate an amusing, in-
congruous juxtaposition with the original. The key
is to introduce an element of wordplay, unexpected
meaning, or absurdity that creates a comedic effect,
while still maintaining enough familiarity with the
source material for the reader to recognize and appre-
ciate the creative twist.

AutoHint The summarized reasons are: The expected outputs
are considered humorous edits because they involve
wordplay or puns created by slightly modifying the
original word, phrase, or name in a clever or unex-
pected way. This can include replacing letters with
similar-sounding ones, altering the spelling, or mak-
ing slight changes to the wording. These types of
edits are often used for comedic effect, as they play
with the audience’s familiarity with the original text
while introducing a new, humorous interpretation or
meaning.

OPRO The expected outputs demonstrate clever and humor-
ous modifications of familiar names, titles, or phrases.
These edits playfully replace or alter certain words
or letters to create an amusing contrast or incon-
gruity with the original source material. Through
techniques like wordplay, puns, and subtle linguistic
substitutions, the humorous outputs inject an element
of witty absurdity while still retaining a recognizable
connection to the original. This form of intelligent
and creative linguistic manipulation is an effective
way to subvert expectations and elicit laughter by
twisting the familiar into something comically unex-
pected.
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