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Abstract

Self-attention is the key mechanism of transformers, which are the essential build-
ing blocks of modern foundation models. Recent studies have shown that pure
self-attention suffers from an increasing degree of rank collapse as depth increases,
limiting model expressivity and further utilization of model depth. The existing
literature on rank collapse, however, has mostly overlooked other critical compo-
nents in transformers that may alleviate the rank collapse issue. In this paper, we
provide a general analysis of rank collapse under self-attention, taking into account
the effects of attention masks and layer normalization (LayerNorm). In particular,
we find that although pure masked attention still suffers from exponential collapse
to a rank one subspace, sparse or local masked attention can provably slow down
the collapse rate. In the case of self-attention with LayerNorm, we first show
that for certain classes of value matrices, collapse to a rank one subspace still
happens exponentially. However, through construction of nontrivial counterex-
amples, we then establish that with proper choice of value matrices, a general
class of sequences may not converge to a rank one subspace, and the self-attention
dynamics with LayerNorm can simultaneously possess a rich set of equilibria with
any possible rank between one and full. Our result refutes the previous hypothesis
that LayerNorm plays no role in the rank collapse of self-attention and suggests
that self-attention with LayerNorm constitutes a much more expressive, versatile
nonlinear dynamical system than what was originally thought.

1 Introduction

The celebrated attention mechanism has proven highly effective in the architecture of transform-
ers [35], which serve as the key building block of modern foundation models including large language
models. From a theoretical perspective, understanding the underlying mechanism of transformers
and attention in general has become pivotal for elucidating existing models and paving the way for
developing more powerful future models [12, 15].

Transformers are known to exhibit the rank collapse phenomenon1 [12, 15, 20, 27, 33, 37], which
refers to the observation that increasing the number of self-attention layers leads to homogeneous
token representations. To gain more insight into the rank collapse issue and better understand the
effects of self-attention in multi-layer models, it is essential to study the long-term behavior of tokens
under self-attention dynamics [12, 15, 16].

However, many existing studies do not take into account architectural components that are commonly
used in practice. For instance, first, the theoretical analysis of long-term self-attention dynamics
often assumes that attention is fully bidirectional — that is, all tokens are allowed to attend to all
other tokens in the sequence [12, 15, 16, 27], which only applies to certain attention mechanisms

1This is also referred to as the oversmoothing [15, 33, 37] or the token uniformity [12, 27] problem.

38th Conference on Neural Information Processing Systems (NeurIPS 2024).



such as the one deployed in the BERT family [11, 24]. The vast majority of popular transformer
architectures used nowadays in language models, including the GPT models [6, 30], use the causal
attention masks where tokens are only allowed to attend to preceding tokens, or have sparse attention
structure (sparse attention) [4, 8, 10, 21, 22, 32, 38, 41, 42], where attention is restricted to local
interactions between tokens and their chosen neighbors. This limits the practical applicability of
the theoretical results developed in [12, 15, 16, 27], as they heavily rely on the key assumption that
attention is fully bidirectional.

Second, layer normalization (LayerNorm) is another inherent component of transformers. Dong et al.
[12] put forth a hypothesis that LayerNorm plays no role in preventing rank collapse in self-attention
networks. This hypothesis is then partially validated by a continuous-time analysis of self-attention
dynamics conducted in Geshkovski et al. [15]. The analysis, which incorporates LayerNorm, shows
the exponential convergence of tokens to a common point on the unit sphere. However, this result
relies on a strong assumption that all the value matrices are the identity matrix. In contrast, for
multilayer perceptrons (MLPs), Joudaki et al. [23] show that LayerNorm improves the isometry of
the representations and can prevent rank collapse in that setting. It thus remains a question whether it
is truly the case that LayerNorm could not have a similar effect in transformers under more general
assumptions due to self-attention.

Hence, in this work, we rigorously study the effect of attention masks and LayerNorm on the token
dynamics and rank collapse in transformers. The main questions we address are as follows:

Can attention masks alleviate rank collapse of tokens under self-attention? If so, what
type of attention mask would be the most effective?

Can LayerNorm alleviate rank collapse of tokens under self-attention? If so, what
long-term behavior of tokens would LayerNorm lead to?

We answer these questions through a rigorous analysis of the self-attention dynamics. Notably, unlike
some previous works [15, 16], which regard self-attention as a continuous-time dynamical system,
we view self-attention as a discrete-time dynamical system, more closely resembling the architecture
used in practice. Furthermore, our analysis extends the results to more general masked attention
by making novel use of a graph-theoretic approach and incorporating advanced results on infinite
products of inhomogeneous non-negative matrices that may be of independent interest.

In summary, we make the following contributions:

• We establish that with pure self-attention, the exponential convergence of tokens to a common
representation holds for a broad class of attention masks, accounting for the causal mask and a
wide class of sparse attention patterns such as the sliding window [4, 42]. The key property that
leads to the exponential rank collapse is a token that serves as a common “context” for all the
other tokens in the sequence to directly or indirectly attend to. Our results also show that local
attention can slow down the rate of rank collapse, suggesting its potential advantage over full
bidirectional attention from an expressivity perspective at finite depth.

• We show that with LayerNorm, when the value matrices are orthogonal, the exponential con-
vergence of tokens to a common point on the unit sphere holds for a broad class of attention
masks. Nonetheless, by constructing nontrivial counterexamples, we prove that the self-attention
dynamics with LayerNorm can simultaneously have a rich set of equilibria of any possible rank
ranging from one to full. Moreover, we rigorously establish that self-attention with LayerNorm,
together with proper choice of value matrices, can provably prevent complete collapse of tokens
to a rank one subspace for a generic class of input sequences.

2 Related work

Analysis of self-attention dynamics Understanding the attention mechanism is a pivotal step
towards understanding the inner workings of transformer-based models. From a dynamical systems
perspective, one could abstract the forward pass of the model as tokens undergoing a nonlinear,
time-varying dynamics determined by the self-attention mechanism and other parameters of the
model. Specifically, Dong et al. [12] first show that as the number of self-attention layers increases,
tokens inevitably suffer from exponential rank collapse, while Wu et al. [37] establish a similar result
for the attention mechanism in graph neural networks, taking additionally the layer-wise nonlinear
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activation functions into account. Other works [15, 16] take a continuous-time approach and study
more fine-grained clustering behaviors of the dynamics in transformers.

The effect of LayerNorm in transformers LayerNorm is one of the most commonly used nor-
malization techniques in modern neural networks [3] and has become an inherent component of
transformers [35]. To better understand its role in transformers, Xiong et al. [39] study it from an
optimization perspective and show that LayerNorm stabilizes the gradients during the backward pass.
In addition, Brody et al. [5] find that LayerNorm plays a crucial role in improving the expressivity of
the attention layer by making it easier for the model to compute the most frequent token in the input
and avoid the problem of “unselectable” keys. Most relevant to our work, Dong et al. [12] mention
the effect of LayerNorm in terms of mitigating the rank collapse issue in transformers. The paper
makes a hypothesis that LayerNorm has no effect for token rank collapse. The argument is based on
a heuristic observation (see Appendix A for a detailed discussion) which is at odds with the case of
simpler models such as MLPs where LayerNorm is shown to be pivotal in addressing a similar rank
collapse problem [23]. It thus remains an open question what effect LayerNorm would have on rank
collapse in transformers.

Sparse and local Attention While many existing transformer models and LLMs do not use
sparse attention, sparse and local attention is gaining popularity due to the demand for efficiency,
particular for long-context tasks. For example, sparse attention was populated by Longformer [4]
and OpenAI [10] and nowadays popular LLMs like Mistral 7B [22] use sliding window attention by
default. Other popular sparse attention models include, but are not limited to BigBird [42], Recurrent
Memory Transformers (RMTs) [7], and Streaming Attention [38]. Besides language tasks, sparse
attention is also common in vision transformers [19, 25, 28].

3 Problem Setup

Notation Let ∥ · ∥2, ∥ · ∥F be the 2-norm and Frobenius norm, respectively. We use the shorthand
[n] := {1, . . . , n}. We denote the all-one vector of length N by 1 ∈ RN . For a matrix M , we denote
its i-th row by Mi,: and its j-th column by M:,j .

Throughout the analysis in the paper, we formalize the attention mask to be a directed graph G.
Formally, we represent a directed graph with N nodes by G and let E(G) be the set of directed edges
of G. If there is a directed edge going from j to i in G, i.e. (j, i) ∈ E(G), for the attention mechanism
it means that token j serves as a direct context for token i or token i attends to token j. The set Ni of
all neighbors of node i is then {k : (k, i) ∈ E(G)}.

Furthermore, we will be using the following graph-theoretic terminology:
Definition 1 (Reachability). We say a node v is reachable from u in a directed graph G if and only if
there is a directed path (u, n1), (n1, n2), ..., (nk, v) from u to v.
Definition 2 (Strongly Connected). A directed graph G is said to be strongly connected if and only if
any two distinct of nodes are reachable from each other.

Definition 3 (Center Node). A node v from which every node in the directed graph G is reachable is
called a center node.

Definition 4 (Quasi-Strongly Connected). A directed graph G is said to be quasi-strongly connected
if G has at least one center node.

Definition 5 (Radius). The radius of a quasi-strongly connected graph is defined to be the longest
distance from a center node to any node in the graph. If there are multiple center nodes, then it is the
smallest value among them.

3.1 (Masked) Attention Mechanism

Given token representations X ∈ RN×d, the raw attention score matrix is computed as

R = XWQ(XWK)⊤/
√
dQK ,

where WQ,WK ∈ Rd×d′
are the query and the key matrix, respectively, and

√
dQK is a temperature

term to control the scale of raw attention scores. To enforce a masked attention, we create a sparse
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attention matrix A ∈ RN×N based on R whose sparsity pattern is specified by a directed graph G:
we normalize Rij among all allowed token attention interactions (k, i) ∈ E(G) such that

Aij = softmaxG(Rij) =
exp(Rij)∑

k∈Ni
exp(Rik)

if (j, i) ∈ E(G), Aij = 0 otherwise.

3.2 LayerNorm

Given token representations X ∈ RN×d, LayerNorm subtracts the mean across different columns
in each row and then scales each row to have a unit 2-norm. In this work, we consider LayerNorm
to only perform the scaling operation, which is a common assumption in theoretical analyses of the
attention mechanism [15, 34]2. Mathematically, let D = diag(d1, d2, ..., dN ) where di = 1/∥Xi,:∥2
for all i ∈ [N ], then LN(X) = DX .

3.3 Self-attention dynamics

For our analysis, we consider single-head (masked) self-attention networks (SANs), where the
layerwise update rule can be written as

A(t) = softmaxG(t)

(
X(t)W

(t)
Q (X(t)W

(t)
K )⊤/

√
dQK

)
(1)

X̃(t+1) = A(t)X(t)W
(t)
V (2)

X(t+1) = LN(X̃(t)) := D(t)A(t)X(t)W
(t)
V . (3)

where W (t)
V ∈ Rd×d′

is the value matrix. For simplicity, throughout the paper, we assume that d = d′

and G(t) = G, i.e. the attention mask is the same for all the attention layers. Yet the results can be
easily generalized to the case where masks are time-varying and satisfy similar regularity conditions.

4 Main Results: Attention with Masking and LayerNorm

To study how token representations evolve under the self-attention dynamics and behave in the
long-term, we measure token similarity via µ(·) : RN×d → R≥0:

µ(X) := ∥X − 1γX∥F , where γX = 1⊤X/N . (4)

This measure is mathematically equivalent to the measure res(X) = argminx∈Rd ∥X − 1x⊤∥F
used in [12], but the form in (4) is easier to work with in the general analysis and more direct to
compute. Another advantage of our formulation is that it clearly demonstrates that Theorem 1 and
Theorem 2 are not dependent on the specific choice of µ(·): these results apply to any Lipschitz µ′(·)
with a Lipschitz constant L such that µ(X) = 0 if and only Xi,: = Xj,:,∀i, j ∈ [N ], as we can use
the formulation to directly derive that

µ′(X) = |µ′(X)− µ′(1γX
)| ≤ L∥X − 1γX

∥F = Lµ(X) .

Finally, we adopt the following assumptions in our analysis:

A1 G contains self-loops. i.e. (i, i) ∈ E for every token i ∈ [N ] .

A2 There exist constants C ∈ R such that max
t∈N

{∥∥∥W (t)
Q

∥∥∥
2
,
∥∥∥W (t)

K

∥∥∥
2

}
≤ C.

A1 ensures that every token has a neighbor so that the masked attention computation is well-defined
for every token in every layer, while A2 assumes that the key and query weight matrices are bounded,
which is key for efficient attention computation in practice [2].

2This definition of LayerNorm, precisely concides with the RMSNorm [43] that is widely deployed in
mainstream LLMs. We choose the terminology following the convention of literature.
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4.1 Masked Attention

We first analyze the case without LayerNorm and focus on the effect of the attention mask. To ensure
boundedness of the token trajectories X(t) for all t ≥ 0 even without LayerNorm, we further assume
that

A3 The sequence
{∥∥∥∏k

t=0 W
(t)
V

∥∥∥
2

}∞

k=0
is bounded.

Then with general attention masks G, there remains a strong connection between tokens via attention,
and the token representations collapse exponentially to rank one.
Theorem 1. Consider the self-attention dynamics without LayerNorm defined in (2). Under A1-A3,
if G is a quasi-strongly connected graph, then there exists ϵ > 0 where for all t ≥ 0,

A
(t)
i,j ≥ ϵ, for all (j, i) ∈ E. (5)

As a result, a rank collapse of tokens happens exponentially with respect to µ(·), i.e. there exists
C > 0 such that

µ(X(t)) ≤ C (1− ϵr)
t/r

, (6)
where r is the radius of G, meaning that tokens converge to a common vector exponentially.

The detailed proof is provided in Appendix B. The above result suggests that with pure self-attention,
as long as there is a token which all other tokens in the sequence can directly or indirectly attend to
over a fixed number of layers, exponential rank collapse of tokens to a common vector is guaranteed.
In particular, it generalizes the main result in [12] from G being a complete graph to a much more
general class of attention patterns: the attention pattern G only needs to be quasi-strongly connected,
meaning that the result applies to general attention masks used in practice including the causal mask
used in decoder-only models such as the GPT family [6, 30], or sparse attention patterns deployed
in many efficient transformer models [4, 10, 21, 32, 42]. We discuss a few interesting implications
below.
Local vs. global attention The exponential rate (1− ϵr)1/r is monotone in the graph radius r. This
means that rank collapse should be slower for graphs with larger radius r. Our result thus indirectly
supports the use of local attention patterns [4, 42], which not only make the attention computation
more efficient (what those works are originally motivated by), but also implicitly alleviate the rank
collapse issue.

Focused vs. uniform attention In addition, the exponential rate is monotone decreasing in ϵ, which
means that rank collapse is slower with smaller ϵ. One can interpret ϵ as how "focused" attention
is distributed among reachable tokens, as ϵ is maximized when attention happens uniformly among
reachable tokens. Besides applying attention masks and restricting the number of reachable tokens,
another way to control how focused attention would be is through the temperature term dQK . As
larger values of dQK would make the attention allocation among reachable tokens more even, they
should make rank collapse happen faster across layers.
Trade-off between rank collapse and universal approximating power Finally, for strongly
connected graphs, the above result also reveals a trade-off between universal function approximation
power and the rate of rank-collapse. Yun et al. [41] show that transformers with strongly connected
graph masks are sequence-to-sequence function universal, yet with a mask G they need at least the
diameter of G layers to achieve the full sequence-to-sequence function approximation property. This
implies that masks with smaller diameters (and thus smaller radii, as radius ≤ diameter ≤ 2 radius)
are more efficient in terms of function approximation power, yet they are more prone to rank collapse.
Remark 1. Since the analysis in [12] fundamentally relies on the shift-invariant property
of softmax(·), it is necessary that all the tokens are allowed to attend to all the other tokens
for their proof to work. On the contrary, we leverage a different graph-theoretic approach to exploit
the common structure of the attention matrices to obtain a general result for masked attention.

4.2 Masked Attention with LayerNorm: Rank Collapse

So far, we have considered the pure self-attention dynamics without LayerNorm and focused on the
role of the attention mask. What happens if we add LayerNorm and consider the attention dynamics
defined in (3) instead? In this section, we first present a negative result, showing that exponential
collapse of tokens to a common vector can still happen for certain classes of value matrices.
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Theorem 2. Consider the self-attention dynamics with LayerNorm defined in (3). Let G be a strongly
connected graph. Assume A1-A2, and that W (t)

V is orthogonal for all t ≥ 0, and in addition, the
initial input X(0) satisfies that

(∗) N ≤ d, X(0) has full rank.

Then there exist C > 0, ϵ > 0 such that Nϵ < 1 and
µ(X(t)) ≤ C(1−Nϵ2r)

t
2r ∀t ≥ 0 , (7)

where r is the radius of G, meaning that tokens converge to a common point on Sd−1 exponentially.

The detailed proof is provided in Appendix C. The result can be seen as a generalized discrete version
of Theorem 4.1 in [15]. Notably, our analysis is based purely on advanced linear algebra tools: infinite
products of non-negative matrices and their ergodicity, and can account for time-varying weights and
general attention masks, as opposed to fixed WK ,WQ,WV over time and G being complete (which
is the case in [15]). One way to satisfy the condition (∗) on the initial input X(0) is to require N ≤ d
and to initialize tokens uniformly randomly on Sd−1, then the condition hold almost surely. This is
how the condition is dealt with in [15].

Note that the condition (∗) implies that there exists v ∈ Sd−1 such that ⟨X(0)
i,: , v⟩ > 0 for all

i ∈ [N ] by either the hyperplane separation theorem or Farkas’ lemma (see Lemma 6 in Appendix C).
If the initial token geometry satisfies a stronger condition than the above, then (∗) is no longer
necessary and Theorem 2 even directly generalizes to quasi-strongly connected graphs G. We
define ϕ(t) := min

i,j∈[N ]
⟨X(t)

i,: , X
(t)
j,: ⟩, indicating the minimal cosine similarity between tokens. If the

cosine similarities are non-negative for all pairs of tokens initially, then the rank collapse happens
exponentially, as long as G is quasi-strongly connected.
Corollary 1. Consider the self-attention dynamics with LayerNorm defined in (3). Let G be a
quasi-strongly connected graph. Under A1-A2, if W (t)

V is orthogonal for all t ≥ 0 and ϕ(0) ≥ 0,
then there exist C > 0, ϵ > 0 such that Nϵ < 1 and

µ(X(t)) ≤ C(1− ϵ2r)
t
2r , ∀t ≥ 0 . (8)

where r is the radius of G, meaning that tokens converge to a common point on Sd−1 exponentially.

Full mask vs. causal mask We can refine Corollary 1 by specifying the number of center nodes n
in the mask G, then the upper bound for the exponential rate would be (1− nϵ2r) instead, meaning
that the rate of rank collapse can be negatively affected by the number of center nodes in the mask G.
In the case of full attention where G is the complete graph, the mask would have N center nodes,
matching the bound in Theorem 2. In the case of causal attention where G is the causal graph,
the mask would only have one center node, and the upper bound would be looser, suggesting the
advantage of the causal mask in mitigating the rate of rank collapse as compared to the full mask.

Post-LN vs. Pre-LN The definition of LayerNorm in (3) follows from the original transformer
paper [35] and nowadays it is referred as post-LN [39]. An alternative use of LayerNorm in many
LLMs, where LayerNorm comes before self-attention, is called pre-LN and can be written instead as

X(t+1) = A(t) LN(X(t))W (t) := A(t)D(t)X(t)W
(t)
V . (9)

Note that Theorem 2 and Corollary 1 apply directly to the case of pre-LN with similar proofs.

4.3 Masked Attention with LayerNorm: Counterexample

The main results from the previous sections seem pessimistic: the self-attention dynamics seem
doomed to collapse into a rank one subspace in the long run, with or without LayerNorm. In this
section, however, we will first construct a nontrivial counterexample with only LayerNorm such that
for a general class of input sequences, tokens converge to an equilibrium where rank collapse does
not happen. Notice that for a transformer model to be practical, it is important that it can prevent
rank collapse for a general class of input sequences rather than a specific input sequence. We will
then show a general result stating that, with LayerNorm and proper choice of value matrices, the
self-attention dynamics can have a rich set of equilibria with any possible rank between one and
full. Moreover, for a general class of input sequences, tokens provably do not converge to a rank one
subspace under the resultant dynamics.
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Figure 1: Long-term behavior of tokens in the case of N = 2, d = 2. Without LayerNorm (left), both
tokens collapse to the same point in R2; whereas with LayerNorm (right), such a collapse would
not necessarily happen and token representations can maintain full rank in the long term (first token
converges either to (0, 1) or (0,−1). Assuming convergence to (0, 1) for the first token, the second
token converges to B, if it is initially located within the red segment).

4.3.1 Illustrative Counterexample

For simplicity of illustration, we consider N = 2, d = 2, and G to be the causal mask. Then let
W

(t)
K = W

(t)
Q = 0, which leads to the attention matrices

A(t) =

[
1 0

1/2 1/2

]
∀t ≥ 0 .

We further let

W
(t)
V =

[
1 w
0 1

]
∀t ≥ 0 ,

for w ∈ R. Without loss of generality, fix w > 1. Then a careful analysis shows that, depending on
its initial position, the first token will either converge to (0, 1) or (0,−1). Suppose the first token
converges to (0, 1). Then the convergence of the second token as t → ∞ is illustrated in Fig. 1, where

A =
(
− 1

w ,
√
1− 1

w2

)
, B =

(
− 1

w ,−
√
1− 1

w2

)
. A rigorous proof can be found in Appendix E.

Note that due to the scaling effect of LayerNorm, any scaled version c(t)W
(t)
V , c(t) > 0 of W (t)

V
works equivalently here.
Remark 2. For any orthogonal Z ∈ Rd×d, WZ = Z⊤WZ works equivalently in this example, and
the resulting token trajectories follow X(t)Z.

This nontrivial counterexample suggests that with the LayerNorm dynamics in (3), there are proper
choices for W (t)

K ,W
(t)
Q ,W

(t)
V matrices that can prevent tokens from collapsing to a rank one subspace,

for a nonzero measure set of input sequences.

4.3.2 Generalization of the Counterexample

We conclude this section with the following statement generalizing the previous illustrative example:
with a proper choice of weight matrices, tokens under the attention dynamics with LayerNorm can
simultaneously have equilibria of any rank between one and full. Moreover, for a general class of
input sequences, tokens provably do not converge to a rank one subspace.
Theorem 3. Let G be the causal graph and consider the attention dynamics with LayerNorm defined

in (3). Then there exists
{
W

(t)
Q ,W

(t)
K ,W

(t)
V

}∞

t=0
satisfying A2-A3 such that the corresponding

dynamic has the following properties:

1. For any 1 ≤ k ≤ min{N, d}, there exist at least 2k equilibria of rank k;

2. For a general class of input sequences X(0) in (Sd−1)N with measure greater than 0, X(t) does
not converge to a rank one subspace as t → ∞.
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The detailed proof is provided in Appendix F. For the sake of simplicity and observing that in a
causal graph, there is an inherent chronological order among tokens, in the convergence analysis of
each token we assume all tokens preceding it have already converged.

The above result is in direct contrast to the case without LayerNorm (Theorem 1), where all input
sequences eventually result in complete rank collapse to a one-dimensional subspace. It also stands
in contrast to the hypothesis that LayerNorm plays no role in mitigating the collapse [12], and
suggests that it is an important component of the self-attention dynamics in transformers—adding
LayerNorm fundamentally changes the behavior of the underlying system. Compared to the case
without LayerNorm, first, LayerNorm guarantees that the system never diverges, no matter what the
value matrices are. Second, and more importantly, attention with LayerNorm leads to a surprisingly
more expressive, versatile dynamics than the system without it—composition with different value
matrices W (t)

V can result in different long-term token behaviors: in some cases, tokens completely
collapse to a single point (Theorem 2), while in others tokens can retain higher rank asymptotically
(Theorem 3).

4.4 Discussion

Next, we discuss three further intriguing findings from our analysis of the self-attention dynamics
with LayerNorm presented in the previous section.

Scaling effect of LayerNorm is key From a dynamical system perspective, rank collapse happens
under pure self-attention because the attraction of the center node causes all the tokens to be aligned.
In the counterexample provided in Section 4.3.1, the key insight to prevent the second token from
aligning with the first token is that the updated representation of the second token must generate a
component canceling out the attraction from the first token, which acts as a repulsion. The crucial
role of LayerNorm here is to stabilize this cancellation process by readjusting the scale of tokens
to ensure that the cancellation persists in all the updates, which would not be the case if there is no
LayerNorm.

Anisotropy of token embeddings Analyzing and understanding the token geometry in transformers
has long been of interest to the NLP and general ML community. In particular, empirical findings
suggest that contextual token embeddings generated by transformers are anisotropic, meaning they
tend to concentrate in a narrow region [1, 9, 13, 14, 17]. Interestingly, as we show in Appendix F.2,
the full rank equilibria described in Theorem 3 align with this observation, as tokens lie in a narrow
region on Sd−1. While it still remains unclear how exactly such a representation geometry is useful
for downstream tasks [1, 9, 14, 17], empirical studies have found that anisotropy is not necessarily
harmful for semantic representations and can assist with tasks like clustering [1, 26].

Stability of the equilibria Finally, we would like to note that due to the combinatorial nature of
the analysis with increasing dimensions, we do not prove the exact convergence to specific equilibria
beyond not converging to a rank one subspace. However, we observe in simulation that these
equilibria are indeed stable in certain directions, despite their regions of attraction being relatively
small. This suggests that while LayerNorm improves the expressivity of pure self-attention dynamics,
the resulting expressive power might still be limited in a way that it would be difficult for a generic
input sequence to reach a specific configuration at equilibrium. This observation seems in line with
the fact that MLP modules are crucial for the universal sequence-to-sequence approximation power of
transformers [40, 41]. To achieve maximal expressivity, and in particular, to be able to move tokens
freely around the whole space (such as in the case for transformers with MLPs), nonlinear power
from MLPs would be necessary.

5 Numerical Experiments

In this section, we validate our theoretical findings via numerical experiments. Following [12], we
randomly select 3000 samples of 128-token excerpts (based on the BERT tokenizer) from Wikipedia
using the Wikipedia API in Python. More experimental details and additional results can be found
in Appendix G.
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The effect of attention masks and LayerNorm We first verify the effect of different attention
masks and LayerNorm on rank collapse with respect to µ(·). We use BERT [11] as the backbone
transformer model and consider five different model variants for a controlled experiment: self-
attention network (SAN) in which the model has self-attention layers; SAN with skip connections;
SAN with LayerNorm where in each layer there is self-attention followed by LayerNorm; SAN with
both skip connections and LayerNorm where LayerNorm is put after skip connections; and finally
the standard transformer with all the components. For attention masks, we select four representative
types: the complete graph, the causal graph, the sliding window (tokens can only attend to the
token right before and after and themselves) and the uni-directional sliding window (tokens can only
attend to the token right before and themselves). Fig. 2 shows the average values of µ(X(t)) with
standard deviations over the 3000 samples in different architectures. We see that in SANs, µ(X(t))
converges to zero exponentially for all attention masks, yet more local attention masks slow down the
convergence rate. Furthermore, in randomly initialized models, right after we add in LayerNorm,
µ(X(t)) no longer converges to zero and can be maintained at a stable level significantly above zero.
In pretrained models, LayerNorm helps prevent the issue together with other components such as
skip connections and stabilize the representations. Results in 128-layer initialized models also exhibit
the same trend, and can be found in Appendix G.1.
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Figure 2: Evolution of µ(X(t)) (in log-log scale) as the number of layers increases. Rank collapse
happens exponentially for pure attention, despite different attention masks having different conver-
gence rates. However, as soon as we solely add in LayerNorm, µ(X(t)) no longer converge to zero in
randomly initialized models; in pretrained models, LayerNorm helps prevent the issue together with
other components and stabilize the representations.
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Figure 3: Evolution of µ(X(t)) (in log-log scale) as the number of layers increases. Smaller
temperature terms alleviate the rate of rank collapse, and effect is more significant with global
attention than with sparser masked attention, and more in shallower layers than deeper layers.

The complex interplay between different components in transformers Previous works have
shown that skip connections can help combat rank collapse in transformers. Yet in Fig. 2, skip
connections seem to make µ(X) unstable, particularly in deeper layers (for 128-layer results, see Ap-
pendix G.1). Compared with full transformers where µ(X) stays relatively stable, there is a clear
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discrepancy. In that case, LayerNorm emerges as a crucial element in mitigating rank collapse and
stabilizing token representations while also counteracting potential negative effects of pure skip
connections. This underscores the complex interplay between different components in transformers.

The effect of the temperature term Next, we investigate the effect of the temperature term dQK in
the attention calculation. Since the amount of focus of the attention is affected by both the attention
mask and the temperature term, we investigate the effect of dQK with different attention masks. Fig. 3
shows the average values of µ(X(t)) with standard deviations over the 3000 samples with different
masks in pretrained SANs. We observe that while a smaller temperature term dQK alleviates the
(initial) rate of rank collapse in all cases, the effect is more significant with global attention than with
sparser masked attention, and more in shallower layers than in deeper layers. The results in initialized
models show similar trends and can be found in Appendix G.2.

Evolution of token geometry Finally, we study the evolution of token geometry as the number
of layers increases in transformers. Specifically, to capture more fine-grained details than µ(·), we
measure how the rank, minimal singular value of token representations, and absolute values of
pairwise cosine similarities among tokens change as tokens pass through the transformer layers.
We select four representative pretrained transformer models: BERT [11], GPT2 [30], T5 [31] and
ALBERT [24] and the average results over 3000 samples are shown in Fig. 4. We see that all models
exhibit similar behaviors as tokens evolve along the layers: the models can effectively preserve the full
rank of token representations, as also evident from the minimal singular values consistently remaining
significantly above zero. Yet the absolute cosine similarities among tokens suggest that tokens
gradually concentrate in a narrow region. This empirical observation aligns with the characteristics of
the equilibrium in our counterexample that a stable long-term geometry for token representations in
transformers can retain full rank while being close to a low dimensional geometry at the same time.
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Figure 4: Evolution of token geometry as the number of layers increases. We see that tokens
are indeed able to maintain full rank, while at the same time the representations are anisotropic,
meaning that they concentrate in a narrow region, as indicated by the average pairwise absolute
cosine similarities.

6 Conclusion

The attention mechanism has led to significant empirical progress in building foundation models.
From a dynamical system perspective, the time-varying and nonlinear nature of self-attention dy-
namics, when coupled with attention masks, LayerNorm and other components in transformers,
enables expressive and complex behavior. In particular, we show that the choice of attention masks
directly affects the token dynamics. It would hence be valuable for future research to investigate
how to effectively design attention masks. Our result further suggests that robust token geometries
under multi-layer self-attention can exhibit both full-rankness and anisotropic characteristics simul-
taneously, which is the case in real transformers as well. It would be interesting to study how such
co-existence of these two characteristics would help with learning tasks — whether the full-rank yet
close-to-low-dimensional geometry enables efficient learning and generalization while still letting
tokens capture meaningful fine-grained details.
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A Comment about Section 3.3 in Dong et al. [12]

From the mathematical form of LayerNorm in Eq. (3), since LayerNorm normalizes each row of
X̃(t) to have 2-norm one, the operator that represents this scaling effect D(t) should be multiplied
from the left hand side (scaling each row) rather than from the right hand side (scaling each column).
In particular, since in Dong et al. [12], token representation X takes the same formulation that rows
represent different tokens while columns represent different features, the same rule applies. Thus,
the argument based on D(t) being multiplied from the right hand side and can be merged with W

(t)
V

would not work.

B Proof of Theorem 1

B.1 Auxiliary results

Lemma 1. Under A1-A3, there exists ϵ > 0 such that A(t)
i,j ≥ ϵ for all t ≥ 0, (j, i) ∈ E.

Proof. Writing (2) recursively, we get that the token trajectories

X(t+1) = A(t)...A(0)X(0)W
(0)
V ...W

(t)
V , (10)

stay uniformly bounded for all t ≥ 0 by A3. Then it follows from A2 that there exists C ∈ R such
that for all t ≥ 0, ∥∥∥∥(X(t)W

(t)
Q

)
i,:

∥∥∥∥
2

=
∥∥∥X(t)

i,: W
(t)
Q

∥∥∥
2
≤ C ,

∥∥∥∥(X(t)W
(t)
K

)
i,:

∥∥∥∥
2

=
∥∥∥X(t)

i,: W
(t)
K

∥∥∥
2
≤ C .

Hence for all i, j ∈ [N ],

−C2 ≤ (X(t)W
(t)
Q (X(t)W

(t)
K )⊤)i,j ≤ C2 .

This implies that there exists ϵ > 0 such that A(t)
i,j ≥ ϵ for all (j, i) ∈ E.
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Fix a vector x(0) ∈ Rd and a {A(n)}∞n=0 in AG,ϵ. Let x(t) := A(t)...A(0)x(0). We further denote that

max
i∈d

x
(t)
i := M (t), min

i∈d
x
(t)
i := m(t) .

Note that M (t) is monotone non-increasing in t, whereas m(t) is monotone non-decreasing in t.

Lemma 2. Let x(t)
i = pm(t) + (1− p)M (t) for 0 ≤ p ≤ 1. Then for any T ∈ N,

x
(t+T )
i ≤ p

(
t+T−1∏
n=t

A
(n)
ii

)
m(t) +

(
1− p

(
t+T−1∏
n=t

A
(n)
ii

))
M (t) , (11)

and

x
(t+T )
i ≥ p

(
t+T−1∏
n=t

A
(n)
ii

)
M (t) +

(
1− p

(
t+T−1∏
n=t

A
(n)
ii

))
m(t) . (12)

Proof. Given x
(t)
i = pm(t) + (1− p)M (t), we get that

x
(t+1)
i =

N∑
j=1

A
(t)
ij x

(t)
j

≤ A
(t)
ii (pm

(t) + (1− p)M (t)) + (1−A
(t)
ii )M

(t)

= pA
(t)
ii m

(t) + (1− pA
(t)
ii )M

(t) .

Subsequently,

x
(t+2)
i =

N∑
j=1

A
(t+1)
ij x

(t+1)
j

≤ A
(t+1)
ii (pA

(t)
ii m

(t) + (1− pA
(t)
ii )M

(t)) + (1−A
(t+1)
ii )M (t)

= p

(
t+1∏
n=t

A
(s)
ii

)
m(t) +

(
1− p

(
t+1∏
n=t

A
(s)
ii

))
M (t) .

We obtain (11) by iterating the process. Similarly, (12) can be derived using a symmetric argument
as for the upper bound.

Lemma 3. Let {A(n)}∞n=0 in AG,ϵ and r be the radius of G. Then for t ≥ 0 and 0 ≤ p ≤ 1,

M (t+kr) −m(t+kr) ≤ (1− pϵr)
k
(M (t) −m(t)) , k ∈ N≥0. (13)

Proof. Let i0 ∈ G be a center token and fix t ≥ 0 and 0 ≤ p ≤ 1. Without loss of generality, suppose

x
(t)
i0

≤ pm(t) + (1− p)M (t) . (14)

From Lemma 2, we get that for all T ∈ N,

x
(t+T )
i0

≤ p

(
t+T−1∏
s=t

A
(s)
i0i0

)
m(t) +

(
1− p

(
t+T−1∏
s=t

A
(s)
i0i0

))
M (t)

≤ pϵTm(t) +
(
1− pϵT

)
M (t) .

Denote Vk as the set of tokens that are exactly k-hop neighbors of i0:

Vk := {j ∈ V : dist(i0, j) = k} .
For any i1 ∈ V1, it follows that

x
(t+1)
i1

≤ A
(t)
i1i0

x
(t)
i0

+ (1−A
(t)
i1i0

)M (t)

≤ ϵ
(
pm(t) + (1− p)M (t)

)
+ (1− ϵ)M (t)

= pϵm(t) + (1− pϵ)M (t) . (15)
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Apply Lemma 2 to (15), we further get that for T ∈ N,

x
(t+T )
i1

≤ pϵTm(t) +
(
1− pϵT

)
M (t) .

Then let i2 ∈ V2. For simplicity, we still use i1 to denote the intermediate neighbor between i0 and
i2. Similarly to the case of i1, we get that

x
(t+2)
i2

≤ A
(t+1)
i2i1

x
(t+1)
i1

+ (1−A
(t+1)
i2i1

)M (t)

= ϵ
(
pϵm(t) + (1− pϵ)M (t)

)
+ (1− ϵ)M (t)

= pϵ2m(t) +
(
1− pϵ2

)
M (t) , (16)

and applying Lemma 2 to (16), it follows that for T ∈ N≥2

x
(t+T )
i2

≤ pϵTm(t) +
(
1− pϵT

)
M (t) .

Iterating this process for tokens in V3, ...,Vr, where r is the radius of G, we get that for any token
i ∈ G,

x
(t+r)
i ≤ pϵrm(t) + (1− pϵr)M (t) ,

meaning that

M (t+r) ≤ pϵrm(t) + (1− pϵr)M (t) .

We thus conclude that
M (t+r) −m(t+r) ≤ pϵrm(t) + (1− pϵr)M (t) −m(t)

= (1− pϵr)
(
M (t) −m(t)

)
(17)

For the other case of (14), i.e. x
(t)
i0

> pm(t) + (1 − p)M (t), (17) is obtained using a symmetric
argument by bounding m(t+r) from below through (12). This completes the proof of (13).

Corollary 2. There exists C(x(0)) > 0 such that

M (t) −m(t) ≤ C (1− ϵr)
t/r

,∀t ≥ 0 ,

where r is the radius of the graph G.

B.2 Proof of Theorem 1

With Corollary 2, we are ready to prove the main theorem. Recall (10), we then get that

X
(t+1)
:,j = (A(t)...A(0)X(0)W

(0)
V ...W

(t)
V ):,j

= A(t)...A(0)X(0)
(
W

(0)
V ...W

(t)
V

)
:,j

=

d∑
i=1

W̃
(t)
ij A(t)...A(0)X

(0)
:,i (18)

where W̃ (t) := W
(0)
V ...W

(t)
V . This means that for any j ∈ [d], there exists Cj > 0 such that∣∣∣X(t+1)

m,j −X
(t+1)
n,j

∣∣∣ = ∣∣∣∣∣
d∑

i=1

W̃ij((A
(t)...A(0)X

(0)
:,i )m − (A(t)...A(0)X

(0)
:,i )n)

∣∣∣∣∣
≤

d∑
i=1

∣∣∣W̃ij

∣∣∣ ∣∣∣(A(t)...A(0)X
(0)
:,i )m − (A(t)...A(0)X

(0)
:,i )n

∣∣∣
≤

d∑
i=1

∣∣∣W̃ij

∣∣∣ ∣∣∣∣max
l∈[N ]

(A(t)...A(0)X
(0)
:,i )l − min

l∈[N ]
(A(t)...A(0)X

(0)
:,i )l

∣∣∣∣
≤ Cj

d∑
i=1

∣∣∣W̃ij

∣∣∣ (1− ϵr)
t/r (19)

≤ Cj (1− ϵr)
t/r ∀m,n ∈ [N ] , (20)
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where (19) follows from (2) and (20) follows from A3.

Then by (20),

µ(X(t)) = ∥X(t) − 11⊤X(t)/N∥F =

√√√√ d∑
j=1

∥X(t+1)
:,j − 11⊤X

(t)
:,j /N∥22

=

√√√√ 1

2N

d∑
j=1

N∑
m=1

N∑
n=1

|X(t)
m,j −X

(t)
n,j |2

≤

√√√√N

2

d∑
j=1

C2
j (1− ϵr)

2t/r ≤
√

C (1− ϵr)
2t/r

= C ′ (1− ϵr)
t/r

,

where C := N
2

∑d
j=1 C

2
j and C ′ :=

√
C here.

C Proof of Theorem 2

C.1 Auxiliary results

Lemma 4. Under A1 and A2, there exists ϵ > 0 such that A(t)
i,j ≥ ϵ for all t ≥ 0, (j, i) ∈ E.

Proof. Note due to the way the dynamical system is defined in (3), for every t ≥ 0, every token X
(t)
i,:

lies within the unit sphere Sd−1. Then it follows from A2 that there exists C ∈ R such that for all
t ≥ 0, ∥∥∥∥(X(t)W

(t)
Q

)
i,:

∥∥∥∥
2

=
∥∥∥X(t)

i,: W
(t)
Q

∥∥∥
2
≤ C ,∥∥∥∥(X(t)W

(t)
K

)
i,:

∥∥∥∥
2

=
∥∥∥X(t)

i,: W
(t)
K

∥∥∥
2
≤ C .

Hence for all i, j ∈ [N ],

−C2 ≤ (X(t)W
(t)
Q (X(t)W

(t)
K )⊤)i,j ≤ C2 .

This implies that there exists ϵ > 0 such that A(t)
i,j ≥ ϵ for all (i, j) ∈ E.

Lemma 5. Under the same assumptions as Theorem 2, there exists C1, C2 > 0 such that C1 ≤
D

(t)
i,i ≤ C2 for all t ≥ 0, i ∈ [N ].

Proof. We adopt the following notation:

Notation 1. For X ∈ RN×d, we use Conv(X) to denote the convex hull of {X1,:, ..., XN,:}.

First, since for x ∈ Conv(X(t)), W (t)⊤x always lies in Sd−1, D(t)
i,i ≥ 1.

Then for all t ≥ 0, each row vector of (A(t)X(t)W (t))i,: lies in the convex cone generated by
X(0)W̃ (t), where W̃ (t) := Πt

i=0W
(i) . To see this,

(A(t)X(t)W (t))i,: =

N∑
j0=1

A
(t)
ij0

X
(t)
j0,:

W (t)

=

N∑
j0=1

A
(t)
ij0

D
(t−1)
j0,j0

 N∑
j1=1

A
(t−1)
j0,j1

X
(t−1)
j1,:

W (t−1)

W (t)

=
∑

(j0,...,jt)∈[N ]t+1

A
(t)
ij0

D
(t−1)
j0,j0

A
(t−1)
j0,j1

D
(t−2)
j1,j1

...D
(0)
jt−1,jt−1

A
(0)
jt−1,jt

X
(0)
jt,:

W̃ (t)
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Hence all t ≥ 0,

(A(t)X(t)W (t))i,: =

N∑
j=1

a
(t)
ij X

(0)
j,: W̃

(t) ,

where a
(t)
ij ≥ 0,∀j ∈ [N ] and

∑N
j=1 a

(t)
ij ≥ 1.

We then make the following observation:

Lemma 6. Under assumption (∗), there exists v ̸= 0 such that

⟨X(0)
i,: , v⟩ > 0 i ∈ [N ] ,

meaning that all the points of X(0) lie in an open hemisphere H.

To see this, observe that since X(0) is full rank and N ≤ d, 0 /∈ Conv(X(0)). Then the hyperplane
separation theorem states that there exists a hyperplane strictly separating 0 and Conv(X(0)), letting
us conclude Lemma 6.

Since all the points of X(0) lie in an open hemisphere H, there exists γ > 0 such that for all
x ∈ Conv(X(0)) and W orthogonal,

∥Wx∥2 = ∥x∥2 ≥ γ .

Then

∥(A(t)X(t)W (t))i,:∥2 =

∥∥∥∥∥∥
 N∑

j=1

a
(t)
ij

∑N
j=1 a

(t)
ij X

(0)
j,: W̃

(t)∑N
j=1 a

(t)
ij

∥∥∥∥∥∥
2

≥

∥∥∥∥∥
∑N

j=1 a
(t)
ij X

(0)
j,: W̃

(t)∑N
j=1 a

(t)
ij

∥∥∥∥∥
2

≥ γ .

We conclude that D(t)
i,i ≤ 1/γ, for all t ≥ 0.

Writing the layer-wise update rule (3) recursively, we get the following formulation of X(t):

X(t+1) = D(t)A(t)...D(0)A(0)X(0)W (0)...W (t) .

We focus on the infinite product limt→∞ D(t)A(t)...D(0)A(0). We first define a family of attention
matrices as follows:
Definition 6. Let ϵ > 0. We define AG,ϵ to be the set of row-stochastic matrices satisfying the
following conditions:

1. ϵ ≤ Aij ≤ 1, if (j, i) ∈ E(G),

2. Aij = 0, if (j, i) /∈ E.

We also define
DC1,C2

= {diag(d) : C1 ≤ew d≤ew C2} . (21)
and subsequently,

MG,ϵ,C1,C2
= {DA : D ∈ DC1,C2

, A ∈ AG,ϵ} . (22)

To study the infinite product of matrices from MG,ϵ,C1,C2
, we introduce some necessary concepts:

17



Definition 7. A non-negative matrix M is called row allowable if it has a positive entry in each of its
rows.

Definition 8. Consider a sequence of row allowable matrices {M (t)}∞t=0. Define the partial product

P (t) := M (t)...M (0) .

We say that the sequence {P (t)}∞t=0 is ergodic if there exists a sequence of positive rank one matrices
{S(t)}∞t=0 such that

lim
t→∞

P
(t)
ij

S
(t)
ij

= 1 , ∀i, j ∈ [N ] . (23)

Our goal is to show the following key result:

Lemma 7. Let ϵ, C1, C2 > 0. Given {D(t)A(t)}∞t=0 in MG,ϵ,C1,C2
. The sequence of partial products

{P (t)}∞t=0 is ergodic.

For that, we will make use of the following result:

Lemma 8 (Corollary 5.1 [18]). Consider a sequence of row allowable matrices {M (t)}∞t=0. Let at
and bt be the smallest and largest entries in M (t), respectively. If

∑∞
t=0

at

bt
= ∞, then {P (t)}∞t=0 is

ergodic.

We cannot directly apply Lemma 8 to D(t)A(t) yet unless in the special case of full bidirectional
attention such as the one used in BERT i.e. G is an undirected, complete graph, as at could equal
zero due to the sparsity pattern of attention G. In order to make use of the above result, we first need
to show that long products of P (t) := D(t)A(t) will eventually become strictly positive for strongly
connected G. For t0 ≤ t1, we denote

P (t1:t0) = P (t1) . . . P (t0) .

Lemma 9. Under A1, if G is strongly connected, there exist T ∈ N and C3, C4 > 0 such that for all
t ≥ 0,

C3 ≤ P
(t+T :t)
i,j ≤ C4 , ∀1 ≤ i, j ≤ N .

Proof. Note that by A1 and the strong connectivity of G, there exists T ∈ N, e.g. the diameter of G,
and ϵ, C1, C2 > 0 such that for all t ≥ 0,

(ϵC1)
T ≤ P

(t+T :t)
i,j ≤ CT

2 , ∀1 ≤ i, j ≤ N.

Then we apply Lemma 8 to {P (k+1)T :T }∞k=0 and concludes Lemma 7.

As a result, from (23) we see that any P (t) can now be written in the following form:

P (t) = u(t)(v(t))⊤ + E(t) ,

where u(t), v(t) are positive vectors such that u(t)(v(t))⊤ = S(t). Without loss of generality, assume
∥v(t)∥2 = 1.

Then it follow from (23) that

Lemma 10.

lim
t→∞

E
(t)
ij

u
(t)
i

= 0, ∀i, j ∈ [N ] .
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Proof. Given ∣∣∣∣∣v(t)j

E
(t)
ij

u
(t)
i v

(t)
j

∣∣∣∣∣ ≤
∣∣∣∣∣ E

(t)
ij

u
(t)
i v

(t)
j

∣∣∣∣∣
where by (23), since also

lim
t→∞

∣∣∣∣∣ E
(t)
ij

u
(t)
i v

(t)
j

∣∣∣∣∣ = 0 ,

We get that

lim
t→∞

∣∣∣∣∣E
(t)
ij

u
(t)
i

∣∣∣∣∣ = 0 ,

and hence

lim
t→∞

E
(t)
ij

u
(t)
i

= 0 .

Thus the 2-norm of the ith token of X(t+1), ∥X(t+1)
i,: ∥2 is

∥P (t)
i,: X

(0)W̃ (t)∥2 = ∥u(t)
i (v(t))⊤X(0)W̃ (t) + E

(t)
i,: X

(0)W̃ (t)∥2 = 1 ,∀i ∈ [N ]. (24)

Then by Lemma 10,

lim
t→∞

∥∥∥∥∥(v(t))⊤X(0)W̃ (t) +
E

(t)
i,:

u
(t)
i

X(0)W̃ (t)

∥∥∥∥∥
2

= lim
t→∞

∥∥∥(v(t))⊤X(0)W̃ (t)
∥∥∥
2
= lim

t→∞

1

u
(t)
i

.

Note that

min
∥v∥2=1

∥∥∥v⊤X(0)W̃ (t)
∥∥∥
2
= σmin((X

(0)W̃ (t))⊤) ,

where σmin(·) denotes the smallest singular value. Since we assume X(0) has full rank, and W̃ (t) is
orthogonal

lim
t→∞

∥∥∥(v(t))⊤X(0)W̃ (t)
∥∥∥
2
≥ σmin((X

(0)W̃ (t))⊤) > 0 .

Then given ∀i ∈ [N ],

lim
t→∞

∥∥∥(v(t))⊤X(0)W̃ (t)
∥∥∥
2
= lim

t→∞

1

u
(t)
i

,∀i ∈ [N ] ,

as a result,

lim
t→∞

u
(t)
i = lim

t→∞
u
(t)
k < ∞ ,∀i, k ∈ [N ] . (25)

This together with Lemma 10 implies that

lim
t→∞

E
(t)
ij = 0,∀i ∈ [N ], j ∈ [d] ,

and

lim
t→∞

µ(X(t)) = lim
t→∞

∥Bu(t)(v(t))⊤X(0)W̃ (t) +BE(t)X(0)W̃ (t)∥F = 0 . (26)
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C.1.1 Exponential convergence rate

Having established the convergence in (26), we then establish the exponential convergence rate.

We define that
α(t) := min

i,j∈[N ]
⟨X(t)

i,: , X
(t)
j,: ⟩.

Similar to the derivation of (25), note that

max
∥v∥2=1

∥∥∥v⊤X(0)W̃ (t)
∥∥∥
2
= σmax((X

(0)W̃ (t))⊤) ,

it follows that
lim
t→∞

∥∥∥(v(t))⊤X(0)W̃ (t)
∥∥∥
2
≤ σmax((X

(0)W̃ (t))⊤) < ∞ .

Since ∀i ∈ [N ],

lim
t→∞

∥∥∥(v(t))⊤X(0)W̃ (t)
∥∥∥
2
= lim

t→∞

1

u
(t)
i

,∀i ∈ [N ]

as a result,
lim
t→∞

u
(t)
i = lim

t→∞
u
(t)
k > 0,∀i, k ∈ [N ] ,

meaning that limt→∞ X
(t)
i,: ∈ Sd−1 for all i ∈ [N ] .

Then given the convergence established in (26), we get that limt→∞ α(t) = 1 , from which there
exists t0 ∈ N such that α(t) > 0, ∀t ≥ t0. It follows that for t ≥ t0,

ϕ(t+r) = min
i,j∈[N ]

⟨X(t+r)
i,: , X

(t+r)
j,: ⟩ = ⟨X(t+r)

i(t+r),:
, X

(t+r)

j(t+r),:
⟩

≥ ⟨
N∑

k1=1

A
(t+r−1)

i(t+r),k1
X

(t+r−1)
k1

,

N∑
l1=1

A
(t+r−1)

j(t+r),l1
X

(t+r−1)
l1

⟩

≥
∑

(k1,...,kr)∈[N ]r

∑
(l1,...,lr)∈[N ]r

A
(t+r−1)

i(t+r),k1
...A

(t)
kr−1,kr

A
(t+r−1)

j(t+r),l1
...A

(t)
lr−1,lr

⟨X(t)
kr

, X
(t)
lr

⟩

≥ Nϵ2r + (1−Nϵ2r)ϕ(t) .

Thus
1− ϕ(t+r) ≤ (1−Nϵ2r)(1− ϕ(t)).

Writing recursively, we get that for k ≥ 0,

1− ϕ(t0+kr) ≤ (1−Nϵ2r)k(1− ϕ(t0)) ,

Let C := 2/(1−Nϵ2r)t0/r. Hence for all t ≥ 0,

1− α(t) ≤ C(1−Nϵ2r)
t
r . (27)

Since by definition, 1− ϕ(t) ≥ 1− ⟨X(t)
i,: , X

(t)
j,: ⟩ ≥ ∥X(t)

i,: −X
(t)
j,: ∥22/2, it follows that

µ(X(t)) = ∥X(t) − 11⊤X(t)/N∥F =

√√√√ N∑
i=1

∥X(t)
i,: − 1⊤X(t)/N∥22

=

√√√√ 1

2N

N∑
i=1

N∑
j=1

∥X(t)
i,: −X

(t)
j,: ∥22

≤ C ′(1−Nϵ2r)
t
2r ,

where C ′ =
√
CN , completing the proof.
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D Proof of Corollary 1

First, since for x ∈ Conv(X(t)), W (t)⊤x always lies in Sd−1, D(t)
i,i ≥ 1, for all i ∈ [N ], t ≥ 0.

For all t ≥ 0, since ϕ(0) ≥ 0 and G is quasi-strongly connected, we have that

ϕ(t+r) = min
i,j∈[N ]

⟨X(t+r)
i,: , X

(t+r)
j,: ⟩ = ⟨X(t+r)

i(t+r),:
, X

(t+r)

j(t+r),:
⟩

≥ ⟨
N∑

k1=1

A
(t+r−1)

i(t+r),k1
X

(t+r−1)
k1

W (t+r−1),

N∑
l1=1

A
(t+r−1)

j(t+r),l1
X

(t+r−1)
l1

W (t+r−1)⟩

= ⟨
N∑

k1=1

A
(t+r−1)

i(t+r),k1
X

(t+r−1)
k1

,

N∑
l1=1

A
(t+r−1)

j(t+r),l1
X

(t+r−1)
l1

⟩

≥
∑

(k1,...,kr)∈[N ]r

∑
(l1,...,lr)∈[N ]r

A
(t+r−1)

i(t+r),k1
...A

(t)
kr−1,kr

A
(t+r−1)

j(t+r),l1
...A

(t)
lr−1,lr

⟨X(t)
kr

, X
(t)
lr

⟩

≥ ϵ2r + (1− ϵ2r)ϕ(t) .

Thus
1− ϕ(t+r) ≤ (1− ϵ2r)(1− ϕ(t)).

Writing recursively, we get that for k ≥ 0,

1− ϕ(kr) ≤ (1− ϵ2r)k(1− ϕ(0)) ,

Let C := 1/(1− ϵ2r). Hence for all t ≥ 0,

1− ϕ(t) ≤ C(1− ϵ2r)
t
r . (28)

Since by definition, 1− ϕ(t) ≥ 1− ⟨X(t)
i,: , X

(t)
j,: ⟩ ≥ ∥X(t)

i,: −X
(t)
j,: ∥22/2, it follows that

µ(X(t)) = ∥X(t) − 11⊤X(t)/N∥F =

√√√√ N∑
i=1

∥X(t)
i,: − 1⊤X(t)/N∥22

=

√√√√ 1

2N

N∑
i=1

N∑
j=1

∥X(t)
i,: −X

(t)
j,: ∥22

≤ C ′(1− ϵ2r)
t
2r ,

where C ′ =
√
CN , completing the proof.

E Detailed analysis of the illustrative example in Section 4.3.1

First token Given that

X
(t+1)
1,2

X
(t+1)
1,1

=
X

(t)
1,2

X
(t)
1,1

+ w ,

we get that
X

(t+1)
1,2

X
(t+1)
1,1

=
X

(0)
1,2

X
(0)
1,1

+ wt .

and thus

lim
t→∞

X
(t)
1,2

X
(t)
1,1

= ∞ .
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Since the sign of X(t)
1,1 is invariant, depending on its initial sign, we get that

lim
t→∞

X
(t)
1,: =

{
[0, 1] if X(0)

1,1 > 0

[0,−1] if X(0)
1,1 < 0

.

Second token Assume that the first token converges to [0, 1]. Then

X
(t+1)
2,2

X
(t+1)
2,1

=
X

(t)
2,2

X
(t)
2,1

+ w +
1

X
(t)
2,1

:= g

(
X

(t)
2,2

X
(t)
2,1

)
,

Solving
X

(t+1)
2,2

X
(t+1)
2,1

=
X

(t)
2,2

X
(t)
2,1

gives X2,1 = −1/w and
X

(t+1)
2,2

X
(t+1)
2,1

>
X

(t)
2,2

X
(t)
2,1

if X2,1 < −1/w

X
(t+1)
2,2

X
(t+1)
2,1

<
X

(t)
2,2

X
(t)
2,1

otherwise .
(29)

To show the convergence, we utilize the following useful property of g(·):
Lemma 11. g is non-decreasing in X2,2/X2,1.

Proof. Let y = X2,2/X2,1. Given the identity that(
1

X
(t)
2,1

)2

= y2 + 1 ,

we get that

2
∂
(

1
X2,1

)
∂y

1

X2,1
= 2y .

Hence
∂
(

1
X2,1

)
∂y

= X2,1y = X2,2 ,

which means that
∂g

∂y
= 1 +X2,1 ≥ 0 .

Given X2,2/X2,1 is invariant at X2,1 = −1/w (symmetric points A and B in Fig. 5), together
with Lemma 11, they imply the invariance of the 4 segments on S1, as shown in Fig. 5. Furthermore,
(29) shows which point each region would converge to. Thus it suffices to choose X

(0)
2,: to be on the

dark blue or orange segment.

F Proof of Theorem 3

F.1 Finding the equilibria

Step 1 Without loss of generality, we set that W (t)
K = W

(t)
Q = 0, for all t ≥ 0. The system

of equations corresponds to the equilibrium condition for the attention dynamics with LayerNorm
defined in (3) when the attention mask G is causal is as follows:

X1,: = F1(X) = d1X1,:WV

X2,: = F2(X) = d2
(
1
2X1,:WV + 1

2X2,:WV

)
...
XN,: = FN (X) = dN

(
1
NX1,:WV + ...+ 1

NXN,:WV

)
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(0, 1)

(0, �1)

(0, 1)

A

B

1

Figure 5: Convergence analysis of the second token in d = 2.

where di = i/∥
∑i

j=1 Xj,:WV ∥2. We define that βi = di/i for i ∈ [N ]. Then the above system
equation becomes 

X1,: = β1X1,:WV

X2,: = β2

(
1
β1
X1,: +X2,:WV

)
...

XN,: = βN

(
1

βN−1
XN−1,: +XN,:WV

)
after substitution. Then for i ∈ [N − 1],

Xi+1,: = βi+1

(
1

βi
Xi,: +Xi+1,:WV

)
, (30)

Let k ∈ [N ]. If β1 = ... = βk = 1, then for i ∈ [k − 1],

Xi+1,: = Xi,: +Xi+1,:WV , (31)

Then if XK,: is a generalized eigenvector of rank k corresponding to WV with eigenvalue 1, then
from (31) that {XK,:, ..., X1,:} is the Jordan chain generated by XK,:, which is known to be linearly
independent.

Hence we set WV to be a matrix with a generalized eigenvector of rank k corresponding to eigenvalue
1. For example,

1. For k = 1, WV can be set as Id;

2. For k = 2, WV can be set as

W
(t)
V =



1 0 0 ... 0 0
0 1 0 ... 0 0
...

...
... ...

...
...

0 0 0 ... 0 0
0 0 0 ... 1 w
0 0 0 ... 0 1

 ∀t ≥ 0 .

3. For k = 3, WV can be set as

W
(t)
V =



1 0 0 ... 0 0
0 1 0 ... 0 0
...

...
... ...

...
...

0 0 0 ... w 0
0 0 0 ... 1 w
0 0 0 ... 0 1

 ∀t ≥ 0 .
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4. For k = N , WV can be set as

W
(t)
V =



1 w 0 ... 0 0
0 1 w ... 0 0
...

...
... ...

...
...

0 0 0 ... w 0
0 0 0 ... 1 w
0 0 0 ... 0 1

 ∀t ≥ 0 . (32)

For our own purpose, we consider k = N = d. Then to solve for equilibrium defined by the condition
in (31), for i ∈ [N − 1],

Xi+1,:



0 −w 0 ... 0 0
0 0 −w ... 0 0
...

...
... ...

...
...

0 0 0 ... −w 0
0 0 0 ... 0 −w
0 0 0 ... 0 0

 = Xi,: ,

which means that

[0,−wXi+1,1,−wXi+1,2, ...,−wXi+1,d−1] = [Xi,1, Xi,2, Xi,3, ..., Xi,d] . (33)

Then setting X1,: = [0, 0, ..., 0, 1], iteratively solving (31), we get that an equilibrium satisfying (30)
is as follows: 

X1,: = [0, 0, ..., 0, 0, 1]

X2,: =
[
0, 0, ..., 0,− 1

w ,−
√
1− 1

w2

]
X3,: =

[
0, 0, ..., 1

w2 ,
√

1
w2 − 1

w4 ,
√
1− 1

w2

]
...

XN,: = (−1)N−1



1
wN−1√

1
w2(N−2) − 1

w2(N−1)

...√
1
w4 − 1

w6√
1
w2 − 1

w4√
1− 1

w2 .



⊤

,

(34)

which is valid if w > 1. Since from (31), there is a free coordinate, in fact there a 2N many such
equilibria. Hence there exists {W (t)

K ,W
(t)
Q ,W

(t)
V }∞t=0 such that the corresponding attention dynamics

with LayerNorm has an equilibrium with rank k = N .

Step 2 To show that there are equilibria of any rank between 1 and full co-existing for a correspond-
ing dynamics given the same set of {W (t)

K ,W
(t)
Q ,W

(t)
V }∞t=0, consider W (t)

V to be the case of (32).
Then notice that to show there exists equilibrium of k beyond the full rank one as derived in Step 1,
notice the following:

We can set the first N − k + 1 tokens to be [0, ..., 0, 1], which still satisfies the equilibrium condition.
This implies that βN−k+1 = 1/(N −K + 1). Then recall (30):

Xi+1,: = βi+1

(
1

βi
Xi,: +Xi+1,:WV

)
Let βN−k+2 = 1, we get that

XN−k+2,:(I −W ) = [0, 0, ..., 0, N − k + 1] ,
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which yields

XN−k+2,: =

[
0d−2,−

N − k + 1

w
,±
√

1− (N − k + 1)2

w2

]
.

Continue the process by setting βi = 1 for i ≥ N − k + 2, we get a rank k equilibrium as desired
(there are 2k such equilibria), as long as w ≥ N .

Step 3 Finally to ensure {W (t)
K ,W

(t)
Q ,W

(t)
V }∞t=0 satisfies A2-A3:

• We see that {W (t)
K ,W

(t)
Q }∞t=0 satisfies A2 by construction;

• Since this is a dynamics with LayerNorm, applying W
(t)
V is in fact equivalent to applying

ŴV = WV /∥WV ∥2 under the dynamics, where the latter has 2-norm at most 1 and thus
using ŴV satisfies A3.

F.2 Anisotropy of the full rank equilibria

To show that the full rank equilibria X∗ lie in a narrow region, we make use of the notion stable rank:

SRank(X) =
∥X∥2F
∥X∥22

.

We would like to show that for any δ > 0, weights can be chosen such that

1 ≤ SRank(X∗) ≤ (1 + δ) +O(1/N) .

Since for any matrix M , ∥M∥2F ≥ ∥M∥22, the first inequality trivially holds. To show the second
inequality, consider the equilibrium in (34). Then direct calculation yields that

∥X∗∥2F = Tr(X∗(X∗)⊤) = N .

Since by definition,
∥X∗∥2 = sup

∥v∥2=1

∥X∗v∥2 ,

and thus any ∥X∗v∥2 such that v ∈ RN , ∥v∥2 = 1 serves as a lower bound for ∥X∥2.

We consider v = [0, 0, ..., 0, 1]⊤ ∈ Rd. Then it follows that

∥X∗∥22 ≥ 1 + (N − 1)

(
1− 1

w2

)
,

which implies that

SRank(X∗) =
∥X∗∥2F
∥X∗∥22

≤ N

N − N−1
w2

Hence for any δ > 0, it suffices to choose w ≥ 1 such that

w ≥
√

1

δ
+ 1 .

F.3 Convergence analysis

The convergence analysis for the case d = 2 can be found in Appendix E. Here, we deal with the
general case where d > 2.

To show that tokens do not converge to an rank one subspace, it suffices to show that given certain
conditions on the initial input X(0), there are invariant space of the tokens that is at least rank 2. To
that end, we analyze the convergence of the first two tokens.
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First token Given that

X
(t+1)
1,2

X
(t+1)
1,1

=
X

(t)
1,2

X
(t)
1,1

+ w ,

we get that
X

(t+1)
1,2

X
(t+1)
1,1

=
X

(0)
1,2

X
(0)
1,1

+ wt .

Let
X

(0)
1,2

X
(0)
1,1

= r2w, for r2 ∈ R. It follows from above that

X
(t)
1,2

X
(t)
1,1

= (r2 + t)w . (35)

Then for all 3 ≤ i ≤ d,
X

(t+1)
1,i

X
(t+1)
1,1

= w
X

(t)
1,i−1

X
(t)
1,1

+
X

(t)
1,i

X
(t)
1,1

, (36)

setting
X

(0)
1,i

X
(0)
1,1

= riw
i−1 ,

where ri ∈ R, and substituting from the base case (35) to (36) recursively, we get that

X
(t)
1,i

X
(t)
1,1

= wi−1

(
ri + ri−1t+ ri−2

t−1∑
j1=0

j1 + ri−3

t−1∑
j2=0

j2∑
j1=0

j1 + ...+

+ r2

t−1∑
ji−3=0

...

j3∑
j2=0

j2∑
j1=0

j1...+

t−1∑
ji−2=0

...

j3∑
j2=0

j2∑
j1=0

j1

)
, (37)

which implies that

lim
t→∞

X
(t+1)
1,1

X
(t+1)
1,i

X
(t)
1,i

X
(t)
1,1

= 1 . (38)

Further, for i ≥ 3

X
(t+1)
1,i

X
(t+1)
1,i−1

=
wX

(t)
1,i−1 +X

(t)
1,i

wX
(t)
1,i−2 +X

(t)
1,i−1

=
X

(t+1)
1,1

X
(t+1)
1,i−1

X
(t)
1,i−1

X
(t)
1,1

(
w +

X
(t)
1,i

X
(t)
1,i−1

)
. (39)

Then (38) and (39) yields that

lim
t→∞

X
(t)
1,i

X
(t)
1,i−1

= ∞ ,

which let us conclude that if X(0)
1,1 > 0, the first token would converge to [0, 0, ..., 0, 1].

Second token Assume that the first token has converged to [0, 0, ..., 0, 1]. Similar to the first token,
we can show that for 2 ≤ i ≤ d− 1, it holds that

lim
t→∞

X
(t)
2,i

X
(t)
2,i−1

= ∞ ,
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and

X
(t)
2,i

X
(t)
2,1

= wi−1

(
ri + ri−1t+ ri−2

t−1∑
j1=0

j1 + ri−3

t−1∑
j2=0

j2∑
j1=0

j1 + ...+

+ r2

t−1∑
ji−3=0

...

j3∑
j2=0

j2∑
j1=0

j1...+

t−1∑
ji−2=0

...

j3∑
j2=0

j2∑
j1=0

j1

)
, (40)

by setting X
(0)
2,i /X

(0)
2,1 = riw

i−1, where ri > 0. Then note that

X
(t+1)
2,d

X
(t+1)
2,d−1

=
wX

(t)
2,d−1 +X

(t)
2,d + 1

wX
(t)
2,d−1 +X

(t)
2,d

=
X

(t+1)
2,1

X
(t+1)
2,d−1

X
(t)
2,d−1

X
(t)
2,1

(
w +

X
(t)
2,d

X
(t)
2,d−1

+
1

X
(t)
2,d−1

)

:= h

(
X

(t)
2,3

X
(t)
2,2

, t, r0, ..., rd−1

)
.

We will show a useful monotone property of h(·).
Lemma 12. Fix t, r2, ..., rd−1 > 0, h is non-decreasing in X2,d/X2,d−1.

Proof. Let y = X2,d/X2,d−1. Given the identity that(
1

X
(t)
2,d−1

)2

= y2 + 1 +
X2

2,1 + ...+X2
2,d−2

X2
2,d−1

:= y2 + 1 + f(r2, ..., rd) ,

we get that

2
∂
(

1
X2,d−1

)
∂y

1

X2,d−1
= 2y .

Hence
∂
(

1
X2,d−1

)
∂y

= X2,d−1y = X2,d ,

which means that
∂h

∂y
=

X
(t+1)
2,1

X
(t+1)
2,d−1

X
(t)
2,d−1

X
(t)
2,1

(1 +X2,d) ≥ 0 .

With this, we will show the following claim proving the invariance of the subspace of X2,d−1 ≤ −1/w
given some initial conditions:

Lemma 13. Suppose X
(0)
2,i < 0 for i ∈ [d− 2], X(0)

2,d−1 ≤ −1/w such that

1

w2

(
rd−2

rd−1

)2

+
1

w4

(
rd−3

rd−1

)2

+...+
1

w2(d−3)

(
r2

rd−1

)2

+
1

w2(d−2)

(
1

rd−1

)2

≤
√

w2 − 1 , (41)

then X
(t)
2,d−1 ≤ −1/w for all t ≥ 0.

Proof. When X
(t)
2,d−1 = −1/w, and given the conditions on r2, ..., rd−1 in (41),

X
(t)
2,d

X
(t)
2,d−1

= ±

√√√√√√w2 − 1−

(
X

(t)
2,1

)2
+ ...+

(
X

(t)
2,d−2

)2
(
X

(t)
2,d−1

)2
= ±

√
w2 − 1− f(t, r1, ..., rd−2)
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is well defined, where f(·) is monotone non-increasing in t for fixed r1, ..., rd−2 > 0. We denote

ȳ(t) =
√
w2 − 1− f(t, r1, ..., rd−2) .

Note that if X(t)
2,d−1 ≤ −1/w, we have

X
(t)
2,d

X
(t)
2,d−1

∈
[
−ȳ(t), ȳ(t)

]
then by Lemma 12 we get that

h

(
X

(t)
2,d

X
(t)
2,d−1

, t, r2, ..., rd−1

)
∈
[
−h
(
ȳ(t), t, r2, ..., rd

)
, h
(
ȳ(t), t, r2, ..., rd

)]
and since by (40),

X
(t+1)
2,1

X
(t+1)
2,d−1

X
(t)
2,d−1

X
(t)
2,1

≤ 1 ,

it implies that ∣∣∣h(±ȳ(t)
)∣∣∣ = X

(t+1)
2,1

X
(t+1)
2,d−1

X
(t)
2,d−1

X
(t)
2,1

ȳ(t) ≤ ȳ(t+1) ,

which means that
X

(t+1)
2,d−1

X
(t+1)
2,d

∈
[
−ȳ(t+1), ȳ(t+1)

]
and thus X(t)

2,d−1 ≤ −1/w for t ≥ 0.

This let us conclude that for a general class of sequences X(0), X(t) does not converge to a rank one
subspace as t → ∞.

F.4 Further discussion

Directionality of attention mask G In the proof of Theorem 3, we would like to note that G being
the causal graph gives a key structure to construct the counterexamples. A causal graph essentially
introduces asymmetries among token interactions where some tokens can attend to some other tokens
but not verse versa and we exploit such asymmetries in constructing the counterexamples. A similar
construction thus does not naturally apply to the case where G is undirected, e.g. a complete graph.

As a result, we leave the following interesting question for future research about whether the
directionality of graphs empowers the attention mechanism differently. We conjecture a negative
answer based on preliminary simulations.

Does a similar equilibrium exist if one uses an undirected graphs G as the attention
mask? If not, what differentiates the case between an undirected graph and a
directed graph?

G Experiments

Here we provide more details about numerical experiments presented in Section 5 and some additional
experimental results. All models were implemented with PyTorch [29] and Transformers library [36].

Compute We ran all of our experiments on CPUs.
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Licenses

• Libraries

– Wikipedia: MIT license
– tranformers [36]: Apache License 2.0

• Pretrained models

– BERT (bert-base-uncased) [11]: Apache License 2.0
– GPT2 (openai-community/gpt2) [30]: MIT license
– T5 (google-t5/t5-base) [31]: Apache License 2.0
– ALBERT (albert/albert-base-v2) [24]: Apache License 2.0

G.1 Deeper models

We provide the results for deeper models for the experiment presented in Fig. 2. Here, we conduct the
same experiment in a 128 layer randomly initialized BERT with 12 heads and 768 hidden dimension
using different attention masks. Similarly, in SANs, while different masks have different convergence
rates, all of them suffer from exponential rank collapse. But as soon as we add in LayerNorm, µ(X(t))
no longer converges to 0, as µ(·) does not show any decreasing trend even after 128 layers.
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Figure 6: Evolution of µ(X(t)) (in log-log scale) as the number of layers increases in 128 layer
models.

G.2 The effect of the temperature term dQK in initialized transformers

The effect of the temperature term dQK in initialized transformers is shown in Fig. 7. Similar to
the pretrained models, we see that smaller temperature terms alleviate the rate of rank collapse, and
effect is more significant under global attention than under sparser masked attention, and in shallower
layers than deeper layers.
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Figure 7: Evolution of µ(X(t)) (in log-log scale) as the number of layers increases in SANs with
different dQK at initialization.

G.3 The evolution of singular values of token representations in transformers

In this section, we investigate the full set of singular values of token representations X(t) in trans-
formers. For a clear presentation, we randomly select 3 out of the 3000 sequence samples described
in Section 5 and calculate all the singular values of X(t). The results in randomly initialized
transformers are presented in Fig. 8.
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We see that while the rank is full for X(t), there is usually one principal component that is much more
dominant than the rest. As we have discussed in the main text, this is the anisotropic characteristic
of token representations— there is a strong non-uniformity in different directions. Nonetheless, it
is important to note that the “small" singular values are in fact not negligible here in the absolute
sense—the minimal singular values are never close to zero, as Fig. 4 (middle) shows.

G.4 Initial token geometry

We verify the initial token geometry in transformers. For a clear presentation, we randomly select
3 out of the 3000 sequence samples described in Section 5 and calculate all the pairwise cosine
similarities between tokens. The results in randomly initialized transformers are presented in Fig. 9.
We see that in particular in BERT and ALBERT, the initial pairwise cosine similarities are all
non-negative.
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Figure 8: The full set of singular values of X(t) at each layer in initialized and pretrained transformers.
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Figure 9: Pairwise cosine similarities between tokens calculated from the initial embeddings in
randomly initialized and pretrained transformers, respectively.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We confirm that abstract and introduction accurately reflect the paper’s contri-
butions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We confirm that we discuss the limitations of the work, their implications and
possible directions for future work.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: We confirm that the paper provides the full set of assumptions and a complete
and correct proof for each theoretical result.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We confirm that we fully disclose all the information needed to reproduce the
experimental results of the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: Since all the experiments are for the verification purpose of our theory, they
are straightforward and can be easily replicated given the instructions detailed in the paper.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
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