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Abstract

Prompt tuning is proposed to better tune pre-trained language models by filling the objective gap between the pre-training process and the downstream tasks. Current methods mainly convert the downstream tasks into masked language modeling (MLM) problems, which have proven effective for tasks with simple label sets. However, when applied to relation classification tasks which often exhibit a complex label space, vanilla prompt tuning methods designed for MLM may struggle with handling complex label verbalizations with variable length as in such methods, the locations and number of masked tokens are typically fixed. Inspired by the text infilling task for pre-training generative models that can flexibly predict missing spans, we propose a novel generative prompt tuning method to reformulate relation classification as an infilling problem to eliminate the rigid prompt restrictions, which allows our method to process label verbalizations of varying lengths at multiple predicted positions and thus be able to fully leverage rich semantics of entity and relation labels. In addition, we design entity-guided decoding and discriminative relation scoring to predict relations effectively and efficiently in the inference process. Extensive experiments under low-resource settings and fully supervised settings demonstrate the effectiveness of our approach.

1 Introduction

Relation classification (RC) is a fundamental task in natural language processing (NLP), aiming to detect the relations between the entities contained in a sentence. With the rise of a series of pre-trained language models (PLMs) (Devlin et al., 2019; Liu et al., 2019; Lewis et al., 2020; Raffel et al., 2020), fine-tuning PLMs has become a dominating approach to RC (Joshi et al., 2020; Xue et al., 2021; Zhou and Chen, 2021). However, the significant objective gap between pre-training and fine-tuning may hinder the full potential of pre-trained knowledge for such a downstream task.

To this end, prompt tuning (Brown et al., 2020; Schick and Schütze, 2021a,b; Liu et al., 2021a) has been recently proposed. The core idea is to convert the objective of downstream tasks to be closer to that of the pre-training tasks. Current methods mainly cast a specific task to a masked language modeling (MLM) problem through two components: a template to reformulate input examples into cloze-style phrases (e.g., “<input example>. It was [MASK].”), and a verbalizer to map labels to candidate words (e.g., positive→“great” and negative→“terrible”). By predicting [MASK] (“great” or “terrible”), we can determine the label of the input example (positive or negative). Prompt tuning has proven effective especially for low-resource scenarios (Gao et al., 2021; Scao and Rush, 2021) by injecting task-specific guidance. When the label space is simple, downstream tasks can easily adapt to this paradigm (Hambardzumyan et al., 2021; Lester et al., 2021), which predicts one verbalization token at one masked position in the template.

However, when applying prompt tuning to RC with complex label space that conveys rich semantic information, vanilla prompt tuning methods designed for MLM may struggle with handling complex label verbalizations with variable length as in such methods, the locations and number of masked tokens are typically fixed. As presented in Figure 1 (b), different labels involve varying numbers of words as their descriptions. Abridging such labels into verbalizations of fixed lengths requires expert efforts and may lose important label semantic information, which is crucial for RC (Chang et al., 2008; Sainz et al., 2021). The problem becomes more tricky to handle when multiple predicted slots are required in the template, each of which may correspond to varying numbers of words to be predicted. This will hinder injecting essential knowledge such as entity types (Zhou and Chen, 2021) for RC.
damentally, these limitations are because the existing prompt tuning methods imitate MLM, which predicts only one token at one masked position. Therefore, we revisit existing pre-training tasks. As shown in Figure 1 (c), different from MLM, text infilling task (Lewis et al., 2020; Raffel et al., 2020) for pre-training generative models appears to be more compatible with RC. The task replaces consecutive spans of tokens with a single sentinel token and feeds the corrupted sentence into the encoder. The decoder learns to predict not only which but also how many tokens are missing from each span.

Inspired by the text infilling pre-training task, we propose a novel Generative Prompt Tuning method (GenPT), which eliminates the rigid prompt restrictions and reformulates RC as an infilling task to fully exploit the semantics of entity and relation types. Specifically, we construct an entity-oriented prompt, in which the template converts input sentences to infilling style phrases by leveraging three sentinel tokens, which serve as placeholders for type tokens of head and tail entities and label verbalizations. The target sequence then corresponds to entity type tokens and label verbalizations. In this way, our model can flexibly process label verbalizations of different lengths at multiple predicted positions, so as to fully utilize the semantic information of entity and relation types without the need for manual prompt engineering. Moreover, efficiently deciding the final classes is a practical problem in applying generative models to discriminative tasks. We design a simple yet effective entity-guided decoding and discriminative relation scoring strategy, making the prediction process more robust and efficient.

We conduct extensive experiments on four widely used relation classification datasets under low-resource and fully supervised settings. Compared to a series of strong discriminative and generative baselines, our method achieves better or competitive performance, especially in cases where relations are rarely seen during training, illustrating the effectiveness of our approach. Our main contributions are as follows:

- We reformulate relation classification as a text infilling task and propose a novel generative prompt tuning method, which eliminates the rigid prompt restrictions and makes full use of semantic information of entity types and relation labels.
- We design entity-guided decoding and discriminative relation scoring strategies to predict relations in the inference process effectively and efficiently.
- Extensive experiments on four popular relation classification datasets demonstrate the effectiveness of our model in both low-resource and fully supervised settings.

2 Background

2.1 MLM and Text Infilling

Masked language modeling (Taylor, 1953) is widely adopted as a pre-training task to obtain a bidirectional pre-trained model (Devlin et al., 2019; Liu et al., 2019; Conneau and Lample, 2019). Generally speaking, a masked language model (MLM) randomly masks out some tokens from the input.
sentences. Each [MASK] corresponds to one word. The objective is to predict the masked word by the rest of the tokens (see Figure 1 (a)).

Different from MLM which only predicts one token for one [MASK], the text infilling task (Raffel et al., 2020; Lewis et al., 2020) for pretraining seq2seq model can flexibly generate spans with different lengths. As shown in Figure 1 (c), the text infilling task samples a number of text spans with different lengths from the original sentence. Then each span is replaced with a single sentinel token. The encoder is fed with the corrupted sequence, and the decoder sequentially produces the consecutive tokens of dropped-out spans delimited by sentinel tokens.

2.2 Prompt-tuning of PLMs

During the standard fine-tuning of classification, the input instance \( x \) is converted to a token sequence \( \tilde{x} = [\text{CLS}]x[\text{SEP}] \). The model predicts an output class by adding a classification head on top of the [CLS] representations. Despite the effectiveness of fine-tuning PLMs, there is a big gap between pre-training tasks and fine-tuning tasks. To this end, prompt-tuning is proposed to convert the downstream task to make it consistent with the pre-training task. Current prompt-tuning approaches mainly cast tasks to cloze-style questions to imitate MLM. Formally, a prompt consists of two key components, template and verbalizer. The template \( T(\cdot) \) reformulates the original input \( x \) as a cloze-style phrase \( T(x) \) by adding a set of additional tokens and one [MASK] token. The verbalizer \( \phi : \mathcal{R} \rightarrow \mathcal{V} \) maps task labels \( \mathcal{R} \) to textual tokens \( \mathcal{V} \), where \( \mathcal{V} \) refers to a set of label words in the vocabulary of a language model \( \mathcal{M} \). In this way, a classification task is transformed into an MLM task:

\[
P(r \in \mathcal{R}|x) = P([\text{MASK}] = \phi(r)|T(x))
\]

Existing prompt-based approaches are effective when the label verbalizations are short with fixed length, but struggle in cases where labels require more complex and elaborate descriptions, as in relation classification. We can see from Figure 1 (b) that different classes own label tokens of different lengths, and it may not always be easy to map them to verbalizations of the same length without losing semantic information.

3 Approach

As presented in Figure 1 (d), this paper considers relation classification as a text infilling style task under a seq2seq framework, which takes the sequence \( T(x) \) processed by the template as input and outputs a target sequence \( y \) to predict relations. This section gives the problem definition formally in Section 3.1 and details our proposed approach.

We first introduce how to construct entity-oriented prompts in Section 3.2, and then show the model and training objective in Section 3.3. The inference details including entity-guided decoding and relation scoring are in Section 3.4.

3.1 Problem Definition

Formally, for an instance \( x = [x_1, x_2, ..., x_{|x|}] \) with head and tail entity mentions \( e_h \) and \( e_t \) spanning several tokens in the sequence, as well as entity types \( t_h \) and \( t_t \), relation classification task is required to predict the relation \( r \in \mathcal{R} \) between the entities, where \( \mathcal{R} \) is the relation set. \( r \) represents the corresponding label verbalization. Take a sentence \( x = \text{“Christina is the Washington National Opera’s director”} \) with relation \( r = \text{“org:top_members/employees”} \) as an example, \( e_h \) and \( e_t \) are “Christina” and “Washington National Opera”, and their entity types are “organization” and “person” respectively. The relation label verbalization \( r = \text{“top members or employees”} \) are derived from label \( r \), which involves removing attribute words “org:”, discarding symbols of “\_”, and replacing “/” with “or”.

3.2 Entity-oriented Prompt Construction

We design an entity-oriented continuous template \( T(\cdot) \) combining entity mentions and type information, which uses a series of pseudo tokens (Liu et al., 2021c) as prompts rather than discrete token phrases. Specifically, for an input sentence \( x \) with two marked entities \( e_h \) and \( e_t \),

\[
T(x) = x[v_i]...[v_{n_0-1}][x] e_h[v_{n_0}]...[v_{n_1-1}][y] e_t[v_{n_1}]...[v_{n_2-1}][z]
\]

where \( [v_i] \in \mathbb{R}^d \) refers to the \( i \)-th pseudo token in the template. We add three sentinel tokens in the template, where \( [x] \) and \( [y] \) in front of entity mentions are expected to denote type information of head and tail entities, and \( [z] \) to represent relation label tokens. The target sequence then consists of head and tail entity types and label verbalizations, delimited by the sentinel tokens used in the input plus a final sentinel token \([\text{W}]\).

\[
y = [x] t_h[y] t_t[z] r[w]
\]
where \( t_h \) and \( t_r \) denote the entity type sequence, \( r \) represents the token verbalizations of relation label. For example, we convert the example given in Section 3.1 to:

\[
T(x) = [v_0]...[v_{n_0-1}] [X] \text{Washington National Opera} [v_{n_0}]...[v_{n_1-1}] [Y] \text{Christina} [v_{n_1}]...[v_{n_2-1}] [Z]
\]

The target sequence will be \( y = "[X], organization, [Y], person, [Z], top, members, or, employees, [W]". \]

### 3.3 Model and Training

Given the generative PLM \( \mathcal{M} \) and a template \( T(x) \) as input, we map \( T(x) \) into embeddings in which the pseudo tokens are mapped to a sequence of continuous vectors,

\[
e(x), h_0, ..., h_{n_0-1}, e([X]), e(e_k), h_n, ..., h_{n_1-1}, e([Y]), e(e_l), h_n, ..., h_{n_2-1}, e([Z])
\]

where \( e(\cdot) \) is the embedding layer of \( \mathcal{M} \), \( h_t \in \mathbb{R}^d \) are trainable embedding tensors with random initialization, \( d \) is the embedding dimension of \( \mathcal{M} \), and \( 0 \leq i < n_2 \). We feed the input embeddings to the encoder of the model, and obtain hidden representations of the sentence \( h \):

\[
h = \text{Enc}(T(x))
\]

At the \( j \)-th step of the decoder, the model attends to previously generated tokens \( y_{<j} \) and the encoder output \( h \), and then predicts the probability of the next token:

\[
P(y_j|y_{<j}, T(x)) = \text{Dec}(y_{<j}, h)
\]

We train our model by minimizing the negative log-likelihood of label text \( y \) tokens given \( T(x) \) as input:

\[
\mathcal{L} = - \sum_{j=1}^{y} \log P(y_j|y_{<j}, T(x))
\]

### 3.4 Entity-guided Decoding and Scoring

We propose a simple yet effective entity-guided decoding strategy, which exploits entity type information to implicitly influence the choice of possible candidate relations. As shown in Figure 2, at the beginning of decoding, instead of only inputting the \textit{start-of-sequence} token \( << \) to the decoder, we also append the entity type tokens. With \( \hat{y}_j = << [X] t_h \; [Y] t_l \; [Z] \) as initial decoder inputs that serves as "preamble", the model iteratively predicts the subsequent tokens:

\[
P(y_j|y_{<j}, T(x)) = \text{Dec}(\hat{y}_j, y_{<j}, h)
\]

We collect \( P \in \mathbb{R}^{L \times |V|} \) through the decoding process, where \( P_j \) is word probability at the \( j \)-th prediction step, \( L \) represents the maximum generation length. The relation is predicted depending on the generated token probability corresponding to relation label verbalizations. Formally, for each relation \( r \in \mathcal{R} \) with its label verbalization \( r \), the prediction score \( s_r \) is calculated as follows:

\[
s_r = \frac{1}{|P|} \sum_{j=1}^{|r|} P_j r_j
\]

where \( p_j r_j \) represents the probability of token \( r_j \) at the \( j \)-th step of decoding. The sentence is classified into the relation with the highest score.

### 4 Experiments

#### 4.1 Datasets and Setups

We conduct experiments on four RC datasets, which are TACRED\(^2\) (Zhang et al., 2017), TACREV\(^3\) (Alt et al., 2020), Re-TACRED\(^4\) (Stoica et al., 2021), and Wiki80\(^5\) (Han et al., 2019), as presented in Table 1. TACRED is one of the most widely used RC datasets. TACREV is a dataset...
Table 2: Low-resource results on TACRED, TACREV, Re-TACRED, and Wiki80 datasets. We report mean and standard deviation performance of micro $F_1$ (%) over 5 different splits (see Section 4.1). Results marked with † are reported by Chen et al. (2021), ‡ are reported by (Han et al., 2021), and * indicates we rerun original code under low-resource settings. Best and second best numbers are highlighted in each column.

<table>
<thead>
<tr>
<th>Model</th>
<th>#Params</th>
<th>TACRED $K=8$ &amp; $K=16$</th>
<th>TACREV $K=8$ &amp; $K=16$</th>
<th>Re-TACRED $K=8$ &amp; $K=16$</th>
<th>Wiki80 $K=8$ &amp; $K=16$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SpanBERT* (Joshi et al., 2020)</td>
<td>336M</td>
<td>8.4 17.5 17.9</td>
<td>5.2 5.7 18.6</td>
<td>14.2 29.3 43.9</td>
<td>40.2 70.2 73.6</td>
</tr>
<tr>
<td>LUGE* (Yamada et al., 2020)</td>
<td>483M</td>
<td>9.5 21.5 28.7</td>
<td>9.8 22.0 29.3</td>
<td>14.1 37.5 52.3</td>
<td>53.9 71.6 81.2</td>
</tr>
<tr>
<td>GDPNet* (Xue et al., 2021)</td>
<td>336M</td>
<td>– – –</td>
<td>8.3 20.8 28.1</td>
<td>18.8 48.0 54.8</td>
<td>45.7 61.2 72.3</td>
</tr>
<tr>
<td>TANL* (Paolini et al., 2021)</td>
<td>770M</td>
<td>18.1 27.6 32.1</td>
<td>18.6 28.8 32.2</td>
<td>26.7 50.4 59.2</td>
<td>68.5 77.9 82.2</td>
</tr>
<tr>
<td>TYP Marker* (Zhou and Chen, 2021)</td>
<td>355M</td>
<td>28.9 32.0 32.4</td>
<td>27.6 31.2 32.0</td>
<td>44.8 54.1 60.0</td>
<td>31.5* 57.0* 74.4*</td>
</tr>
<tr>
<td>PTR (Roberta)† (Han et al., 2021)</td>
<td>355M</td>
<td>28.1 30.7 32.1</td>
<td>28.7 31.4 32.4</td>
<td>51.5 56.2 62.1</td>
<td>– – –</td>
</tr>
<tr>
<td>PTR (BERT)† (Han et al., 2021)</td>
<td>336M</td>
<td>– – –</td>
<td>25.3 27.2 33.1</td>
<td>45.8 53.8 55.2</td>
<td>67.6 75.6 78.8</td>
</tr>
<tr>
<td>KnowPrompt† (Chen et al., 2021)</td>
<td>336M</td>
<td>– – –</td>
<td>28.6 30.8 34.2</td>
<td>43.8 53.8 55.2</td>
<td>71.8 78.8 81.3</td>
</tr>
</tbody>
</table>

4.2 Implementation Details

The approach is based on Pytorch (Paszke et al., 2019) and the Transformer library of Huggingface (Wolf et al., 2020). We implement our method on two pretrained transformer language models, T5_{large} (Raffel et al., 2020) and BART_{large} (Lewis et al., 2020). The approach based on T5 is described in detail in Section 3. The BART version is basically the same as the T5 version, except that the sentinel tokens in the template are replaced with [MASK] tokens, following the pre-training task format of BART, and the target sequence is composed of entity types and label verbalizations. Most hyper-parameters are chosen following previous works (Han et al., 2021; Zhou and Chen, 2021). The maximum length of input sequence is 375. The maximum generation length $L$ depends on the maximum length of label verbalizations. The length of pseudo tokens in the template $T(\cdot)$ is set to $n \times 3$, where $n = n_{1} - n_{0} = n_{2} - n_{1} = n$. $n$ is 3 in our implementation, and detailed discussion is in Section 4.5. During training, our model is optimized with AdamW (Loshchilov and Hutter, 2019) with a learning rate of $3e - 5$. We use a batch size of 4 for T5 and 16 for BART, which are chosen for practical consideration in order to fit into GPU memory. The epochs are set to 5 and 10 for fully supervised setting and low-resource setting. The model is trained on 1 NVIDIA Tesla V100 GPU. The training times of TACRED under $K = 16$ and fully supervised settings are 0.36 hours and 10.1 hours, respectively, and testing time is 0.54 hours. We conduct ablation experiments and performance analysis based on the BART version.
We report mean and standard deviation over 5 different sampled training and development sets. Our model achieves better performance to the recent state-of-the-art model TYP Marker, which incorporates entity types into entity markers and achieves effective representations by concatenating the vectors of entity markers to predict relations. Moreover, we obtain better results on TACRED and TACREV datasets compared to the prompt-tuning model PTR and KnowPrompt. This result illustrates that it is practical to convert the relation classification task to a text infilling task and employ a pre-trained seq2seq model to generate label verbalizations. In this way, we can fully utilize the semantic information of relation labels without the need of manual prompt engineering.

### Impact of Training Relation Frequency
To further explore the impact of relation frequencies in training data, we split the test set into three subsets according to the class frequency in training. Specifically, we regard the relations with more than 300 training instances to form a high frequency subset (except for “no_relation”), those with 50-300 training instances form a middle frequency subset, and the rest form a low frequency subset. The high, middle, and low frequency subsets consist of 11, 25, and 5 relations, with each containing 2,263, 1,024, and 38 instances on TACRED and 2,180, 912, and 31 on TACREV. As shown in Figure 3, we evaluate our model and TYP Marker on the three subsets of the test data. Although the performance of our model is slightly lower than that of the TYP Marker on the high frequency set, we outperform it on the other two subsets, especially on the low frequency set, proving that our model is more effective when the class rarely appears in the training data.

### 4.4 Main Results and Discussion

#### Results of Low-Resource RC
Table 2 presents the results of micro $F_1$ under low-resource setting. We report mean and standard deviation over 5 different sampled training and development sets. Our model achieves better or comparable performance in comparison to existing approaches. Specifically, our model outperforms the state-of-the-art discriminative fine-tuning model TYP Marker and prompt-tuning methods PTR and KnowPrompt, proving that our method can handle extremely few-shot classification tasks better. We compare with generative model TANL which frames relation classification as a translation task. It can be observed that our method outperforms TANL, and the performance gain mainly comes from three aspects: 1) We convert RC to a text infilling task to be consistent with the pre-training task. 2) We fully leverage the entity type information in training and inference to improve RC. 3) Compared to their complex decoding strategy, our relation scoring module is more efficient. See Section 4.6 for more discussion.

#### Results of Fully Supervised RC
As shown in Table 3, we evaluate our model on the fully supervised setting. We can see our method outperforms some strong baselines including SpanBERT, LUKE, and GDPNET, and reaches comparable performance with the recent state-of-the-art model TYP Marker, which incorporates entity types into entity markers and achieves effective representations by concatenating the vectors of entity markers to predict relations. Moreover, we obtain better results on TACRED and TACREV datasets compared to the prompt-tuning model PTR and KnowPrompt. This result illustrates that it is practical to convert the relation classification task to a text infilling task and employ a pre-trained seq2seq model to generate label verbalizations. In this way, we can fully utilize the semantic information of relation labels without the need of manual prompt engineering.
Table 4: Ablation study on TACRED showing micro $F_1$ (%) to illustrate the impact of prompt formats. The shadow in row #1 indicates our entity-guided decoding, and row #2 represents the model without entity-guided decoding.

Table 5: Analysis of verbalizations with original label tokens or handcrafted tokens.

Table 6: Micro $F_1$ (%) and inference time (hours) on the test set with our relation scoring and likelihood-based prediction, respectively.

Discussion of pseudo token length. Here we discuss the effect of different pseudo token lengths. The experimental results are shown in Figure 4. The micro $F_1$ under the setting of $K = 16$ increases when $n$ increases from 0 to 3, and then decreases slightly. In our experiment, we fix $n$ to 3 to achieve effective performance, that is, there are 9 pseudo tokens in the template.

Analysis of label semantics. To verify the benefits coming from the label semantics, we experiment on manually crafted label verbalization with fixed length, following the work of Han et al. (2021). For example, relation “org:founded_by” is mapped to [organization, was, founded, by, person], and relation “org:top_members/employees” is mapped to [organization, ’s, employer, was, person]. Note all relations are mapped to sequences that require expert efforts, we apply our model by modifying the template $T(\cdot)$ as

$$T(x) = x [v_0] ... [v_{n-1}] [\text{MASK}] e_k [v_{n_0}] ... [v_{n_1-1}] [\text{MASK}]$$

and $y$ to be the mapped sequence. The results are presented in Table 5. Our model obtains higher results, proving our model can make full use of label semantics by learning to predict label verbalizations with varying lengths.

4.6 Analysis of Decoding Strategy

The effect of relation scoring. During re-running TANL under $K=8$ on TACRED, we notice that it takes a long time (86.62 hours) to perform inference on the test set. To illustrate the efficiency of our approach, we compare our relation scoring strategy with likelihood-based prediction (Nogueira dos Santos et al., 2020), which feeds...
Figure 5: Case study to illustrate the effect of entity-guided decoding.

5.2 Relation Classification

Fine-tuning PLMs for RC (Joshi et al., 2020; Yamada et al., 2020; Xue et al., 2021; Lyu and Chen, 2021) has achieved promising performance. Zhou and Chen (2021) achieves state-of-the-art results by incorporating entity type information into entity markers. Another interesting line is converting information extraction into generation form, specifically when labels have rich semantic information. Zeng et al. (2018) and Nayak and Ng (2020) propose seq2seq methods to extract relational facts. Huang et al. (2021) present a generative framework for document-level entity-based extraction tasks. Wang et al. (2021) convert information extraction tasks into a text-to-triple translation framework. A few recent works apply prompt learning on RC. PTR (Han et al., 2021) propose a prompt tuning method with rules by manually designing essential sub-prompts and applying logic rules to compose sub-prompts. KnowPrompt (Chen et al., 2021) design virtual template and answer words with knowledge injected. The main difference between our work and theirs is that we convert RC into an infilling task rather than MLM problem, which can flexibly define templates and label verbalizations by taking advantage of generative models. In addition, our method does not need any manual efforts compared to PTR, which is more practical when adapted to other datasets or similar tasks.

5 Conclusion

This paper presents a novel generative prompt tuning method for RC. Unlike vanilla prompt tuning that converts a specific task into an MLM problem, we reformulate RC as a text infilling task, which can predict label verbalizations with varying lengths at multiple predicted positions and thus better utilize semantic information of entity and relation types. In addition, we design a simple yet effective entity-guided decoding and discriminative scoring strategy, making our generative model more practical. Qualitative and quantitative experiments on four widely used RC benchmarks prove the effectiveness of our approach.
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