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Abstract
Domain generalizability is a crucial aspect of001
a deep learning model since it determines the002
capability of the model to perform well on data003
from unseen domains. However, research on004
the domain generalizability of deep learning005
models for vision-language tasks remains lim-006
ited, primarily because of the lack of required007
datasets. To address these challenges, we pro-008
pose VOLDOGER: Vision-Language Dataset009
for Domain Generalization, a dedicated dataset010
designed for domain generalization that ad-011
dresses three vision-language tasks: image cap-012
tioning, visual question answering, and visual013
entailment. We constructed VOLDOGER by ex-014
tending LLM-based data annotation techniques015
to vision-language tasks, thereby alleviating016
the burden of recruiting human annotators. We017
evaluated the domain generalizability of vari-018
ous models through VOLDOGER.019

1 Introduction020

Vision-language models have evolved and demon-021

strated outstanding performance in various tasks022

(Chen et al., 2023) such as image captioning (Ste-023

fanini et al., 2022), visual question answering024

(VQA) (Wu et al., 2017; de Faria et al., 2023), and025

visual entailment (VE) (Xie et al., 2019). However,026

these vision-language models can suffer from do-027

main shift, which is a significant challenge for deep028

learning models (Wang and Deng, 2018; Fang et al.,029

2024). Domain shift refers to a phenomenon in030

which the domain of the data changes between the031

training and inference phases of a model. For exam-032

ple, an image classification model trained on photos033

may not perform well when applied to sketch im-034

ages (Zhou et al., 2022). This issue is prevalent035

in NLP tasks (Elsahar and Gallé, 2019; Ramponi036

and Plank, 2020; Calderon et al., 2023) to vision-037

language tasks (Chen et al., 2017; Zhao et al., 2017;038

Yang et al., 2018; Zhao et al., 2020).039

Extensive research has been conducted on do-040

main generalization to mitigate domain shift (Zhou041

Real Photo Cartoon Drawing

Oil PaintingPencil Drawing

Figure 1: Examples of images with various styles in
VOLDOGER. Please refer to Appendix F for more ex-
amples with annotation.

et al., 2022; Wang et al., 2022). These lines of 042

study aim to utilize multiple source domains to 043

enhance the generalizability of the model against 044

out-of-domain target domains. However, the dif- 045

ficulty of collecting annotated data from various 046

source domains may diminish the practicality of 047

domain generalization. Although it is relatively 048

simple to gather data for unimodal tasks such as 049

image classification or text classification (Blitzer 050

et al., 2007; Peng et al., 2019), it may be more dif- 051

ficult to collect data for multimodal tasks because 052

they require a pair of data in each modality. 053

Consequently, there is a lack of datasets for do- 054

main generalization in multimodal tasks, including 055

vision-language tasks. The absence of a dedicated 056

dataset makes it difficult to explore domain gen- 057

eralization in vision-language tasks. For example, 058

existing studies on domain generalization for im- 059

age captioning merged multiple existing datasets 060

with different subjects, each of which contains real 061
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photos as input images (Ren et al., 2023). However,062

this approach fails to fully consider the diversity of063

domains because it contains only real photographs,064

thereby not accounting for the domain shift in the065

style of the input image. Furthermore, recent ad-066

vancements in generative models have led to a sig-067

nificant increase in the volume of generated content068

encompassing a diverse array of styles. In view of069

this challenge, vision-language models must be070

capable of delivering accurate and consistent re-071

sults on generated images with various styles as072

well, considering that generative models can easily073

produce images in designated styles (Zhang et al.,074

2023a). Hence, a specialized dataset for domain075

generalization in vision-language tasks is required076

to address these challenges and ensure a robust077

performance across diverse image styles.078

However, it is difficult to construct such a dataset079

through the collection and annotation by human an-080

notators. Unlike relatively straightforward tasks081

such as image classification, where images with082

various styles can be collected with a simple search083

(e.g., “aeroplane painting”) (Peng et al., 2019), cre-084

ating a vision-language task dataset for domain gen-085

eralization imposes more severe restrictions. For086

instance, a dataset for domain generalization in im-087

age captioning tasks would require a large set of088

similar images in different styles, such as cartoons,089

paintings, and sketches, as well as their descrip-090

tions. Moreover, these tasks require more complex091

human annotation procedures than simple tasks,092

leading to higher annotation costs and more efforts093

for quality control (Rashtchian et al., 2010).094

To address these challenges and effectively con-095

struct datasets for domain generalization in vision-096

language tasks, we propose leveraging large lan-097

guage model (LLM)-based data annotation (Tan098

et al., 2024). LLM-based data annotation uses099

LLMs as data annotators to replace human anno-100

tators. Researchers have found this strategy to be101

cost-effective in producing consistent results com-102

pared with human annotators (Wang et al., 2021;103

Ding et al., 2023). However, previous studies on104

LLM-based data annotation have primarily focused105

on text data (Li et al., 2023b; Zhang et al., 2023b;106

He et al., 2024; Bansal and Sharma, 2023). Al-107

though recent studies have applied LLM-based data108

annotation to image captioning tasks, they have not109

considered image data and relied solely on text in-110

put (Choi et al., 2024). In this study, we leverage111

recent advancements in LLM with improved image112

interpretation capabilities, such as GPT-4o (Ope- 113

nAI, 2023, 2024), and explore the use of LLMs 114

as multimodal data annotators by collaborating 115

with recent image generation models (Betker et al., 116

2023; Esser et al., 2024). 117

Using the proposed multimodal LLM-based data 118

annotation, we constructed VOLDOGER: Vision- 119

Language Dataset for Domain Generalization, 120

which is the first dedicated dataset designed to fa- 121

cilitate domain generalization across three vision- 122

language tasks: image captioning, VQA, and VE. 123

VOLDOGER involves four different styles, which 124

are real photos, cartoon drawings, pencil draw- 125

ings, and oil paintings. Figure 1 showcases an 126

example of image with various styles consisting 127

VOLDOGER. Based on these source data en- 128

compassing various styles, it is possible to train 129

a model with improved domain generalizability 130

using VOLDOGER. In this study, we utilized 131

VOLDOGER to validate the presence of domain 132

shifts in these tasks and to evaluate the effective- 133

ness of existing domain generalization techniques. 134

Our contributions can be summarized as follows: 135

• To the best of our knowledge, this is the first 136

work to establish multimodal LLM-based data 137

annotation while considering multimodal in- 138

puts. 139

• We release VOLDOGER, a first dedicated 140

dataset designed to advance research on 141

domain generalization across three vision- 142

language tasks. 143

• Our extensive experiments demonstrate the 144

presence of domain shift and the effectiveness 145

of domain generalization techniques in vision- 146

language tasks. 147

2 Related Work 148

2.1 Domain Generalization for 149

Vision-Language Tasks 150

Despite the lack of a dedicated dataset for domain 151

generalization in vision-language tasks, researchers 152

are increasingly exploring this area. For exam- 153

ple, a relevant study proposed a framework for 154

domain generalization in image captioning (Ren 155

et al., 2023). They incorporated the use of text 156

data through visual word guidance and sentence 157

similarity based on previous research (Wang et al., 158

2020). However, although they proposed an ef- 159

fective framework, the datasets they used, such 160
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as MSCOCO (Chen et al., 2015) and Flickr30k161

(Young et al., 2014) exhibited significant overlap.162

Furthermore, these datasets exhibit limited differ-163

ences in visual features because they primarily con-164

sist of real photos. In contrast, our objective is to165

create datasets for various vision-language tasks,166

such as image captioning, that encompass diverse167

visual styles within images.168

In the field of VQA, VQA-GEN (Unni et al.,169

2023) suggested constructing a dataset for domain170

generalization by modifying an existing dataset,171

which aligns with the purpose of our work. How-172

ever, their manipulation strategies for visual fea-173

tures mostly consist of simple noise-based modifi-174

cations, such as injecting blurs. Moreover, VQA-175

GEN is not publicly available, which reduces the176

usability of this study for future work. Another line177

of research proposed a methodology that enables178

task generalization on VQA datasets that require179

image understanding and compositional reasoning180

(Shrestha et al., 2019; Gamage and Hong, 2021).181

To the best of our knowledge, this is the first182

study to explore domain generalization in visual183

entailment. Moreover, we propose a multimodal184

LLM-based data annotation pipeline and introduce185

VOLDOGER, which is a publicly available dataset186

constructed using our pipeline, to facilitate future187

advancements in domain generalization for vision-188

language tasks.189

2.2 LLM-based Data Annotation190

As LLMs exhibit various capabilities, researchers191

have explored leveraging them as data annotators to192

replace human annotators. For example, automatic193

annotation through GPT-3 has demonstrated su-194

perior downstream model performance compared195

with human performance at a lower cost (Wang196

et al., 2021; Gilardi et al., 2023). Furthermore, the197

capability of GPT-3 to generate labeled data from198

scratch was demonstrated (Ding et al., 2023). Con-199

sequently, the exploration of LLM applications as200

data annotators continues to expand, underscoring201

their utility in streamlining and optimizing the data202

annotation process (Li et al., 2023b; Zhang et al.,203

2023b; He et al., 2024; Bansal and Sharma, 2023).204

A recent study closely related to our work also205

suggested data annotation for image captioning206

tasks, one of the tasks that we address (Choi et al.,207

2024). However, they made limited use of multi-208

modal data since they did not consider image inputs209

while annotating the given data. Instead, they only210

paraphrase the given text input and translate the 211

paraphrases into another language. By contrast, we 212

aim to actively utilize LLMs as multimodal data 213

annotators. 214

3 LLM-based Data Annotation for 215

Vision-Language Tasks 216

In this section, we introduce the proposed frame- 217

work for multimodal LLM-based data annotation 218

for vision-language tasks, as illustrated in Figure 2. 219

The framework comprises two primary phases: styl- 220

ized image generation and label annotation. Al- 221

though the stylized image generation process was 222

shared across the three tasks, the label annotation 223

process varied slightly to accommodate the spe- 224

cific characteristics of each task. The objective of 225

this framework is to convert the given dataset Dori 226

into a transferred dataset with the designated style 227

Dsty, where the input image xori is transformed into 228

stylized image xsty. We utilize a multimodal LLM 229

M to perform this transformation. For the exact 230

instruction prompts, please refer to Appendix G. 231

3.1 Stylized Image Generation 232

In the first phase, the framework aims to create an 233

image xsty that retains the content and semantics of 234

xori but has a designated style. This phase consisted 235

of four steps: image decomposition, style injection, 236

image generation, and image verification. 237

Image Decomposition. We first input xori from 238

Dori into M with the instruction PID to gener- 239

ate a prompt describing semantics in xori, pori = 240

M(PID, xori), which can be used to reconstruct 241

xori through an image generation model G. 242

Style Injection. Next, we transform pori into a 243

stylized prompt psty = M(P sty
SI , pori) based on in- 244

struction PSI. The generated psty retains the content 245

of xori while incorporating information about the 246

desired style. 247

Image Generation. In this step, we pass the styl- 248

ized prompt psty to the text-to-image generation 249

model G. Subsequently, a transformed image with 250

the desired style xsty is generated by xsty = G(psty). 251

Appendix F.1 provides the generated image xsty 252

and its prompt psty. 253

Image Verification. It is important to note that 254

the generated xsty may not fully capture the core 255

semantics of xori. The distinction between xori and 256

xsty could complicate the subsequent annotation 257

process; that is, the original label may not corre- 258

spond to xsty if it deviates significantly from xori. 259
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(a) Stylized Image Generation

Image Decomposition Style Injection Image VerificationImage Generation

Please	generate	a	detailed	
prompt	for	DALL-E3	model	
to	replicate	the	given	image.

Original Image !!"#

ID Instruction "$%

<Create	an	image	of	a	young	boy	
playing	soccer	on	a	grassy	field.	

…
The	overall	scene	should	capture	
the	energy	and	excitement	of	a	
child	engaged	in	outdoor	play.>

Semantic Prompt #!"#

SI Instruction "&$
'()

Please	modify	the	generated	
prompt	to	change	the	style	of	
the	image	to	a oil	painting	style.

<Create	an	oil	painting	of	a	young	
boy	playing	soccer	on	a	grassy	field.	

…
The	grassy	field	is	depicted	with	
textured	brushstrokes,	showing	
patches	of	brown	and	green	grass.	

…
The	overall	scene	should	convey	
the	energy	and	excitement	of	a	
child	engaged	in	outdoor	play,	
with	the	warmth	and	depth	of	an	
oil	painting.>

Style Prompt #'() IV Instruction "$*

Please	verify	if	the	image	below	is	a oil	
painting	style	image	of	the	original	image.	

…
Start	the	response	with	‘Yes’	or	‘No’.

Stylized Image !'()

<Yes,	the	provided	image	is	a oil	
painting	style	representation	of	
the	original	image	…>

(b) Label Annotation

Re-generation

Verification Re-annotation Paraphrasing

Image
Captioning

Visual Question
Answering

Visual
Entailment 

Two	sports	players	are	
sprinting	towards	the	
ball. <Two	athletes	are	

racing	toward	the	
ball.>

Please	paraphrase	the	
hypothesis	sentence
below	for	the	generated	
image.	…

Please	paraphrase	the	
question	below	for	the	
generated	cartoon	
drawing	style	image.	…

Do	the	men	in	blue	have	
mismatched	socks?

<Do	the	men	in	blue	
have	mismatched	
socks?>

A	woman	extends	her	
arm	to	hit	a	tennis	ball.

Please	generate	captions	
of	the	generated	cartoon	
drawing	style	image.	…

<A	depiction	of	a	
woman	extending	her	
arm	to	strike	a	tennis	
ball	with	dynamic	
brushwork.>

Are	the	guys	in	
blue	wearing	two	
different	socks?

Please	verify	if	the	question	and	
answer pair	below	is	correct	for	
the	generated	image.	…

Yes

Two	sports	players	
are	sprinting	
towards	the	ball.
Please	verify	if	given	hypothesis	
pair	and	its	label	is	correct	for	
the	generated	image.	…

Entailment

Are	the	guys	in	
blue	wearing	two	
different	socks?
Please	answer	the	question	
below	based	on	the	generated	
image.	…

<False>

<No>

<No>

<True>

Caption Paraphrasing

Question Paraphrasing

Hypothesis Paraphrasing

Answer Verification

Label Verification

Answer Re-annotation

Label Re-annotation

True/False

True/False

Figure 2: Overall procedure for annotating data through our proposed framework. (a) illustrates the process for
stylized image generation in Section 3.1, and (b) displays the label annotation process for each task, which is
described in Section 3.2, 3.3, and 3.4.

To address this issue, we propose introducing an260

image verification step for the generated xsty. We261

simultaneously pass xsty and xori to M and com-262

pare the two images to verify whether xsty retains263

the essential content of xori. This is formulated as264

vIV = M(PIV, xori, xsty). If the candidate xsty does265

not pass the verification; in other words, if vIV is266

false, we return to the image generation step and267

create a new xsty. This verification process is cru-268

cial for ensuring the accuracy and consistency of269

xsty relative to xori, thereby maintaining the validity270

of the annotations.271

After completing the verification process, we272

proceed to the next phase: label annotation.273

3.2 Label Annotation for Image Captioning274

Task275

The image captioning task aims to generate a de-276

scription y from a given image x. Unlike the other277

two tasks, the image captioning task does not re-278

quire any additional input besides the image. Our279

goal is to create a data pair dsty = (xsty, ysty) for280

the task.281

Caption Paraphrasing. Instead of directly assign-282

ing the original yori to the generated xsty, we gen-283

erate a paraphrase of yori as ysty, while considering284

the style of xsty. This process is beneficial for offer-285

ing the model diverse expressions (Fan et al., 2023).286

It is also crucial to avoid duplicating the label data, 287

which can negatively impact the training procedure 288

(Schofield et al., 2017). To this end, we pass xsty 289

and yori to M, obtaining ysty = M(PCP, xsty, yori). 290

3.3 Label Annotation for Visual Question 291

Answering Task 292

The purpose of VQA task is to answer question 293

q based on the given image x. The VQA model 294

takes x and q as inputs and predicts the answer y. 295

We aim to create a data pair for the VQA task as 296

dsty = (xsty, qsty, ysty). 297

Answer Verification. Although xsty may pass the 298

image verification step, the original label yori for 299

question qori may not be valid for xsty owing to 300

minor differences. For instance, if the question 301

qori was “How many cups are on the table?” and 302

xori had two cups, but xsty contains four cups, the 303

original label yori “two” would no longer be valid 304

for xsty. 305

To verify yori with respect to xsty, we utilize M 306

to confirm if yori is the answer to qori given xsty 307

based on vAV = M(PAV, xsty, qori, yori). If yori is 308

a valid answer to qori given xsty, we assign yori as 309

ysty. Otherwise, if yori is not a valid answer for qori 310

given xsty, we proceed to the answer re-annotation 311

step, as detailed below. 312

Answer Re-annotation. In cases where yori is in- 313
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correct for qori given xsty, We simply employ M to314

answer qori and generate ysty = M(PAR, xsty, qori).315

Question Paraphrasing. Similar to the image cap-316

tioning task, we paraphrase the given qori to address317

the issue of duplication. This step is more crucial318

in VQA tasks because the allocation of identical319

question phrases and answers between different im-320

ages can induce shortcut learning to focus solely on321

the question (Ramakrishnan et al., 2018; Agrawal322

et al., 2018; Jing et al., 2020; Guo et al., 2021). To323

address this concern, we obtain qsty, a paraphrased324

version of qori, using qsty = M(PQP, qori).325

3.4 Label Annotation for Visual Entailment326

Task327

The visual entailment task is similar to the natu-328

ral language inference task. Instead of predicting329

the entailment of a text premise and hypothesis,330

the visual entailment task involves taking an im-331

age as a premise and predicting the entailment of332

the premise and text hypothesis. In this task, we333

create a data pair dsty = (xsty, hsty, ysty), where hsty334

represents the hypothesis.335

Label Verification. It is important to ensure336

the validity of label yori in relation to the newly337

generated xsty. To accomplish this, we use M338

to verify yori given (xsty, hori), acquiring vLV =339

M(PLV, xsty, hori, yori). If yori is not the correct340

label for xsty and hori, we proceed to label the re-341

annotation step as described below. Otherwise, we342

assign yori as ysty.343

Label Re-annotation. If yori is not valid for344

hori given xsty, we utilize M to obtain ysty =345

M(PLR, xsty, hori).346

Hypothesis Paraphrasing. Similar to VQA task,347

the use of identical hypotheses can lead to short-348

cut learning (Geirhos et al., 2020). To address this349

issue, we assign the paraphrase of hori as the hy-350

pothesis hsty for xsty. We guide M to paraphrase351

hori and obtain hsty = M(PHP, hori).352

4 VOLDOGER353

Based on the annotation framework discussed in354

the previous section, we constructed VOLDOGER,355

a dedicated dataset for domain generalization for356

vision-language tasks. In this section, we introduce357

VOLDOGER and detail the data configuration and358

statistics of each dataset. In addition to the realis-359

tic photos from the original datasets, VOLDOGER360

R C P O
R - 0.0194 0.0244 0.0303
C 0.0128 - 0.0121 0.0134 Average
P 0.0175 0.0117 - 0.0164 0.0193
O 0.0127 0.0096 0.0111 - 0.0126

Table 1: Domain gap of each style in VOLDOGER-
CAP, measured with MMD by ResNet and BERT output
vectors. Orange figures denote the visual domain gap,
and blue figures represent the linguistic domain gap.

includes four distinct image styles: real photos1, 361

cartoon drawings, pencil drawings, and oil paint- 362

ings. For more detailed information and analyses, 363

please refer to Appendix C. 364

4.1 VOLDOGER-CAP 365

VOLDOGER-CAP is a part of VOLDOGER de- 366

signed for image captioning tasks. To construct 367

this dataset, we utilized the UIT-VIIC dataset (Lam 368

et al., 2020), which is a subset of the MSCOCO 369

captioning dataset (Chen et al., 2015) focused on 370

sports images, following a previous study (Choi 371

et al., 2024). Consequently, VOLDOGER-CAP con- 372

tains 2695 images for training, 924 images for vali- 373

dation, and 231 images for testing each style. Each 374

image is associated with five different captions. 375

To identify the domain gap of each style in 376

VOLDOGER-CAP, we use the maximum mean dis- 377

crepancy (MMD) (Gretton et al., 2006) to measure 378

the difference in the visual and linguistic features 379

of each domain, following previous studies (Zhang 380

et al., 2021; Chen et al., 2021; Ren et al., 2023). 381

Specifically, we leveraged the encoded vectors of 382

ResNet (He et al., 2016) and BERT (Devlin et al., 383

2019) to extract features from the domain and com- 384

puted the MMD distances using these features. Ta- 385

ble 1 demonstrates the result of the analysis. In this 386

analysis, we found that VOLDOGER-CAP exhib- 387

ited a remarkable visual domain gap across every 388

domain compared with the collection of datasets 389

based on real photos, which was adopted by previ- 390

ous study (Ren et al., 2023), revealing the value of 391

VOLDOGER for domain generalization in vision- 392

language tasks. 393

4.2 VOLDOGER-VQA 394

VOLDOGER-VQA is built upon the question and 395

answer from VQA-v2 (Goyal et al., 2017), which 396

utilizes the same images as the MSCOCO dataset 397

1Note that real photos indicate the original images taken
from a camera with human-annotated data.

5



and UIT-VIIC. To enhance the efficiency of the398

data annotation, we extracted images from the UIT-399

VIIC dataset along with their corresponding ques-400

tions and answers. To ensure the quality and con-401

sistency of LLM-based data annotation, we exclu-402

sively used yes/no questions, as they are less am-403

biguous and require more direct answers than open-404

ended or multiple-choice questions, which can vary405

significantly in complexity and interpretation. Con-406

sequently, this dataset comprises 2091 images with407

4120 questions for training, 711 images with 1452408

questions for validation, and 182 images with 340409

questions for testing for each style.410

4.3 VOLDOGER-VE411

For VOLDOGER-VE, we used the SNLI-VE (Xie412

et al., 2019) dataset, which served as the pri-413

mary dataset for the visual entailment task. Sim-414

ilar to the approaches for VOLDOGER-CAP and415

VOLDOGER-VQA, we used only images related to416

football. To achieve this, we selected images con-417

taining text premise that includes the words “soccer”418

or “football.” Subsequently, we divided them into419

training, validation, and test sets in a ratio of 8:1:1.420

As a result, VOLDOGER-VE comprises 619 im-421

ages with 7319 hypotheses for training, 77 images422

with 957 hypotheses for validation, and 78 images423

with 856 hypotheses for testing each style.424

5 Experiment425

In this section, we describe the extensive426

experiments conducted using our constructed427

VOLDOGER dataset and present several insights428

derived from the experimental results.429

5.1 Experimental Setup430

First, we briefly introduce the experimental setup431

used in our experiments. Various models are432

trained using different backbones for each task.433

For the domain shift experiment in Section 5.2, we434

fine-tuned the models with ViT (Dosovitskiy et al.,435

2021) and CLIP (Radford et al., 2021) encoders436

with a GPT-2 (Radford et al., 2019) decoder, as well437

as the BLIP (Li et al., 2022) model on VOLDOGER-438

CAP for the image captioning task. For the VQA439

and VE tasks, we trained the models using the ViT440

and CLIP image encoders with the BERT (Devlin441

et al., 2019) text encoder as well as the BLIP model442

on VOLDOGER-VQA and VOLDOGER-VE. Sim-443

ilarly, for the domain generalization experiments444

in Section 5.3, we trained the models using the ViT445

Captioning Trained on Real Photos
ViT BLEU ROUGE METEOR BERTS. BARTS.
Real 44.71 50.54 27.99 0.6855 -4.6252

Cartoon 21.29 33.90 15.10 0.6167 -4.8264
Pencil 16.76 30.82 13.52 0.5948 -4.6103

Oil 13.02 26.91 12.10 0.5820 -4.7255
CLIP BLEU ROUGE METEOR BERTS. BARTS.
Real 41.29 47.76 25.98 0.6768 -4.6252

Cartoon 17.48 30.21 12.73 0.6021 -4.8315
Pencil 14.07 27.35 11.15 0.5742 -4.6123

Oil 11.14 24.31 10.57 0.5683 -4.7301
BLIP BLEU ROUGE METEOR BERTS. BARTS.
Real 48.19 49.95 30.85 0.6950 -4.6671

Cartoon 22.65 32.05 16.12 0.6269 -4.9008
Pencil 17.52 28.45 14.16 0.5993 -4.7417

Oil 14.86 27.98 12.79 0.5868 -4.9053

Table 2: Experimental result demonstrating domain shift
in image captioning tasks. In-domain performance is
indicated in green, and out-domain performance is indi-
cated in red. Please refer to Table 17 for the results of
the models trained on other domains.

Trained on Real PhotosVQA
Real Cartoon Pencil Oil

ViT 55.03 48.52 47.76 48.65
CLIP 58.23 49.11 50.41 49.41
BLIP 59.19 50.29 51.32 50.88

Trained on Real PhotosVE
Real Cartoon Pencil Oil

ViT 72.15 52.51 57.72 58.78
CLIP 73.10 55.85 61.61 60.92
BLIP 66.73 48.26 52.93 53.62

Table 3: Experimental result demonstrating domain shift
in VQA and VE tasks. In-domain performance is indi-
cated in green, and out-domain performance is indicated
in red. Please refer to Table 19 and 20 for the results of
the models trained on other domains.

and frozen CLIP encoder models. In addition, we 446

included a baseline that leveraged the ViT encoder 447

with a dedicated technique for domain generaliza- 448

tion, extending this approach to VQA and VE tasks 449

(Ren et al., 2023). 450

To measure the performance of the model in 451

the image captioning task, we employed various 452

metrics such as BLEU (Papineni et al., 2002), 453

ROUGE_L (Lin, 2004), METEOR (Banerjee and 454

Lavie, 2005), BERTScore (Zhang et al., 2020), and 455

BARTScore (Yuan et al., 2021), following previous 456

study (Choi et al., 2024). The accuracy was used 457

as a metric for the VQA and VE tasks. We report 458

the average performance of the models trained with 459

five random seeds. For more detailed information 460

about the implementation of the experiment, please 461

refer to Appendix B. 462
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In-domain Data Out-domain Data

• A group of men playing a game of
soccer.

• A group of people standing on top
of a building.

• A group of young children playing
a game of soccer.

• A group of young men playing a
game of baseball.

• A group of young men playing a
game of soccer.

• A group of young men playing a
game of frisbee.

Table 4: Examples of domain shift on image captioning
task. The captions are produced by a ViT-based model
trained on real photos. The left side of the table show-
cases in-domain examples, and the right side of the table
showcases out-domain examples.

5.2 Existence of Domain Shift in463

Vision-Language Tasks464

First, we investigate the existence of a domain shift465

using VOLDOGER. To accomplish this, we train466

each model on a single domain and test it across467

four domains: Real photo, Cartoon drawing, Pencil468

drawing, and Oil painting.469

Tables 2 and 3 list the experimental results for470

the three tasks. In these experiments, we observed471

significant differences between the in-domain and472

out-domain performances, confirming the existence473

of a domain shift in response to input images with474

different styles. Examples of the outputs produced475

by a captioning model solely using real photos in476

Table 4 support the experimental results. In these477

examples, we can observe that the model cannot478

accurately generate descriptions for images with479

similar content but different styles. While this phe-480

nomenon has been observed in other tasks, such481

as image classification (Peng et al., 2019), vali-482

dating its existence in vision-language tasks has483

been challenging because of the absence of a ded-484

icated dataset. Our study demonstrates that this485

phenomenon persists in vision-language tasks us-486

Captioning Trained on R+C+P
ViT BLEU ROUGE METEOR BERTS. BARTS.
Real 46.46 51.99 28.79 0.6849 -4.6446

Cartoon 42.83 42.07 23.66 0.6742 -4.8284
Pencil 42.48 41.16 23.20 0.6463 -4.6108

Oil 34.07 34.75 18.71 0.6379 -4.7263
Frozen CLIP BLEU ROUGE METEOR BERTS. BARTS.

Real 50.25 54.47 30.44 0.6976 -4.6260
Cartoon 42.71 41.71 23.70 0.6711 -4.8261
Pencil 42.94 41.59 23.57 0.6502 -4.6120

Oil 34.05 34.51 18.64 0.6366 -4.7259
ViT

w/ (Ren et al., 2023)
BLEU ROUGE METEOR BERTS. BARTS.

Real 45.49 51.01 28.04 0.6782 -4.6283
Cartoon 40.55 40.21 23.12 0.6594 -4.8264
Pencil 43.60 42.19 24.21 0.6516 -4.6103

Oil 36.31 36.19 19.53 0.6434 -4.7253
Captioning Trained on R+C+O

ViT BLEU ROUGE METEOR BERTS. BARTS.
Real 46.24 52.86 30.26 0.6836 -4.6336

Cartoon 43.58 41.88 24.14 0.6755 -4.8271
Pencil 34.18 36.55 19.77 0.6355 -4.6118

Oil 46.03 42.03 23.98 0.6752 -4.7244
Frozen CLIP BLEU ROUGE METEOR BERTS. BARTS.

Real 49.02 53.96 30.73 0.6976 -4.6282
Cartoon 44.06 42.02 24.35 0.6829 -4.8266
Pencil 35.40 36.89 20.19 0.6362 -4.6113

Oil 47.19 42.77 23.95 0.6802 -4.7231
ViT

w/ (Ren et al., 2023)
BLEU ROUGE METEOR BERTS. BARTS.

Real 47.46 53.09 30.42 0.6921 -4.6253
Cartoon 42.49 41.73 24.41 0.6735 -4.8279
Pencil 35.78 37.69 20.62 0.6461 -4.6020

Oil 44.86 41.51 23.86 0.6722 -4.7253
Captioning Trained on R+P+O

ViT BLEU ROUGE METEOR BERTS. BARTS.
Real 48.42 53.77 30.23 0.6879 -4.6289

Cartoon 32.80 36.12 20.76 0.6362 -4.8301
Pencil 42.19 42.17 23.70 0.6541 -4.6135

Oil 45.41 41.73 23.62 0.6741 -4.7233
Frozen CLIP BLEU ROUGE METEOR BERTS. BARTS.

Real 49.41 54.89 30.94 0.6976 -4.6251
Cartoon 33.31 37.15 20.69 0.6337 -4.8264
Pencil 44.32 43.21 24.87 0.6578 -4.6111

Oil 46.56 42.59 23.97 0.6774 -4.7241
ViT

w/ (Ren et al., 2023)
BLEU ROUGE METEOR BERTS. BARTS.

Real 48.84 54.29 30.55 0.6945 -4.6253
Cartoon 35.69 38.24 21.49 0.6416 -4.8253
Pencil 43.77 42.72 24.12 0.6525 -4.6103

Oil 43.27 40.33 23.46 0.6763 -4.7253
Captioning Trained on C+P+O

ViT BLEU ROUGE METEOR BERTS. BARTS.
Real 21.19 33.95 22.38 0.5799 -4.6305

Cartoon 44.05 43.38 24.47 0.6833 -4.8261
Pencil 44.10 42.21 23.94 0.6574 -4.6103

Oil 47.29 42.50 23.99 0.6779 -4.7253
Frozen CLIP BLEU ROUGE METEOR BERTS. BARTS.

Real 21.73 33.31 22.79 0.5835 -4.6252
Cartoon 44.48 43.79 24.33 0.6892 -4.8254
Pencil 44.65 42.95 24.46 0.6587 -4.6116

Oil 47.85 43.10 24.84 0.6786 -4.7248
ViT

w/ (Ren et al., 2023)
BLEU ROUGE METEOR BERTS. BARTS.

Real 24.51 35.06 23.63 0.6013 -4.6159
Cartoon 43.49 42.56 24.14 0.6826 -4.8265
Pencil 43.89 42.07 23.88 0.6552 -4.6119

Oil 46.51 42.03 23.78 0.6762 -4.7254

Table 5: Experimental result demonstrating the effective-
ness of the domain generalization technique in image
captioning tasks. Please refer to Table 18 for the results
of the models trained with other setups.
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Trained on R+C+PVQA
Real Cartoon Pencil Oil

ViT 55.65 74.11 75.29 75.88
Frozen CLIP 58.52 76.47 75.58 76.59

ViT
w/ (Ren et al., 2023)

57.35 73.84 73.52 78.82

Trained on R+C+OVQA
Real Cartoon Pencil Oil

ViT 57.05 74.52 73.62 76.17
Frozen CLIP 57.94 75.58 74.53 78.23

ViT
w/ (Ren et al., 2023)

57.63 74.03 76.17 74.70

Trained on R+P+OVQA
Real Cartoon Pencil Oil

ViT 55.58 71.76 76.53 76.94
Frozen CLIP 56.76 73.23 76.85 77.62

ViT
w/ (Ren et al., 2023)

55.29 74.41 76.26 76.79

Trained on C+P+OVQA
Real Cartoon Pencil Oil

ViT 45.53 74.82 76.62 77.06
Frozen CLIP 47.64 75.18 77.04 77.15

ViT
w/ (Ren et al., 2023)

48.82 74.85 75.94 76.56

Table 6: Experimental result demonstrating the effec-
tiveness of domain generalization technique in VQA
task. Please refer to Table 19 for the results of the mod-
els trained with other setups.

Trained on R+C+PVE
Real Cartoon Pencil Oil

ViT 72.20 71.30 69.11 70.04
Frozen CLIP 72.93 71.63 69.49 70.39

ViT
w/ (Ren et al., 2023)

71.62 70.73 68.77 70.96

Trained on R+C+OVE
Real Cartoon Pencil Oil

ViT 71.74 71.51 68.47 69.35
Frozen CLIP 72.35 72.02 68.66 70.16

ViT
w/ (Ren et al., 2023)

71.62 70.81 69.03 68.77

Trained on R+P+OVE
Real Cartoon Pencil Oil

ViT 71.76 67.30 69.22 69.61
Frozen CLIP 72.11 68.19 70.16 70.09

ViT
w/ (Ren et al., 2023)

71.73 69.43 68.95 69.11

Trained on C+P+OVE
Real Cartoon Pencil Oil

ViT 58.40 70.65 69.16 69.54
Frozen CLIP 59.31 71.42 70.21 70.09

ViT
w/ (Ren et al., 2023)

59.79 70.20 68.70 69.23

Table 7: Experimental result demonstrating the effec-
tiveness of domain generalization technique in VE task.
Please refer to Table 20 for the results of the models
trained with other setups.

ing VOLDOGER, underscoring the need for future 487

research in this area. 488

5.3 Effectiveness of Domain Generalization 489

Techniques to Mitigate Domain Shift 490

Subsequently, we evaluate the effectiveness of the 491

domain generalization techniques in mitigating the 492

domain shift identified, as discussed in the previous 493

section. In this experiment, we employed the do- 494

main generalization method from a previous study 495

using a ViT encoder (Ren et al., 2023). Because 496

this strategy focused solely on the image caption- 497

ing task, we extended it to VQA and VE tasks, with 498

the modifications detailed in Appendix B. We es- 499

tablished two baselines for this experiment: joint 500

training without a dedicated strategy using ViT en- 501

coders and fixed CLIP encoders. 502

Tables 5, 6 and 7 list the experimental results. 503

In general, we found that using multiple source 504

domains enhanced the out-domain performance, as 505

indicated in red in the tables, compared to models 506

trained on a single domain. Additionally, we dis- 507

covered that the dedicated domain generalization 508

strategy for vision-language tasks is more benefi- 509

cial for out-domain performance than naive joint 510

training. However, the implementation of such a 511

strategy exhibited a slightly lower in-domain per- 512

formance than the baselines. This highlights the po- 513

tential for improvements in domain generalization 514

techniques for vision-language tasks. We believe 515

that the proposed VOLDOGER will play a crucial 516

role in the development and benchmarking of this 517

direction. 518

6 Conclusion 519

In this study, we propose a data annotation frame- 520

work that leverages multimodal LLMs to construct 521

a dataset with various styles for vision-language 522

tasks. We created VOLDOGER, a dataset for three 523

vision-language tasks with four different image 524

styles by exploiting the proposed pipeline. Using 525

VOLDOGER, we conducted extensive experiments 526

across three tasks using various models. Our exper- 527

iments confirmed the existence of a domain shift 528

in vision-language tasks when dealing with images 529

in different styles compared with the training data. 530

In addition, we validated the effectiveness of the 531

domain generalization strategy in our setup. We 532

believe that our framework and VOLDOGER will 533

serve as cornerstones for future research on domain 534

generalization for vision-language tasks. 535
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Limitations536

In this section, we discuss the potential limitations537

of our study. First, it should be noted that the538

primary consideration of VOLDOGER is the stylis-539

tic domain shift of image in vision-language tasks,540

rather than other elements such as cultural represen-541

tation of the image or linguistic differences. Nev-542

ertheless, our VOLDOGER is a dedicated dataset543

for evaluating and mitigating stylistic domain shift,544

playing a complementary role with the dataset for545

semantic domain shift proposed by previous study546

(Ren et al., 2023).547

Second, the analysis presented in Appendix C548

regarding the distribution of labels in each dataset,549

as depicted in Figure 3 and 4, revealed that the550

distribution of the label differs from that of the551

original VQA and VE datasets. This is attributed552

to the difference between xori and xsty, which is553

marginal in general, but can alter the label of the554

question or hypothesis. For instance, the exam-555

ple in Appendix F.3 shows a change in the label556

regarding the question. In particular, the answer557

to the question asking the position of the tennis558

athletes is “Yes” for xori but “No” for xsty. While559

more meticulous verification methods for gener-560

ated images, such as TIFA (Hu et al., 2023) could561

potentially mitigate this issue by ensuring the simi-562

larity between xori and xsty, such restriction could563

raise the cost for overall progress. Considering this,564

in future work, we will focus on improving the565

proposed annotation method such that it considers566

the preservation of the label and maintains label567

distribution, with the consideration of the trade-off568

between cost and correctness.569

Ethics Statement570

It should be considered that LLMs and generative571

models may have potential biases (Gallegos et al.,572

2024; Zhou et al., 2024; Vice et al., 2024), leading573

to unintended biases in the dataset created by LLM-574

based annotation. Consequently, VOLDOGER may575

also contain several biases. These potential bi-576

ases do not reflect the viewpoint of the authors.577

Nonetheless, we would like to note that we could578

not find the cases of biases in the annotated data579

from our manual inspection.580
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A Evaluation on Zero-shot Performance935

of Multimodal Large Language Models936

In this section, we present the evaluation of the937

zero-shot performance of recent multimodal LLMs938

that can perform various tasks without specific939

training (Yin et al., 2023). We adopted open-940

source models such as BLIP-2 (Li et al., 2023a),941

PaliGemma (Google, 2024b), and LLaVA (Liu942

et al., 2023), as well as proprietary models such as943

GPT-4 (OpenAI, 2023), Gemini (Google, 2024a),944

and Claude 3 (Anthropic, 2024) for a comprehen-945

sive evaluation.946

The results are listed in Tables 8, 9, and 10. Over-947

all, GPT-4o demonstrated the best performance in948

most cases. Additionally, we observed that several949

open-source models outperformed proprietary mod-950

els in VQA tasks with real images but not in other951

tasks such as VE and image captioning. Notably,952

PaliGemma and LLaVA 1.5 exhibited considerably953

worse performance than the other models. This954

phenomenon may indicate the possibility of task955

contamination (Li and Flanigan, 2024), where these956

open-source models may have used VQA-v2 data957

during their training process2.958

The possibility of task contamination suggests959

that our proposed VOLDOGER may not be opti-960

mal for measuring the zero-shot performance of961

multimodal LLMs. While we identified potential962

task contamination based on the performance dis-963

crepancies between PaliGemma and LLaVA 1.5964

models on the VQA and VE tasks, other models,965

including proprietary models, may also exploit the966

original datasets, such as VQA-v2, SNLI-VE, and967

MSCOCO images, which we utilized to construct968

VOLDOGER.969

This underscores the need for a more sophisti-970

cated approach for comparing the zero-shot perfor-971

mance of multimodal LLMs across different styles.972

One potential strategy for addressing this gap is to973

compare the outputs produced by various models974

based on human preferences (Chiang et al., 2024).975

Specifically, this could involve crowdsourcing the976

collection of human preferences for different mod-977

els based on specific images and ranking the mod-978

els using these data.979

Despite its limitations in measuring the zero-shot980

performance of multimodal LLMs, VOLDOGER is981

the first dedicated dataset for domain generalization982

across multiple vision-language tasks with different983

2Note that PaliGemma clarified that they used a mixture
of downstream academic datasets.

Captioning Open-Source Models
Real Cartoon Pencil Oil

BLIP2-FlanT5-XL -6.395 -6.822 -6.516 -6.693
PaliGemma -4.754 -5.868 -5.114 -5.091
LLaVA 1.5 -4.625 -4.829 -4.618 -4.725

LLaVA-NeXT
w/ Vicuna-7B

-4.652 -4.883 -4.644 -4.724

LLaVA-NeXT
w/ Mistral-7B

-4.698 -5.023 -4.702 -4.846

Captioning Proprietary Models
Real Cartoon Pencil Oil

GPT-4-Vision
1106-preview

-4.629 -4.827 -4.618 -4.725

GPT-4-Turbo
2024-04-09

-4.625 -4.829 -4.619 -4.725

GPT-4o
2024-05-13

-4.636 -4.836 -4.623 -4.726

Claude 3 Haiku -4.640 -4.829 -4.624 -4.726
Claude 3 Sonnet -4.630 -4.828 -4.617 -4.726
Claude 3 Opus -4.639 -4.829 -4.620 -4.726
Gemini 1.0 Pro -4.626 -4.829 -4.611 -4.725

Gemini 1.5 Flash -4.725 -4.618 -4.827 -4.625

Table 8: Experimental result demonstrating the zero-
shot performance of multimodal LLMs on image cap-
tioning task. We only report BARTScore for this exper-
iment as matching-based metrics are less suitable for
evaluating the quality of zero-shot text generation (Fu
et al., 2024).

styles. This will serve as a valuable resource for 984

future research on domain generalization for these 985

tasks. 986

B Implementation Detail 987

This section presents implementation details to sup- 988

plement the experimental setup described in Sec- 989

tion 5.1. We primarily employed PyTorch (Paszke 990

et al., 2019) and Transformers (Wolf et al., 2020) 991

to this end. The training and inference of the fine- 992

tuned models were performed on a single Nvidia 993

RTX 3090 GPU, whereas the inference of multi- 994

modal large language models was conducted on a 995

single Nvidia A100 GPU. Please refer to the source 996

code for the annotated data and more details3. 997

B.1 Image Captioning 998

Fine-tuned Models. For image captioning, we 999

used ViT and CLIP encoders with a GPT-2 de- 1000

coder. Specifically, we adopted google/vit-base- 1001

patch16-224-in21k, openai/clip-vit-base-patch16, 1002

and openai-community/gpt2 from Transformers li- 1003

brary, respectively. For BLIP, we avoided directly 1004

3https://anonymous.4open.science/r/VL_
LLM_ANNO
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VQA Open-Source Models
Real Cartoon Pencil Oil

BLIP2-FlanT5-XL 65.29 64.41 61.18 62.92
PaliGemma 80.59 79.41 75.29 75.59
LLaVA 1.5 80.88 76.18 72.94 71.18

LLaVA-NeXT
w/ Vicuna-7B

80.29 67.65 64.12 64.12

LLaVA-NeXT
w/ Mistral-7B

81.76 65.88 61.18 64.41

VQA Proprietary Models
Real Cartoon Pencil Oil

GPT-4-Vision
1106-preview

75.29 67.06 59.12 62.35

GPT-4-Turbo
2024-04-09

76.47 67.65 62.94 64.71

GPT-4o
2024-05-13

77.35 82.94 79.41 78.53

Claude 3 Haiku 75.00 67.35 62.06 62.35
Claude 3 Sonnet 68.24 74.12 72.35 70.29
Claude 3 Opus 63.53 63.82 61.76 63.24
Gemini 1.0 Pro 73.23 68.24 68.23 68.82

Gemini 1.5 Flash 75.88 78.82 73.82 72.94

Table 9: Experimental result demonstrating the zero-
shot performance of multimodal large language models
in VQA task.

VE Open-Source Models
Real Cartoon Pencil Oil

BLIP2-FlanT5-XL 63.82 73.13 72.24 72.00
PaliGemma 34.33 33.91 35.02 34.79
LLaVA 1.5 33.53 29.87 33.41 32.60

LLaVA-NeXT
w/ Vicuna-7B

55.76 55.25 57.95 55.18

LLaVA-NeXT
w/ Mistral-7B

70.05 70.36 67.86 69.24

VE Proprietary Models
Real Cartoon Pencil Oil

GPT-4-Vision
1106-preview

65.32 70.59 70.51 71.20

GPT-4-Turbo
2024-04-09

61.75 72.43 72.58 70.05

GPT-4o
2024-05-13

71.08 73.13 72.47 70.74

Claude 3 Haiku 58.18 63.55 67.86 66.47
Claude 3 Sonnet 59.22 72.78 72.24 71.08
Claude 3 Opus 59.91 66.65 61.18 64.06
Gemini 1.0 Pro 64.63 60.32 63.13 64.29

Gemini 1.5 Flash 64.17 74.39 73.96 72.35

Table 10: Experimental result demonstrating the zero-
shot performance of multimodal large language models
in VE task.

applying Salesforce/blip-image-captioning-base as 1005

our baseline because this model had already used 1006

the MSCOCO captioning dataset for continual pre- 1007

training. Instead, we loaded the raw checkpoint of 1008

the BLIP model before pre-training. Every model 1009

was trained based on the Adam (Kingma and Ba, 1010

2015) optimizer with a learning rate of 5e-5 for 1011

three epochs without the deployment of a scheduler. 1012

The batch size of the model was set to 16. Each 1013

input image was resized to 256×256 size and the 1014

region with 224×224 size was randomly cropped 1015

from the resized image during training. For infer- 1016

ence, a 224×224 region was obtained from the cen- 1017

ter of the resized image. This resizing and cropping 1018

procedure was applied to each model and across all 1019

three tasks. 1020

Domain Generalization Method. We imple- 1021

mented the domain generalization method we used 1022

for our experiment from scratch because there is 1023

no available source code (Ren et al., 2023). Al- 1024

though we followed their explanation to implement 1025

the framework, it is important to note that we used 1026

the encoded feature of the ViT encoder instead of 1027

the ResNet (He et al., 2016) model. 1028

Zero-shot Models. We adopted 1029

google/paligemma-3b-mix-224, llava-hf/llava- 1030

1.5-7b-hf, llava-hf/llava-v1.6-vicuna-7b-hf, and 1031

llava-hf/llava-v1.6-mistral-7b-hf from Transform- 1032

ers as PaliGemma, LLaVA-1.5, LLaVA-NeXT w/ 1033

Vicuna, and LLaVA-NeXT w/ Mistral, respectively, 1034

in our experiments. We used slightly different 1035

input prompts for the open-source and proprietary 1036

models because proprietary models offer system 1037

prompts. For open-source models, we used a 1038

relatively simple prompt, which is “Provide a 1039

detailed description of the given image in one 1040

sentence.” For proprietary models involving 1041

GPT-4, Claude, and Gemini, we applied the 1042

following system prompt: “You are a helpful 1043

AI assistant that helps people generate captions 1044

for their images. Your output should be a single 1045

sentence that describes the image. Do not generate 1046

any inappropriate or accompanying text.” The 1047

input prompt was set to “Please generate a caption 1048

for this image. Please generate the result in the 1049

form of Caption: <your caption here>”. 1050

Evaluation Metric. The NLG-EVAL library 1051

(Sharma et al., 2017) was used to measure the 1052

BLEU, ROUGE, and METEOR metrics. We re- 1053

ported the average of BLEU-1, 2, 3, and 4 scores as 1054

BLEU score. For BERTScore and BARTScore, we 1055
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adopted the bert-base-uncased and facebook/bart-1056

large-cnn models, respectively.1057

B.2 Visual Question Answering1058

Fine-tuned Models. We used identical models1059

for ViT and CLIP image encoders. For the BERT1060

text encoder, we adopted the bert-base-uncased1061

model. Each output feature produced by the image1062

and text encoders with a vector size of 768 was1063

concatenated into a single feature with a size of1064

1536, and was fed into the classifier with a single1065

ReLU activation. For the BLIP model, we used the1066

raw checkpoint instead of the Salesforce/blip-vqa-1067

base. We trained each model with a learning rate1068

of 5e-5 for 10 epochs using the Adam optimizer,1069

with early stopping based on the accuracy of the1070

validation set.1071

Domain Generalization Method. We used the1072

image caption offered by the MSCOCO captioning1073

dataset because VQA-v2 dataset was also built on1074

images from MSCOCO.1075

Zero-shot Models. For open-source models, we1076

used the following simple prompt: “Question:1077

based on the image, {question}? Answer with1078

yes or no.” For proprietary models, we applied1079

the following system prompt: “You are a helpful1080

AI assistant that helps visual question answering1081

tasks.”, while the input prompt was set to “Please1082

answer the question below based on the given im-1083

age. Start the response with Yes or No. Question:1084

{question}?”1085

B.3 Visual Entailment1086

Fine-tuned Models. We used a model structure1087

identical to that used for VQA task. The models1088

were trained using the Adam optimizer for three1089

epochs with a learning rate of 5e-5.1090

Domain Generalization Method. We used the1091

text premise offered by SNLI-VE dataset as a de-1092

scription of a given image, as they are the captions1093

from Flickr30k dataset, the source of the image of1094

SNLI-VE.1095

Zero-shot Models. We used the following simple1096

prompt for open-source models: “Statement: {hy-1097

pothesis} Determine if the statement is true, false,1098

or undetermined based on the image. Answer with1099

true, false, or undetermined.” For proprietary mod-1100

els, we applied the following system prompt: “You1101

are a helpful AI assistant that helps visual entail-1102

ment tasks.”, and the input prompt applied was1103

“Does the given hypothesis entail the image? Start1104

the response with True, False, or Undetermined. 1105

Hypothesis: {hypothesis}” 1106

B.4 Data Annotation 1107

For data annotation, we used the GPT-4o (Ope- 1108

nAI, 2024) model as our M. The model version 1109

was GPT-4o-2024-05-13. We set every parame- 1110

ter, including the top-p and temperature as default. 1111

We set the patience of error to 10, and the data 1112

that exceeded this patience were omitted from the 1113

annotation procedure. Prompts for the annotation 1114

process such as PID are provided in Appendix G. In 1115

addition, we used DALL-E 3 (Betker et al., 2023) 1116

as the image generation model G. Note that other 1117

image generation models such as Stable Diffusion 1118

(Esser et al., 2024) can also be used as G instead of 1119

DALL-E 3. The overall data annotation procedure 1120

costs approximately USD 1,800. 1121

C Dataset Specification 1122

In this section, we provide more detailed informa- 1123

tion on the VOLDOGER. Additionally, Figure 5 1124

suggests the result t-SNE visualization (Van der 1125

Maaten and Hinton, 2008) for each domain of 1126

three tasks, especially demonstrating visual domain 1127

gaps. 1128

C.1 VOLDOGER-CAP 1129

Table 11 lists the number of images for each style 1130

in VOLDOGER-CAP. Each style contains approxi- 1131

mately 3,850 images, with five different captions 1132

for each image. 1133

Captioning Train Validation Test Total
Real 2695 924 231 3850

Cartoon 2695 924 231 3850
Pencil 2694 923 231 3848

Oil 2694 924 231 3849

Table 11: The amount of images for each style in
VOLDOGER-CAP.

C.2 VOLDOGER-VQA 1134

Tables 12 and 13 present the number of images 1135

and questions as well as the domain gap for each 1136

style in VOLDOGER-VQA. Figure 3 presents the 1137

number of labels for each split. 1138

C.3 VOLDOGER-VE 1139

Tables 14 and 15 present the number of images, 1140

hypotheses, and the domain gap for each style in 1141

15



VQA
Images Train Valid Test Total

Real 2091 711 182 2984
Cartoon 2090 710 182 2982
Pencil 2090 711 182 2983

Oil 2091 711 182 2984
VQA

Questions Train Valid Test Total

Real 4120 1452 340 5912
Cartoon 4118 1451 340 5909
Pencil 4118 1452 340 5910

Oil 4120 1452 340 5912

Table 12: The number of images and questions for each
style in VOLDOGER-VQA.

R C P O
R - 0.0024 0.0026 0.0026
C 0.0127 - 0.0016 0.0016 Average
P 0.0165 0.0109 - 0.0014 0.0020
O 0.0124 0.0091 0.0106 - 0.0120

Table 13: Domain gap of each style in VOLDOGER-
VQA, measured with MMD by ResNet and BERT out-
put vectors. Orange figures denote the visual domain
gap, and blue figures represent the linguistic domain
gap.

VOLDOGER-VE. Figure 4 presents the number of1142

labels for each split.1143

D Ablation Study1144

In this section, we conduct an ablation study that1145

validates the effectiveness of label verification and1146

re-annotation in VQA and VE tasks.1147

D.1 Manual Analysis on Label Verification1148

First, we manually investigated the results of label1149

verification and label re-annotation. We selected1150

the test split of three styles in the VQA task as rep-1151

resentatives. Subsequently, we gathered data with1152

labels that differed from those in the real photo do-1153

main. As a result, we acquired 127 questions from1154

the cartoon drawing domain, 134 questions from1155

the pencil drawing domain, and 130 questions from1156

the oil painting domain. We then examined the1157

annotation results to determine their acceptability.1158

We found that 26 questions from the cartoon draw-1159

ing domain, 24 questions from the pencil drawing1160

domain, and 25 questions from the oil painting1161

VE
Images Train Valid Test Total

Real 619 77 78 774
Cartoon 618 77 78 773
Pencil 619 77 78 774

Oil 619 77 78 774
VE

Hypotheses Train Valid Test Total

Real 7673 967 868 9508
Cartoon 7670 966 867 9503
Pencil 7665 967 868 9500

Oil 7666 967 868 9501

Table 14: Number of images and questions for each
style in VOLDOGER-VE.

R C P O
R - 0.0060 0.0067 0.0062
C 0.0109 - 0.0042 0.0044 Average
P 0.0146 0.0109 - 0.0038 0.0052
O 0.0106 0.0087 0.0104 - 0.0110

Table 15: Domain gap of each style in VOLDOGER-
VE, measured with MMD by ResNet and BERT output
vectors. Orange figures denote the visual domain gap,
and blue figures represent the linguistic domain gap.

domain were unacceptable and falsely annotated, 1162

accounting for less than 20% of each domain. 1163

Furthermore, we observed several tendencies in 1164

LLM-based annotations. For instance, the LLM 1165

predominantly suggested “No” for subjective ques- 1166

tions such as “Is the weather cold?”, “Is this man 1167

happy?”, or “Is the boy good at this game?”. More- 1168

over, the LLM struggled with questions asking 1169

about the professionalism of a game, such as “Is 1170

this a major league game?”. We aim to investi- 1171

gate these tendencies more thoroughly in future 1172

work. Additionally, This analysis is included in the 1173

dataset repository as a report, providing a broad 1174

perspective and assisting future studies. 1175

D.2 Experiment on Answer Verification 1176

Second, we conducted an ablation experiment by 1177

directly assigning labels from the real photo do- 1178

main, thereby excluding the answer verification 1179

process. We created an ablation training set based 1180

on this setup and trained three VQA models for 1181

each style, evaluating their performance on in- 1182

domain test sets. The results are presented in Ta- 1183

ble 16. The findings suggest that directly assigning 1184
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VQA Cartoon Pencil Oil
w/ Answer Verification (Ours) 75.23 75.29 77.35

w/o Answer Verification (Ablation) 71.17 73.23 75.58

Table 16: The result of ablation experiment that ex-
cludes answer verification process from our framework.

labels from the real photo domain to other domains1185

can harm model performance, as the distinction be-1186

tween real and generated images, along with their1187

labels, acts as noisy labels.1188

In conclusion, both the manual analysis and the1189

experimental results support the significance of the1190

answer and label verification and re-annotation pro-1191

cedure we proposed in Section 3.3 and 3.4.1192

E Further Experimental Result 1193

E.1 Domain Shift of Model in Image 1194

Captioning 1195

Captioning Trained on Cartoon Drawing
ViT BLEU ROUGE METEOR BERTS. BARTS.
Real 21.64 35.07 21.82 0.5916 -4.6258

Cartoon 42.53 41.86 23.38 0.6721 -4.8267
Pencil 31.50 35.63 18.79 0.6267 -4.6112

Oil 30.66 33.39 17.32 0.6270 -4.7253
CLIP BLEU ROUGE METEOR BERTS. BARTS.
Real 20.20 32.90 19.23 0.5858 -4.6253

Cartoon 38.66 39.99 21.72 0.6595 -4.8271
Pencil 24.04 30.14 15.93 0.6036 -4.6126

Oil 27.69 30.97 15.77 0.6105 -4.7255
BLIP BLEU ROUGE METEOR BERTS. BARTS.
Real 21.21 32.60 22.96 0.5866 -4.6698

Cartoon 41.75 40.26 25.28 0.6822 -4.8737
Pencil 33.73 34.49 20.84 0.6313 -4.6439

Oil 34.83 34.71 18.92 0.6380 -4.7294
Captioning Trained on Pencil Drawing

ViT BLEU ROUGE METEOR BERTS. BARTS.
Real 21.61 34.18 22.31 0.5933 -4.6253

Cartoon 35.50 38.05 20.66 0.6403 -4.8264
Pencil 42.87 41.52 23.18 0.6481 -4.6106

Oil 33.92 34.56 18.38 0.6475 -4.7253
CLIP BLEU ROUGE METEOR BERTS. BARTS.
Real 20.73 32.72 18.59 0.5711 -4.6253

Cartoon 30.28 34.02 17.64 0.6104 -4.8264
Pencil 39.88 39.42 21.37 0.6298 -4.6103

Oil 30.67 32.22 16.52 0.6261 -4.7253
BLIP BLEU ROUGE METEOR BERTS. BARTS.
Real 19.18 29.52 22.64 0.5735 -4.6752

Cartoon 34.30 34.04 21.47 0.6479 -4.8780
Pencil 42.14 38.74 23.93 0.6537 -4.6415

Oil 33.97 33.41 19.17 0.6406 -4.7284
Captioning Trained on Oil Painting

ViT BLEU ROUGE METEOR BERTS. BARTS.
Real 19.20 29.74 21.41 0.5684 -4.6254

Cartoon 33.76 35.58 21.37 0.6350 -4.8274
Pencil 34.34 34.85 20.60 0.6361 -4.6111

Oil 46.97 42.39 23.75 0.6759 -4.7253
CLIP BLEU ROUGE METEOR BERTS. BARTS.
Real 19.33 29.83 20.30 0.5705 -4.6251

Cartoon 32.13 34.14 19.56 0.6237 -4.8262
Pencil 31.34 32.51 18.35 0.6268 -4.6103

Oil 46.11 42.09 23.05 0.6693 -4.7253
BLIP BLEU ROUGE METEOR BERTS. BARTS.
Real 21.12 30.38 22.26 0.5818 -4.6253

Cartoon 34.41 36.09 21.20 0.6335 -4.8264
Pencil 35.30 35.32 20.55 0.6373 -4.6105

Oil 46.67 41.18 25.01 0.6833 -4.7306

Table 17: Supplementary experimental result demon-
strating domain shift on image captioning task.
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E.2 Effectiveness of Domain Generalization in Image Captioning Task1196

Captioning Trained on R+C Trained on R+P
ViT BLEU ROUGE METEOR BERTS. BARTS. BLEU ROUGE METEOR BERTS. BARTS.
Real 44.82 51.13 28.46 0.6838 -4.6268 Real 44.74 51,14 28.30 0.6828 -4.6261

Cartoon 41.95 41.64 23.35 0.6701 -4.8279 Cartoon 36.19 38.13 20.56 0.6410 -4.8279
Pencil 31.48 36.07 18.76 0.6275 -4.6130 Pencil 43.01 41.91 23.28 0.6519 -4.6116

Oil 30.09 32.99 17.23 0.6281 -4.7254 Oil 31.08 33.22 17.68 0.6287 -4.7277
Frozen CLIP BLEU ROUGE METEOR BERTS. BARTS. BLEU ROUGE METEOR BERTS. BARTS.

Real 50.10 54.53 30.61 0.6977 -4.6260 Real 49.20 54.48 30.54 0.6969 -4.6253
Cartoon 42.06 41.87 23.35 0.6718 -4.8264 Cartoon 35.69 37.50 20.61 0.6353 -4.8264
Pencil 30.64 35.48 18.75 0.6288 -4.6116 Pencil 43.51 41.17 23.02 0.6510 -4.6105

Oil 26.81 31.54 16.40 0.6170 -4.7253 Oil 29.12 32.14 17.66 0.6222 -4.7253
ViT

w/ (Ren et al., 2023)
BLEU ROUGE METEOR BERTS. BARTS. BLEU ROUGE METEOR BERTS. BARTS.

Real 39.97 48.21 27.84 0.6769 -4.6283 Real 46.96 35.16 29.50 0.6905 -4.6284
Cartoon 42.38 42.04 23.04 0.6649 -4.8264 Cartoon 36.65 38.56 21.61 0.6406 -4.8236
Pencil 31.72 36.38 19.17 0.6318 -4.6103 Pencil 42.05 40.79 23.23 0.6517 -4.6124

Oil 30.05 32.73 17.52 0.6306 -4.7235 Oil 31.59 34.17 17.70 0.6414 -4.7235
Captioning Trained on R+O Trained on C+P

ViT BLEU ROUGE METEOR BERTS. BARTS. BLEU ROUGE METEOR BERTS. BARTS.
Real 45.49 52.24 28.98 0.6947 -4.6274 Real 20.65 33.31 22.14 0.5762 -4.6293

Cartoon 32.04 34.64 19.10 0.6265 -4.8269 Cartoon 42.54 42.18 23.24 0.6616 -4.8267
Pencil 32.73 34.08 18.66 0.6272 -4.6134 Pencil 43.12 41.14 23.62 0.6469 -4.6105

Oil 45.81 42.29 23.34 0.6749 -4.7254 Oil 34.14 34.79 18.97 0.6394 -4.7254
Frozen CLIP BLEU ROUGE METEOR BERTS. BARTS. BLEU ROUGE METEOR BERTS. BARTS.

Real 48.64 53.52 30.03 0.6938 -4.6292 Real 20.99 34.66 22.45 0.5771 -4.6290
Cartoon 33.35 34.42 19.86 0.6297 -4.8266 Cartoon 42.82 42.20 23.64 0.6733 -4.8264
Pencil 31.74 34.53 18.88 0.6323 -4.6122 Pencil 43.09 41.64 23.72 0.6519 -4.6103

Oil 45.68 42.04 23.05 0.6711 -4.7353 Oil 34.50 34.91 19.12 0.6353 -4.7255
ViT

w/ (Ren et al., 2023)
BLEU ROUGE METEOR BERTS. BARTS. BLEU ROUGE METEOR BERTS. BARTS.

Real 44.03 50.75 28.22 0.6811 -4.6259 Real 23.89 35.50 22.89 0.6353 -4.6253
Cartoon 34.42 35.32 20.75 0.6366 -4.8264 Cartoon 41.71 40.62 23.12 0.6445 -4.8265
Pencil 34.99 34.85 19.92 0.6324 -4.6112 Pencil 42.51 41.55 23.37 0.6483 -4.6111

Oil 44.70 41.43 22.65 0.6721 -4.7224 Oil 35.88 35.42 19.20 0.6409 -4.7253
Captioning Trained on C+O Trained on R+P

ViT BLEU ROUGE METEOR BERTS. BARTS. BLEU ROUGE METEOR BERTS. BARTS.
Real 20.66 32.13 22.10 0.5763 -4.6265 Real 20.24 32.22 21.67 0.5778 -4.6256

Cartoon 43.20 42.48 24.13 0.6781 -4.8266 Cartoon 32.24 34.71 20.13 0.6285 -4.8273
Pencil 35.17 36.11 20.14 0.6316 -4.6109 Pencil 44.23 42.28 24.02 0.6547 -4.6106

Oil 46.74 42.35 23.69 0.6789 -4.7264 Oil 47.17 43.04 23.81 0.6761 -4.7253
Frozen CLIP BLEU ROUGE METEOR BERTS. BARTS. BLEU ROUGE METEOR BERTS. BARTS.

Real 20.62 32.51 22.62 0.5815 -4.6257 Real 20.31 31.95 21.08 0.5782 -4.6267
Cartoon 43.69 42.85 23.83 0.6816 -4.8264 Cartoon 34.49 37.22 21.08 0.6380 -4.8268
Pencil 35.60 36.19 20.49 0.6345 -4.6159 Pencil 44.42 42.02 23.95 0.6549 -4.6128

Oil 46.06 42.08 24.22 0.6801 -4.7245 Oil 46.94 43.37 24.13 0.6788 -4.7256
ViT

w/ (Ren et al., 2023)
BLEU ROUGE METEOR BERTS. BARTS. BLEU ROUGE METEOR BERTS. BARTS.

Real 22.57 32.86 22.76 0.5829 -4.6253 Real 21.77 32.98 22.40 0.5839 -4.6253
Cartoon 42.76 42.04 23.81 0.6751 -4.8268 Cartoon 36.58 38.23 21.93 0.6402 -4.8266
Pencil 36.83 36.45 20.75 0.6429 -4.6103 Pencil 43.04 41.32 23.39 0.6498 -4.6133

Oil 46.88 42.77 23.58 0.6766 -4.7253 Oil 47.01 42.80 23.67 0.6737 -4.7261

Table 18: Supplementary experimental result demonstrating the effectiveness of domain generalization technique on
image captioning task. This table presents the result of the model trained with two source domains, instead of that
of Table 5 that leveraged three source domains.
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E.3 Experimental Results in Visual Question Answering Task 1197

Trained on Cartoon Drawing Trained on Pencil Drawing Trained on Oil PaintingVQA
Real Cartoon Pencil Oil Real Cartoon Pencil Oil Real Cartoon Pencil Oil

ViT 42.39 75.23 67.88 68.04 41.79 68.42 75.29 65.29 43.82 61.56 64.70 77.35
CLIP 44.72 76.47 69.21 67.64 43.23 68.19 75.88 66.17 44.41 62.33 65.84 78.82
BLIP 45.16 78.52 68.92 69.48 43.58 69.54 77.64 67.53 44.70 63.41 67.56 79.71

Trained on R+C Trained on R+P Trained on R+OVQA
Real Cartoon Pencil Oil Real Cartoon Pencil Oil Real Cartoon Pencil Oil

ViT 56.88 74.50 73.88 75.15 54.62 72.79 76.82 75.91 53.52 72.53 72.24 76.35
Frozen CLIP 54.68 74.76 72.18 75.06 55.68 73.62 77.35 75.88 55.10 72.84 70.21 76.93

ViT
w/ (Ren et al., 2023)

54.59 74.29 74.53 75.47 53.84 74.24 76.24 76.79 52.82 73.79 75.47 76.03

Trained on C+P Trained on C+O Trained on P+OVQA
Real Cartoon Pencil Oil Real Cartoon Pencil Oil Real Cartoon Pencil Oil

ViT 44.53 74.44 75.76 76.42 45.12 74.82 74.11 76.44 44.85 74.01 76.68 76.53
Frozen CLIP 45.88 74.88 76.21 76.56 45.76 75.15 74.32 76.38 45.12 74.15 77.05 77.03

ViT
w/ (Ren et al., 2023)

46.47 74.59 74.93 76.94 45.98 74.53 75.29 77.06 45.29 74.88 76.53 76.47

Table 19: Supplementary experimental result demonstrating the domain shift and effectiveness of domain general-
ization technique on VQA task.

E.4 Experimental Results in Visual Entailment Task 1198

Trained on Cartoon Drawing Trained on Pencil Drawing Trained on Oil PaintingVE
Real Cartoon Pencil Oil Real Cartoon Pencil Oil Real Cartoon Pencil Oil

ViT 55.14 68.95 64.01 63.85 55.32 62.59 69.18 65.16 55.79 63.43 65.20 71.47
CLIP 54.56 69.81 65.08 64.49 56.24 63.84 69.70 64.12 55.23 62.94 64.93 71.87
BLIP 49.88 63.18 58.29 57.21 48.15 61.13 65.09 61.04 46.82 60.21 61.96 71.89

Trained on R+C Trained on R+P Trained on R+OVE
Real Cartoon Pencil Oil Real Cartoon Pencil Oil Real Cartoon Pencil Oil

ViT 72.83 69.89 65.78 65.52 69.70 64.28 68.89 65.38 72.02 65.32 64.71 67.96
Frozen CLIP 73.27 70.01 65.24 66.47 73.38 66.83 69.10 65.23 72.11 64.21 65.47 69.70

ViT
w/ (Ren et al., 2023)

72.51 69.71 66.11 67.72 72.60 65.88 68.74 67.47 72.17 65.79 66.51 68.77

Trained on C+P Trained on C+O Trained on P+OVE
Real Cartoon Pencil Oil Real Cartoon Pencil Oil Real Cartoon Pencil Oil

ViT 55.28 70.55 68.66 67.96 55.97 70.63 68.08 68.43 55.06 66.32 68.69 68.97
Frozen CLIP 56.22 70.73 69.20 66.89 56.28 69.20 67.89 70.62 55.49 67.55 69.12 70.37

ViT
w/ (Ren et al., 2023)

56.45 70.82 68.12 68.57 56.49 70.12 68.31 69.44 55.99 68.04 68.61 68.85

Table 20: Supplementary experimental result demonstrating the domain shift and effectiveness of domain general-
ization technique on VE task.
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F Additional Examples of Annotated Data1199

F.1 Additional Examples on Image Prompt1200

In this section, we present an original image xori with decomposed pori and its transformed versions xsty1201

and psty generated through the annotation process described in Section 3. The expressions for psty that1202

contribute to the generation of the stylized image are boldfaced.1203

F.1.1 Cartoon Drawing Style Images with Prompts1204

Original Image with pori Stylized Image with psty

Create an image of a youth soccer game in a vibrant, well-lit
outdoor setting. Focus on a young boy, wearing a maroon jersey,
black shorts, and black socks with white stripes, as he kicks a
yellow and black soccer ball. His hair is light and short, and
he appears to be mid-action, showcasing a moment of dynamic
movement. Surrounding him are other young children also play-
ing soccer, dressed in various jerseys, primarily orange and
white. The background features multiple small, arched soccer
goals with a netting structure, hinting at a friendly, organized
game environment. Lush green grass covers the field, and in the
distance, trees with autumn foliage provide a scenic backdrop.
The overall atmosphere should convey the excitement and energy
of a youth soccer match on a sunny day.

Create a cartoon-style image of a youth soccer game in a vi-
brant, well-lit outdoor setting. Focus on a young boy, wearing a
maroon jersey, black shorts, and black socks with white stripes,
as he kicks a yellow and black soccer ball. His light, short hair
and dynamic movement should be depicted with exaggerated,
playful features typical of cartoons. Surrounding him are other
young children also playing soccer, dressed in various jerseys,
primarily orange and white. The background features multiple
small, arched soccer goals with a netting structure, emphasizing
a friendly, organized game environment. The field is illustrated
with lush green grass, and in the distance, colorful autumn trees
provide a scenic backdrop. The overall atmosphere should cap-
ture the excitement and energy of a youth soccer match on a
sunny day, with vibrant colors and whimsical details.

Create an image of a baseball player captured in mid-action
swinging a bat. The player is wearing a white uniform with blue
accents, notably with the number 51 and the name “ICHIRO”
on the back. He is also wearing a black helmet, black socks,
and black cleats. The scene takes place on a baseball field with
a dirt basepath, green grass, and partially visible chalk lines.
The player’s stance and movement indicate a powerful swing,
and his body is slightly bent forward with one leg stepping into
the swing. The background should include the baseball field’s
elements subtly blurred to maintain the focus on the player. The
overall atmosphere should convey the intensity and dynamism
of the moment.

Create a cartoon-style image of a baseball player captured in
mid-action swinging a bat. The player is depicted wearing a
white uniform with blue accents, with the number 51 and the
name “ICHIRO” on the back. He is also wearing a black helmet,
black socks, and black cleats. The scene takes place on a cartoon
baseball field with a dirt basepath, green grass, and animated
chalk lines. The player’s stance and movement indicate a pow-
erful swing, and his body is slightly bent forward with one leg
stepping into the swing. The background includes stylized ele-
ments of a baseball field, rendered with exaggerated features
and vibrant colors, subtly blurred to maintain the focus on the
player. The overall atmosphere should convey the intensity and
dynamic action in a whimsical, cartoonish manner.

Create an image of a baseball player posing on a professional
baseball field. The player is wearing a white baseball jersey
with “CANADA” written across the chest in red letters, and
a matching cap with a red maple leaf emblem. The player is
pointing toward the camera with a baseball in hand, and their
other hand is holding a glove. The background consists of a
well-maintained baseball field, complete with bases, a pitcher’s
mound, and surrounding stadium seating filled with spectators.
The weather is clear with scattered clouds, and lush green trees
can be seen beyond the outfield. The atmosphere should be
vibrant and playful, capturing the excitement of a baseball game
day.

Create a cartoon drawing style image of a baseball player
posing on a professional baseball field. The player is wearing a
white baseball jersey with “CANADA” written across the chest
in red letters, and a matching cap with a red maple leaf emblem.
The player is pointing toward the camera with a baseball in
hand, and their other hand is holding a glove. The background
consists of a well-maintained baseball field, complete with bases,
a pitcher’s mound, and surrounding stadium seating filled with
spectators. The weather is clear with scattered clouds, and lush
green trees can be seen beyond the outfield. The atmosphere
should be vibrant and playful, capturing the excitement of a
baseball game day with cartoonish, exaggerated features and
vivid colors.
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F.1.2 Pencil Drawing Style Images with Prompts 1205

Original Image with pori Stylized Image with psty

Create an image of an elephant in an outdoor setting, captured in
a photorealistic style. The elephant is standing on a dirt ground
with grass and vegetation in the background. It is interacting with
a large ball, using its trunk to balance and play with the ball. The
scene is set in a zoo or a wildlife sanctuary, with a sturdy fence
in the background that includes metal posts and wires. Large
rocks are present around the enclosure, enhancing the natural
and rugged feel. The lighting suggests a sunny day, illuminating
the elephant and casting shadows on the ground. The overall
atmosphere should convey a sense of playful interaction and
natural habitat for the elephant.

Create a pencil drawing of an elephant in an outdoor setting,
captured with fine details and shading. The elephant is standing
on a dirt ground with grass and vegetation in the background.
It is interacting with a large ball, using its trunk to balance and
play with it. The scene is set in a zoo or a wildlife sanctuary, de-
picted with a sturdy fence in the background that includes metal
posts and wires. Large rocks are present around the enclosure,
enhancing the natural and rugged feel. The drawing should
incorporate detailed cross-hatching and intricate line work
to create depth and texture. The overall atmosphere should
convey a sense of playful interaction and natural habitat for the
elephant.

Create an image of a baseball game scene with a focus on a player
standing near the edge of the field. The player is wearing a dark
jersey, white pants, and a helmet, holding a bat under their arm.
They are positioned on the dirt track looking toward the field,
with a helmet resting on the ground nearby. The background
features a baseball field with green grass, and several people
are standing on the field, wearing casual attire consisting of
T-shirts and shorts. There is a trash can and sports equipment
scattered on the field. The stands in the background are filled
with spectators. A netting separates the viewer from the action on
the field, adding to the environment of a live baseball game. The
atmosphere should capture the excitement and casual moments
of a baseball game.

Create a pencil drawing of a baseball game scene with a focus
on a player standing near the edge of the field. The player is
wearing a dark jersey, white pants, and a helmet, holding a bat
under their arm. They are positioned on the dirt track looking
toward the field, with a helmet resting on the ground nearby.
The background features a baseball field with green grass, and
several people are standing on the field, wearing casual attire
consisting of T-shirts and shorts. There is a trash can and sports
equipment scattered on the field. The stands in the background
are filled with spectators. A netting separates the viewer from the
action on the field, adding to the environment of a live baseball
game. The entire scene should be rendered with detailed
lines, cross-hatching, and shading to emphasize the pencil
drawing style, capturing the excitement and casual moments of
a baseball game.

Create an image of a young boy playing baseball outdoors on a
sunny day. The scene is set in a grassy field with tall buildings
in the background. The boy is wearing a red baseball cap, a
white t-shirt, and blue shorts. He is in mid-swing, holding a bat
as if he’s about to hit a baseball. The sky is clear with a few
scattered clouds, and several cars are parked near the buildings
in the background. The overall atmosphere should capture a
warm, sunny day with the boy engrossed in his game amidst an
urban setting. The image should reflect a casual, recreational
vibe, emphasizing the contrast between the natural, grassy field
and the tall, urban buildings.

Create a pencil drawing of a young boy playing baseball out-
doors on a sunny day. The scene is set in a grassy field with tall
buildings in the background. The boy is wearing a red baseball
cap, a white t-shirt, and blue shorts. He is in mid-swing, holding
a bat as if he’s about to hit a baseball. The sky is clear with a few
scattered clouds, and several cars are parked near the buildings
in the background. The overall atmosphere should capture a
warm, sunny day with the boy engrossed in his game amidst an
urban setting. The pencil drawing should include detailed line
work, shading, and cross-hatching to give depth and texture,
capturing the contrast between the natural, grassy field and the
tall, urban buildings.
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F.1.3 Oil Painting Style Images with Prompts1206

Original Image with pori Stylized Image with psty

Create an image set in an outdoor park under the shade of tall,
green trees. In the foreground, capture two men standing close
to each other. The man on the left is wearing a yellow t-shirt
with bold text across the chest and light-colored shorts. The
man on the right is wearing a white shirt and shorts, along with
a white cap, and has his arm around the other man’s shoulder.
Both are smiling or displaying a friendly demeanor. In the
background, depict a third man wearing a white shirt and black
shorts, also with a cap, who is walking away while looking down
at something in his hands, such as a notebook or a phone. The
ground is a mix of dirt and grass, and the sunlight filters through
the tree branches, creating dappled shadows. Additionally, there
should be some buildings or structures faintly visible further
back, adding depth to the scene. The overall atmosphere should
be casual and friendly, suggesting a leisurely day in the park.

Create an oil painting set in an outdoor park under the shade
of tall, green trees. In the foreground, depict two men standing
close to each other with warm, textured brushstrokes. The man
on the left is wearing a yellow t-shirt with bold text across the
chest and light-colored shorts, and the man on the right is wear-
ing a white shirt, shorts, and a white cap, with his arm around the
other man’s shoulder. Both are portrayed with friendly expres-
sions, rendered with rich, vivid colors typical of oil paintings.
In the background, include a third man in a white shirt and black
shorts, also wearing a cap, walking away while looking down
at something in his hands, such as a notebook or a phone. The
ground should be painted with a mix of earthy tones depicting
dirt and grass, with sunlight filtering through the tree branches,
creating dappled shadows. Additionally, some buildings or struc-
tures should be faintly visible further back, adding depth to
the scene. The overall atmosphere should convey a casual and
friendly leisurely day in the park, with the warmth and depth
characteristic of an oil painting.

Create an image of a tennis player in the middle of executing a
powerful serve during a match. The player is wearing a bright
orange outfit and white shoes, with a red headband. The player
is positioned on a blue and green tennis court, with one arm ex-
tended upward, holding the racquet ready to strike the ball. The
stance and motion should convey intensity and athleticism. In
the background, there is a stadium filled with spectators watch-
ing the match, with some sections covered by tarps. The scene
should capture the dynamic energy and focus of a professional
tennis match in a large, well-lit arena.

Create an oil painting of a tennis player in the middle of exe-
cuting a powerful serve during a match. The player is wearing
a bright orange outfit and white shoes, with a red headband, all
depicted with the textured brushstrokes and rich colors char-
acteristic of oil painting. The player is positioned on a vibrant
blue and green tennis court, with one arm extended upward, hold-
ing the racquet ready to strike the ball. The stance and motion
should convey intensity and athleticism, captured with dynamic
brushwork. In the background, a stadium filled with spectators
is illustrated with a blend of detailed and impressionistic tech-
niques, showcasing their engagement and anticipation. Some
sections of the stands are covered by tarps. The scene should
evoke the dynamic energy and focus of a professional tennis
match in a large, well-lit arena, with an emphasis on the vivid,
expressive style of an oil painting.

Create an image of a dynamic indoor handball match in progress.
In the foreground, a player in a bright green jersey and white
shorts is captured in mid-air as he attempts a powerful shot at
the goal. He holds the ball in his right hand, showcasing his
athleticism. To his left, two players dressed in red jerseys and
white shorts are intensely focused on the play, one of them ac-
tively engaged in defense. In the right foreground, a referee in
an orange shirt and black pants, with the number 16 on his back,
is standing with his whistle ready to ensure fair play. The crowd
in the background is seated in a dimly lit arena, watching the
action with keen interest. Prominent banners and advertisements,
including one with the text “VAL de MARNE Conseil général”
and another for “lemarrane.com,” are displayed along the sides
of the court, enhancing the realistic atmosphere of a professional
handball game. The flooring is a polished wooden surface, cap-
turing the energy and intensity of the match.

Create an oil painting of a dynamic indoor handball match in
progress. In the foreground, a player in a bright green jersey and
white shorts is depicted in mid-air, attempting a powerful shot at
the goal with the ball in his right hand. The painting should cap-
ture his athleticism and motion with expressive brushstrokes.
To his left, two players in red jerseys and white shorts are in-
tensely focused on the play, one of them actively engaged in
defense. On the right, a referee in an orange shirt and black
pants, with the number 16 on his back, stands with his whis-
tle ready to ensure fair play. The crowd in the background is
seated in a dimly lit arena, watching the action with keen in-
terest, rendered with artistic details. Prominent banners and
advertisements, including one with the text “VAL de MARNE
Conseil général” and another for “lemarrane.com,” are painted
along the sides of the court, enhancing the realistic atmosphere
of a professional handball game. The polished wooden flooring
should be depicted with rich textures, capturing the energy and
intensity of the match through the depth and warmth typical
of an oil painting.
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F.2 Additional Examples on Image Captioning Task 1207

Original Data Annotated Data

• A group of basketball players on court during a game

• Basketball players in the process of making and defending a basket during a basketball
game in an arena.

• A group of basketball players in the court as crowd looks

• Some men playing basketball with some fans watching

• A group of men playing basketball against each other.

• A lively cartoon scene of basketball players on the court during an intense game with a
packed arena.

• Animated basketball players in mid-action, defending and attempting a shot in a vibrant,
crowded indoor arena.

• Cartoon-style basketball players energetically competing on the court as a colorful
crowd watches.

• Dynamic image of men playing basketball in an animated style, with enthusiastic fans
cheering in the background.

• Animated depiction of a group of men engaged in a basketball game, surrounded by a
lively audience in a large arena.

• A group of girls on a field playing soccer.

• A group of women playing soccer on field with people watching.

• Two women chasing after a soccer ball on a field.

• Two girls on opposite teams competing for the soccer ball.

• Two teams playing soccer while people are watching.

• Two female soccer players in dynamic motion as they compete for the ball on a crowded
field.

• An intense women’s soccer match, skillfully illustrated in pencil, with spectators
cheering in the background.

• Two determined athletes from opposing teams vying for control of the ball during a
fierce soccer game.

• A high-energy soccer match with two women battling for possession, surrounded by an
enthusiastic crowd.

• A competitive soccer scene, showing two women in action and an audience engrossed
in the game, all rendered in intricate pencil detail.

• A woman swings her tennis racket at a tennis ball.

• A lady wearing white shoes and in a black outfit is playing tennis.

• A woman extends her arm to hit a tennis ball.

• A beautiful young woman hitting a tennis ball with a racquet.

• A woman in a green tennis dress and white sneakers playing tennis on a court.

• A woman in a green and white tennis dress swings her racket at a tennis ball, captured
in a vibrant oil painting style.

• An athlete, wearing white sneakers and a dark green outfit, is painted mid-action while
playing tennis.

• A depiction of a woman extending her arm to strike a tennis ball with dynamic brush-
work.

• A beautiful young woman hits a tennis ball with a racket in an oil-painted scene.

• On an outdoor court, a woman in a green tennis dress and white sneakers engages in a
tennis match, rendered with lush, textured strokes.
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F.3 Additional Examples on Visual Question Answering Task1208

Original Data Annotated Data Original Data Annotated Data

• Question: Did he hit that
ball?

• Answer: No

• Question: Did he strike
the ball?

• Answer: No

• Question: Did a lot of peo-
ple show up for the game?

• Answer: No

• Question: Was there a
large crowd at the game?

• Answer: No

• Question: Does the boy
have his head stuck in the
net?

• Answer: No

• Question: Is the boy’s
head caught in the net?

• Answer: No

• Question: Is there a dis-
abled person?

• Answer: Yes

• Question: Is there a per-
son with a disability?

• Answer: Yes

• Question: Are the guys in
blue wearing two differ-
ent socks?

• Answer: Yes

• Question: Do the men
in blue have mismatched
socks?

• Answer: No

• Question: Is the girls right
arm in an awkward posi-
tion?

• Answer: Yes

• Question: Is the girl’s
right arm positioned awk-
wardly?

• Answer: No

F.4 Additional Examples on Visual Entailment Task1209

Original Data Annotated Data Original Data Annotated Data

• Hypothesis: Adults are
playing frisbee

• Label: Contradiction

• Hypothesis: Grown-ups
are tossing a frisbee
around.

• Label: Contradiction

• Hypothesis: Two sports
players are sprinting to-
wards the ball.

• Label: Entailment

• Hypothesis: Two athletes
are racing toward the ball.

• Label: Entailment

• Hypothesis: The football
coach did not see the play
being made.

• Label: Contradiction

• Hypothesis: The football
coach missed seeing the
play happen.

• Label: Contradiction

• Hypothesis: A player in-
jured and getting treated
by the team doctor.

• Label: Neutral

• Hypothesis: An athlete is
being attended to by the
team doctor for an injury.

• Label: Neutral

• Hypothesis: A little boy
wearing blue takes a kick
at a soccer ball.

• Label: Entailment

• Hypothesis: A young boy
dressed in blue attempts
to kick a soccer ball.

• Label: Entailment

• Hypothesis: The man is in
Pakistan kicking a soccer
ball.

• Label: Contradiction

• Hypothesis: The person
is playing soccer in Pak-
istan.

• Label: Contradiction
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G Prompt for Data Annotation 1210

In this section, we present an example prompt of the data annotation procedure for the three tasks. 1211

G.1 Prompt for Data Annotation for Image Captioning Task 1212

System
You are an annotator for image captioning tasks.
You will help create stylized image and its captions based on user requests.

User // Image Decomposition
Please generate a detailed prompt for DALL-E3 model to replicate the given image. [Original Image]
Assistant
Create an image of a man preparing food outside an industrial-style workspace. The man is wearing a flat
cap and a dark short-sleeve shirt and is standing at a brown counter, chopping green onions on a cutting
board. Surrounding him on the counter are various fresh vegetables, including green onions, leafy greens,
a whole avocado, and a bowl of eggs. In the background, an open garage door reveals the interior of the
workspace with tools, a workbench, and a bicycle leaning against the outside. The floor is concrete and
the walls are decorated with hanging tools and shelves. The overall atmosphere should convey a casual,
industrious vibe.

User // Style Injection
Please modify the generated prompt to change the style of the image to a cartoon drawing style.
Assistant
Create a cartoon-style image of a man preparing food outside an industrial-style workspace. The man is
wearing a flat cap and a dark short-sleeve shirt and is standing at a brown counter, chopping green onions
on a cutting board. Surrounding him on the counter are various fresh vegetables, including green onions,
leafy greens, a whole avocado, and a bowl of eggs. In the background, an open garage door reveals the
interior of the workspace with tools, a workbench, and a bicycle leaning against the outside. The floor is
concrete and the walls are decorated with hanging tools and shelves. The overall atmosphere should
convey a casual, industrious vibe, with cartoonish exaggerated features and vibrant colors.

User // Image Verification
Please verify if the image below is a cartoon drawing style image of the original image. The generated
image should not exactly match the original image but should capture the essence of the original image.
Start the response with ‘Yes’ or ‘No’. [Generated Image]
Assistant
Yes, the provided image is a cartoon-style representation of the original image. The soccer player is
depicted in a stylized, animated manner, with exaggerated features typical of cartoons. The attire,
including the white short-sleeved jersey, blue shorts, long white socks, and white and orange cleats,
closely matches the original image. The animated background with grass, orange cones, and a goal net
also retains elements from the original setting, demonstrating a colorful and whimsical portrayal.
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User // Caption Paraphrasing
Please generate five captions of the generated cartoon drawing style image. The captions should describe
the image in different ways. Consider given captions below for reference.
1. a man cutting up vegetables on top of a food cart.
2. A man cutting up scallions at an outdoor table
3. A man chopping vegetables on a white board.
4. A man stands as he cuts up some vegetables.
5. A man stands with a knife and onions in front of a garage
Assistant
1. A cartoon-styled man slicing vegetables at an outdoor table near a garage.
2. An animated character chopping fresh scallions on a cutting board outside.
3. A cartoon figure preparing a meal by cutting vegetables on a white board in front of a workshop.
4. A man in cartoon form stands at an outdoor table, diligently cutting vegetables.
5. A cartoon man, standing with a knife and spring onions, prepares food outside a garage filled with
tools.
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G.2 Prompt for Data Annotation for Visual Question Answering Task 1217

We omitted the image generation process as it is shared across three tasks. 1218

System
You are an annotator for visual question answering tasks.
You will help create stylized image and its questions based on user requests.

// Image Generation Process

User // Answer Verification
Please verify if the question and answer pair below is correct for the generated cartoon drawing style
image. Start the response with ‘Yes’ or ‘No’.
Question: Is the person wearing a hat?
Assistant
No, the question and answer pair is not correct. The person in the generated image is not wearing a hat.

User // Answer Re-annotation
Please answer the question below based on the generated cartoon drawing style image. Start the response
with ‘Yes’ or ‘No’.
Question: Is the person wearing a hat?
Assistant
No, the person in the generated image is not wearing a hat.

User // Question Paraphrasing
Please paraphrase the question below for the generated cartoon drawing style image. The paraphrased
question should have the same meaning as the original question but be rephrased in a different way. Only
the question should be paraphrased.
Question: Is the person chopping green onions?
Assistant
Paraphrased Question: Is the individual slicing green onions?
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G.3 Prompt for Data Annotation for Visual Entailment Task1221

System
You are an annotator for visual entailment tasks.
You will help create stylized image and its corresponding hypothesis based on user requests.

// Image Generation Process

User // Label Verification
Please verify if given hypothesis pair and its label is correct for the generated cartoon drawing style image.
Start the response with ‘Yes’ or ‘No’.
Hypothesis: The person is preparing ingredients for a meal in an outdoor kitchen setup.
Label: True
Assistant
No, the hypothesis “The person is preparing ingredients for a meal in an outdoor kitchen setup” is not
entailed by the given image.

User // Label Re-annotation
Does the given hypothesis entail the image? Start the response with ’True’, ’False’, or ’Undetermined’.
Hypothesis: The person is preparing ingredients for a meal in an outdoor kitchen setup.
Assistant
Undetermined. It is unclear in the generated image if the person is preparing ingredients “in an outdoor
kitchen setup.”

User // Hypothesis Paraphrasing
Please paraphrase the hypothesis sentence below for the generated cartoon drawing style image. The
paraphrased hypothesis should have the same meaning as the original sentence but be rephrased in a
different way. Only the sentence should be paraphrased.
Hypothesis: The person is preparing ingredients for a meal in an outdoor kitchen setup.
Assistant
Paraphrased Hypothesis: The individual is getting ingredients ready for cooking in an outdoor kitchen
setting.
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Figure 3: The label distribution of VOLDOGER-VQA for each split.
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Figure 4: The label distribution of VOLDOGER-VE for each split.
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Figure 5: The t-SNE visualization result of each domain on three tasks.
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