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Figure 1. Given an input video, we first localize objects by slot attention with a video encoder pretrained with self-supervision. Next, we
extract semantic features for each slot by a patch-based CLIP finetuned from its vanilla version. Then, slots are named by matching slot
semantic features to text features from a curated list of text prompts. Finally, the named slots are optimized to alleviate over-segmentation
caused by part-whole hierarchies.

In this paper, we show that recent advances in video rep-
resentation learning and pre-trained vision-language mod-
els allow for substantial improvements in self-supervised
video object localization. We propose a method that first
localizes objects in videos via an object-centric approach
and then assigns text to the obtained objects.

To localize the object with frame consistency, we extend
slot attention to video-level grouping directly without using
transition function to model temporal dynamics. Similar to
DINOSAUR, we reconstruct extracted features from a pre-
trained self-supervised vision backbone instead of pixels.

To properly name each object, we rely on the CLIP
model to match slots with text features. However, the ordi-
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nary CLIP is based on contrastive learning between class to-
kens, making it hard to locate the semantic information for
each patch of the image correctly. To deal with this prob-
lem, we propose a method to adapt the pre-trained CLIP
visual encoder to a patch-based CLIP visual encoder using
only unlabeled images. For further improvement, we uti-
lized the semantic information to filter out the background
and focus on the foreground objects of our interests, and
merge the adjacent foregrounds with similar semantics.

The resulting video object localization is entirely un-
supervised apart from the implicit annotation contained in
CLIP, and it yields good results on regular video bench-
marks.
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