
Efficient and Private Marginal Reconstruction with
Local Non-Negativity

Brett Mullins1 Miguel Fuentes1 Yingtai Xiao2 Daniel Kifer2
Cameron Musco1 Daniel Sheldon1

1University of Massachusetts, Amherst 2Penn State University
{bmullins,mmfuentes,cmusco,sheldon}@cs.umass.edu

{yxx5224,duk17}@psu.edu

Abstract

Differential privacy is the dominant standard for formal and quantifiable privacy
and has been used in major deployments that impact millions of people. Many
differentially private algorithms for query release and synthetic data contain steps
that reconstruct answers to queries from answers to other queries that have been
measured privately. Reconstruction is an important subproblem for such mecha-
nisms to economize the privacy budget, minimize error on reconstructed answers,
and allow for scalability to high-dimensional datasets. In this paper, we introduce a
principled and efficient postprocessing method ReM (Residuals-to-Marginals) for
reconstructing answers to marginal queries. Our method builds on recent work on
efficient mechanisms for marginal query release, based on making measurements
using a residual query basis that admits efficient pseudoinversion, which is an
important primitive used in reconstruction. An extension GReM-LNN (Gaussian
Residuals-to-Marginals with Local Non-negativity) reconstructs marginals under
Gaussian noise satisfying consistency and non-negativity, which often reduces error
on reconstructed answers. We demonstrate the utility of ReM and GReM-LNN by
applying them to improve existing private query answering mechanisms.

1 Introduction

Differential privacy is the dominant standard for formal and quantifiable privacy and has been used in
major deployments that impact millions of people such as the 2020 US Decennial Census [1]. One
of the most fundamental problems in differential privacy is answering a workload of linear queries.
Linear queries are used for basic descriptive statistics like counts and sums, and as building blocks
for more complex tasks. Marginal queries, which describe the frequency distribution of subsets
of discrete variables (e.g., income by age and education), are of particular interest as descriptive
statistics and for use in downstream tasks like regression analyses.

A key subproblem in linear query answering is reconstruction. Given a workload of linear queries,
most mechanisms select a different set of queries to measure to make the most efficient use of the
privacy budget, and then use the noisy answers to reconstruct answers to workload queries [2–11].
Effective reconstruction methods can combine information from all noisy measurements to provide
mutually consistent answers to workload queries.

Computational complexity is a key challenge for reconstruction methods. These methods answer
workload queries by—either explicitly or implicitly—reconstructing a data distribution that has size
exponential in the number of variables. To scale to high-dimensional data sets, existing approaches
must represent this distribution compactly through some form of parametric representation [8–12],
which introduces tradeoffs such as a restricted space of data distributions that can be represented [8–
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11], non-convex optimization objectives to find the best representation [9–11], or complexity that
depends on the measured queries and is still exponential in the worst case [12].

We introduce ReM (residuals-to-marginals), a principled and scalable post-processing method to
reconstruct answers to a workload of marginal queries from noisy measurements of residuals.
Residuals are a class of linear queries that are related to marginals, which were recently introduced
in the privacy literature [6] but previously studied in statistics [13, 14]. ReM uses a compact
representation of the data distribution to produce workload answers without exponential complexity
in the number of variables. ReM builds on the reconstruction approach of ResidualPlanner [6],
which utilizes Kronecker structure to efficiently perform pseudoinverse operations. ReM is a flexible
framework for performing reconstruction in a broad range of settings and it can be used with a variety
of existing query-answering mechanisms. ReM also extends to the common setting of reconstructing
answers to marginal queries from a set of noisy marginal measurements with isotropic Gaussian noise.
In this case, ReM performs the standard pseudoinverse reconstruction and is the first method to do so
efficiently. We also develop GReM-LNN (Gaussian ReM with local non-negativity), an extension
that reconstructs marginals satisfying non-negativity, which often reduces error on reconstructed
answers.

We demonstrate the utility of ReM and GReM-LNN by showing that they significantly reduce error
and enhance the scalability of existing private query answering mechanisms including ResidualPlan-
ner [6] and the multiplicative weights exponential mechanisms (MWEM) [15]. Our code is available
at https://github.com/bcmullins/efficient-marginal-reconstruction.

2 Preliminaries

We consider a sensitive tabular dataset D of records x(1), . . . , x(N). Each record x = (x1, . . . , xd)
consists of d categorical attributes. The ith attribute xi belongs to the finite set Xi of size ni. The
data universe is X =

∏d
i=1 Xi and has size n =

∏
i ni. The data vector or data distribution

p ∈ Rn is a vector indexed by X that counts the occurrences of each record in D; it has entries
p(x) =

∑N
i=1 I[x(i) = x]. Since n is exponential in the data dimension d, it is computationally

intractable to work directly with data vectors in high dimensions.

2.1 Linear queries, marginals, and residuals

Linear queries are a rich class of statistics that include counts, sums, and averages and are used
as building blocks for more complex tasks. A linear query is the sum of a real-valued function
q : X → R applied to each record in the dataset. We adopt the equivalence that a query is a vector
q ∈ Rn with answer q⊤p. A query matrix or workload W is a collection of m linear queries arranged
row-wise in an m× n matrix. The answer to workload W for data vector p is given by Wp.

Marginal queries are a common type of linear query for high-dimensional data. They count the
number of records that match certain values for a subset of the attributes – e.g., the number of
people in a dataset with education at least a college degree and income $50-$100K. Let γ ⊆ [d] be
a subset of attributes and xγ = (xi)i∈γ be the corresponding subvector of a record x. Further, let
Xγ =

∏
i∈γ Xi and nγ =

∏
i∈γ ni. The marginal µγ ∈ Rnγ has entries µγ(t) =

∑N
i=1 I[x

(i)
γ = t]

that count the number of occurrences in the dataset for each setting t ∈ Xγ of the attributes in γ.
Let Mγ ∈ Rnγ×n be the marginal workload so that µγ = Mγp. As shown in Fig. 1a, Mγ can be
written concisely as a Kronecker product over dimensions, with base matrices equal to the identity
Ik ∈ Rnk×nk for attributes in γ and the all ones vector 1⊤k ∈ R1×nk for attributes not in γ. Kronecker
product matrices can be understood as applying different linear operations along each dimension of a
multi-dimensional array. In this case Mγ sums over dimensions of the array representation of p for
attributes not in γ. We provide a brief summary of Kronecker products and their relevant properties
in Appendix A.

Residual queries are class of linear queries closely related to marginals. They were recently introduced
in the privacy literature [6] but previously studied in statistics as variable interactions [13, 14]. For
τ ⊆ [d], the τ -residual is obtained from the marginal µτ by applying a differencing operator along
each dimension. Let D(k) be the linear operator that computes successive differences for vectors of
length nk, i.e., (D(k)v)i = vi+1 − vi for i = 1, . . . , nk − 1; an example is shown for nk = 3 in Fig.
1b. Let Dτ be the matrix that applies this operation to all attributes in the τ -marginal as shown in
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Mγ =

d⊗
k=1

{
Ik k ∈ γ

1⊤k k /∈ γ

(a) Marginals

D(k) =

[
1 −1 0
0 1 −1

]
(b) Differencing operator

for kth attribute.

Dτ =

d⊗
k=1

{
D(k) k ∈ τ

1 k /∈ τ

(c) Differencing operator
for τ -marginal.

Rτ =

d⊗
k=1

{
D(k) k ∈ τ

1⊤k k /∈ τ

(d) Residuals

Figure 1: Kronecker structure of workloads.

Fig. 1c. The residual workload can be written as Rτ = DτMτ ∈ Rmτ×n where mτ =
∏

i∈τ (ni−1),
which has the explicit Kroecker product form shown in Fig. 1d.1 With these definitions, if µτ = Mτp
is the τ -marginal, the τ -residual is ατ = Dτµτ = Rτp and can be computed from either µτ or p.

Residuals and marginals have an intricate structure. The γ-marginal is uniquely determined by the
τ -residuals for τ ⊆ γ, i.e., there is an invertible linear transformation between Mγ and (Rτ )τ⊆γ (a
vertical block matrix). Intuitively, a γ-residual contains information not contained in the τ -marginals
for τ ⊂ γ. Further, the row spaces of Rτ and Rτ ′ are orthogonal for any τ ̸= τ ′, and the row
spaces of Mγ and Rτ are orthogonal when τ ̸⊆ γ [6, 13, 14]. Along with Kronecker structure, the
orthogonality of residuals is the key property we will leverage to perform efficient reconstruction.

A key advantage of residual workloads is that we can work with their pseudoinverses efficiently
in certain situations even though they have exponential size. Let Q+ denote the Moore-Penrose
pseudoinverse of Q. The following proposition builds on the reconstruction method in [6] and will be
used to reconstruct answers to a marginal query Mγ from measurements for a collection of residuals.
Proposition 1. Let RS = (Rτ )τ∈S be a combined workload of residual queries for all τ in a
collection S ⊆ 2[d], where the individual matrices Rτ are stacked vertically. The size of RS is m×n
where m =

∑
τ∈S mτ . Then for any z = (zτ )τ∈S ∈ Rm and any γ, it holds that

MγR
+
S z =

∑
τ∈S,τ⊆γ

Aγ,τzτ , where Aγ,τ :=

d⊗
k=1


D+

(k) k ∈ τ(
1/nk

)
1k k ∈ γ \ τ

1 k /∈ γ

for τ ⊆ γ.

The matrix Aγ,τ has size nγ×mτ and maps from the space of τ -residuals to the space of γ-marginals.
The running time to compute Aγ,τzτ is O(|γ|nγ).

The proof of this result appears in Appendix C. The analysis of time complexity appears in Ap-
pendix E.

2.2 Differential Privacy

When releasing the results of any analysis performed on sensitive data, particular care needs to be
taken to avoid leaking private information contained in the dataset. Differential privacy is a mathe-
matical criterion that bounds the effect of any individual in the dataset on the output of a mechanism,
which is satisfied by adding noise to the computation. This allows for formal quantification of the
privacy risk associated with any release of information.
Definition 1. (Differential Privacy; [16]) LetM : X → Y be a randomized mechanism. For any
neighboring datasets D,D′ that differ by adding or removing at most one record, denoted D ∼ D′,
and all measurable subsets S ⊆ Y: if Pr(M(D) ∈ S) ≤ exp(ϵ) · Pr(M(D′) ∈ S) + δ, thenM
satisfies (ϵ, δ)-approximate differential privacy, denoted (ϵ, δ)-DP.

A fundamental property of differential privacy relevant to our work is the post-processing property,
which states that transformations of differentially private outputs that do not access the sensitive
dataset D maintain their privacy guarantees. Formally:
Proposition 2 (Post-processing; [17]). LetM1 : X → Y satisfy (ϵ, δ)-DP and f : Y → Z be a
randomized algorithm. ThenM : X → Z = f ◦M1 satisfies (ϵ, δ)-DP.

The reconstruction methods we propose in this paper are post-processing algorithms that take as input
a set of noisy linear query answers and, thus, inherit the privacy guarantees from those noisy answers.
Note that the present analysis is largely agnostic to the model of differential privacy used.

1Note that our matrix Dτ is slightly different from the operator used in [6] but has the same row space [14].
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We discuss variants of differential privacy and privacy guarantees for query answering in Appendix B.

2.3 Private query answering

In private query answering, we are given a workload of linear queries W ∈ Rm×n. We seek to
approximate the answers Wp as accurately as possible while satisfying differential privacy. A general
recipe for private query answering is select-measure-reconstruct. Data-independent mechanisms
following this recipe such as the various matrix mechanisms [2–6] select and measure a set of queries
Q and reconstruct answers to W . Data-dependent mechanisms following this recipe such as MWEM
[15] and various synthetic data mechanisms [7, 9, 10, 18, 19] typically maintain a model p̂ of the
data distribution p that is improved iteratively by repeating the steps of select-measure-reconstruct
and adaptively measuring queries that are poorly approximated by the current model p̂. The key
idea is that it is often possible to obtain lower error by measuring a different set of queries Q
than W and then using answers to Q to reconstruct answers for W . In this paper, we focus on
the reconstruction subproblem and propose methods applicable to both the data-independent and
data-dependent settings.

2.4 Query answer reconstruction

Reconstruction is a central subproblem to query answering. Suppose y = Qp + ξ is the a set
of measurements. To reconstruct a data distribution, we seek p̂ such that Qp̂ ≈ y. One method
is to set p̂ = Q+y where Q+ is the Moore-Penrose pseudoinverse. This method is used in the
matrix mechanism [4] and HDMM [5] but is not tractable in high dimensions. One contribution
of our proposed method is to demonstrate that this pseudoinverse reconstruction is tractable when
the query matrix Q is a set of marginal measurements and ξ is isotropic Gaussian noise. Other
reconstruction methods such as Private-PGM [12] and those used by the mechanisms PrivBayes [8],
GEM [9], RAP [10], and RAP++ [11] represent p̂ through a parametric representation. These (usually)
ensure tractability in high dimensions by using a compact representation, but introduce different
tradeoffs. The parametric assumption typically restricts the space of data distributions that can be
represented [8–11]. Optimizing over the parameteric representation is often non-convex, potentially
leading to suboptimal optimization [9–11]. Private-PGM solves a convex optimization problem and
is closest to the methods of this paper. However its complexity depends on the measured queries and
is still exponential in the worst case [12]; our methods will not have exponential complexity.

We note that all of these above reconstruction methods, and the methods presented in this work, only
depend on the dataset through the noisy query answers and, thus, satisfy the same degree of privacy
as the answers by the post-processing property of differential privacy (Proposition 2).

3 Efficient Marginal Reconstruction from Residuals

In this section, we discuss methods for reconstructing answers to a workload of marginal queries
given measurements of residuals. These methods utilize the structure of marginals and residuals
to make reconstruction tractable and minimize error. LetW ⊆ 2[d] and MW = (Mγ)γ∈W be the
combined workload of marginals for all of the attribute sets inW (e.g., all pairs or triples of attributes).
Similarly, let RS = (Rτ )τ∈S represent a set of residual queries for all τ in a collection S. Our goal
is to estimate the marginal query answers MWp from noisy measurements z = RSp+ ξ.

Algorithm 1 ResidualPlanner reconstruction

Input: Marginal workloadW , S =W↓, measure-
ments zτ = Rτp+N (0,Στ ) for τ ∈ S

1: Reconstruct µ̂γ =
∑

τ⊆γ Aγ,τzτ for γ ∈ W

ResidualPlanner. ResidualPlanner [6] solves
this problem elegantly in the matrix mechanism
(i.e. data-independent) setting under Gaussian
noise. Let W↓ = {τ ⊆ γ : γ ∈ W} denote
the downward closure of W . When S = W↓,
the residual queries for S uniquely determine
the marginals forW , i.e., there is an invertible linear transformation between MW and RS . This
yields the reconstruction approach in Alg. 1. We suppose the residual queries Rτ are measured with
Gaussian noise to yield zτ . In Line 1, the marginals are reconstructed by applying the invertible
transformation from residuals to marginals. This reconstruction is equivalent to setting µ̂γ = Mγ p̂
where p̂ = R+

S z and z = (zτ )τ∈S by Proposition 1.
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The full ResidualPlanner algorithm additionally chooses each Στ = σ2
τDτD

⊤
τ such that the resulting

algorithm optimally answers the marginal workload indexed byW to minimize error under a natural
class of convex loss functions for a given privacy budget [6]. That this can be done efficiently for a
broad class of error metrics for marginal workloads is significant given the computational challenges
that are often faced when attempting to optimally select measurements and reconstruct workload
answers in high dimensions.

A general approach to reconstruction. We propose a reconstruction algorithm that, like the one in
ResidualPlanner, is efficient and principled, but that applies in more general settings. Reconstruction
in ResidualPlanner uses the invertible transformation from residuals to marginals. This restricts to
the case where the measured queries exactly determine the workload queries in the absence of noise.
To address the full range of applications, it is important to address the cases where workload queries
are overdetermined, underdetermined, or both.

Algorithm 2 Residuals-to-Marginals (ReM)

Input: Marginal workload W , arbitrary S, measure-
ments zτ,i = Rτp + ξτ,i for τ ∈ S, i = 1, . . . , kτ ,
where ξτ,i comes from any noise distribution

1: Estimate α̂τ ≈ Rτp for τ ∈ S by minimizing loss
function Lτ (ατ )

2: Reconstruct µ̂γ =
∑

τ∈S:τ⊆γ Aγ,τ α̂τ for γ ∈ W

Our proposed algorithm, ReM, is shown
in Alg. 2. Compared to ResidualPlanner,
the main differences are: (1) the set S of
measured residuals is arbitrary, (2) a resid-
ual query can be measured any number of
times with any noise distribution, (3) an
optimization problem is solved for each τ
to estimate the true residual query answer
α̂τ ≈ Rτp, (4) reconstruction uses the es-
timated residuals α̂τ instead of the noisy measurements zτ . The loss function Lτ (ατ ) in Line 2
captures how well ατ explains the entire set of noisy measurements {zτ,i}i=1,...,kτ

. For example,
a typical choice is Lτ (ατ ) = −

∑kτ

i=1 log p(zτ,i|Rτp = ατ ), the negative log-likelihood of the
measurements.

The following result shows that solving the optimization problems in Line 1 is equivalent to finding a
compact representation of a data distribution p̂ that minimizes a global reconstruction loss and then
using p̂ to answer each marginal query.
Theorem 1. Suppose α̂τ minimizes Lτ (ατ ) over Rmτ for each τ ∈ S and let α̂ = (α̂τ )τ∈S . Then
Alg. 2 outputs µ̂γ = Mγ p̂, where p̂ = R+

S α̂ is a global minimizer of the combined loss function∑
τ∈S Lτ (Rτp) over Rn.

This result is proved (in Appendix D) by showing that Rτ p̂ = α̂τ for all τ , and thus p̂ optimizes
each individual loss function Lτ , and so must be a global minimizer. Proposition 1 then shows that
µ̂γ = Mγ p̂ = MγR

+
S α̂ has the form given in Line 2 of the algorithm.

4 Applications of ReM under Gaussian Noise

In this section, we apply ReM to reconstruct answers to marginal queries in various settings: (1)
we reconstruct from residuals measured with Gaussian noise, (2) we reconstruct from marginals
measured with isotropic Gaussian noise, and (3) we reconstruct non-negative answers from residuals
measured with Gaussian noise.

4.1 Reconstruction under Gaussian noise

Algorithm 3 Gaussian ReM with Maximum Likelihood
Estimation (GReM-MLE)

Input: Marginal workload W , arbitrary S,
measurements zτ,i = Rτp + N (0,Στ,i) for τ ∈ S,
i = 1, . . . , kτ

1: Estimate α̂τ =
(∑

i Σ
−1
τ,i

)−1∑
i Σ

−1
τ,i zτ,i for τ ∈ S

2: Reconstruct µ̂γ =
∑

τ∈S:τ⊆γ Aγ,τ α̂τ for γ ∈ W

An instance of ReM that allows for effi-
cient computation is when residuals are
measured with Gaussian noise i.e., zτ,i =
Rτp+ ξτ,i where ξτ,i ∼ N (0,Στ,i) and
the loss function Lτ (ατ ) is the negative
log-likelihood of the measurements. In
this case, α̂ = (α̂τ )τ∈S is the maximum
likelihood estimate of the residual an-
swers α = (ατ )τ∈S . We refer to this
setting as GReM-MLE (Gaussian ReM
with Maximum Likelihood Estimation), shown in Alg. 3.
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The loss function Lτ (ατ ) is a sum of quadratic forms given by Lτ (ατ ) =
∑kτ

i=1(ατ −
zτ,i)

⊤Σ−1
τ,i (ατ − zτ,i). In this setting, the optimization problems in Line 1 of Alg. 2 have the

closed-form solution α̂τ =
(∑

i Σ
−1
τ,i

)−1∑
i Σ

−1
τ,i zτ,i, which is a form of inverse-variance weighting

and can be verified by setting the gradient of the loss function to zero.

GReM-MLE improves computational tractability by reducing Alg. 2 to operations on matrices.
Moreover, if the covariances among measurements of residual Rτ differ only by a constant for τ ∈ S ,
i.e., Στ,i = σ2

τ,iKτ where στ,i ∈ R, then α̂τ can be computed as a weighted average given by
α̂τ = (

∑
i σ

−2
τ,i )

−1
∑

i σ
−2
τ,i zτ,i. All instances of GReM-MLE considered throughout the paper

satisfy this assumption of proportional covariances for each τ ∈ S.

4.2 Reconstruction from marginals

A common practice in existing mechanisms is to measure marginal queries with isotropic Gaussian
noise [4, 7, 9, 11, 18, 20]. In this special case, the measurements can be converted to an equivalent
set of residual measurements with independent Gaussian noise, allowing us to apply GReM-MLE.

The key observation is that a marginal query answer µγ = Mγp for attribute set γ can be used to
derive residual answers ατ = Rτp for each τ ⊆ γ via the following Lemma (proved in Appendix D):

Lemma 1. For τ ⊆ γ, the residual Rτ can be recovered from the marginal Mγ as

Rτ = A+
γ,τMγ where A+

γ,τ =

d⊗
k=1


D(k) k ∈ τ

1Tk k ∈ γ \ τ
1 k /∈ γ

.

Whereas Aγ,τ maps answers from residual Rτ to answers to marginal Mγ , the matrix A+
γ,τ maps

answers from marginal Mγ to residual Rτ . Furthermore, µγ can be reconstructed from the set of
all residuals (ατ )τ⊆γ , so these residuals carry equivalent information to the marginal. Additionally,
when the marginal is observed with isotropic noise as yγ = Mγp+N (0, σ2

γI), the corresponding
noisy residuals A+

γ,τzτ are independent. As a consequence, we can decompose a noisy marginal
measurement into a set of equivalent and independent noisy residual measurements.
Theorem 2. Let yγ ∼ N (Mγp, σ

2I) be a noisy marginal measurement with isotropic Gaus-
sian noise and let zτ = A+

γ,τyγ for each τ ⊆ γ. Then noisy residual zτ has distribution
N (Rτp, σ

2DτD
⊤
τ

∏
k∈γ\τ nk) and zτ is independent of zτ ′ for τ ̸= τ ′.

Furthermore, let Hγ = (A+
γ,τ )τ⊆γ be the matrix mapping from yγ to (zτ )τ⊆γ . This matrix is

invertible, which implies that

logN (yγ |Mγp, σ
2I) =

∑
τ⊆γ

logN
(
zτ
∣∣Rτp, σ

2DτD
⊤
τ

∏
k∈γ\τ

nk

)
+ log |detHγ |. (1)

Given a collection of noisy marginal measurements, we can apply the above decomposition to obtain
a set of independent noisy residuals with proportional covariances. To reconstruct marginal answers,
we can apply GReM-MLE to the residuals. Alg. 4 shows this decomposition and reconstruction.
Equation (1) shows that the noisy residual measurements and noisy marginal measurements are
equivalent from the perspective of finding the best data vector p by maximum likelihood, because
the log-likelihood of the residual measurements differs from the log-likelihood of the marginal
measurement by a constant log |detHγ | that is independent of p, and measurements of marginals
are each independent. A maximum likelihood estimate of p from the marginal measurements y is
given by using the pseudoinverse of the measured workload to map noisy marginal measurements to
a data vector. The following result shows that the method in Alg. 4 is equivalent to answering queries
from this maximum likelihood estimate of the data vector given the marginal measurements when the
marginals are measured with the same noise scale.
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Algorithm 4 Efficient Marginal Pseudoinversion (EMP)

Input: Marginal workloadW , measured marginals multiset Q, measurements y = (yγ)γ∈Q where
yγ = Mγp+N (0, σ2I) for γ ∈ Q

Output: Marginal answers (MγM
+
Qy)γ∈W

1: Initialize S = ∅ and kτ = 0 for all τ ▷ Track measured residuals, lazy data structure for kτ
2: for γ ∈ Q do
3: for τ ⊆ γ do
4: S = S ∪ {τ}, kτ ← kτ + 1

5: zτ,kτ = A+
γ,τyγ ▷ Extract residual measurement from yγ

6: σ2
τ,kτ

= σ2
∏

k∈γ\τ nk ▷ Compute noise scale

7: Στ,kτ
= σ2

τ,kτ
DτD

⊤
τ ▷ Proportional covariance

return GReM-MLE(W , S, z) where z = (zτ,i : τ ∈ S, i = 1, . . . , kτ )

Theorem 3 (Efficient pseudoinversion of marginal query matrix). Let MQ = (Mγ)γ∈Q be the
query matrix for a multiset Q of marginals and let y = (yγ)γ∈Q be corresponding noisy marginal
measurements with yγ = Mγp+N (0, σ2I). Let S = {τ ⊆ γ : γ ∈ Q} and for each τ ∈ S let γτ,i
be the ith marginal in Q containing τ . Let zτ,i = A+

γτ,i,τyγτ,i
be the residual measurement obtained

from γτ,i and let Στ,i = σ2
τ,iDτD

⊤
τ be its covariance where σ2

τ,i = σ2
∏

k∈γτ,i\τ nk. Then, given
any workload of marginal queriesW , for each γ ∈ W , the marginal reconstruction µ̂γ obtained
from Algorithm 3 on these residual measurements is equal to MγM

+
Qy.

This result can be generalized to allow for differing noise scales between marginal measurements.
We prove this result and discuss the generalized form of Theorem 3 in Appendix D.

4.3 Reconstruction with local non-negativity

It is often possible to improve accuracy of a differentially private mechanism by forcing its outputs
to satisfy known constraints [4, 10, 21]. For our problem, true marginals are non-negative, so it is
desirable to enforce non-negativity in their private estimates. To enforce non-negativity, instead of
solving the separate problems in Line 1 of Alg. 2, we solve the following combined problem over the
full vector α = (ατ )τ∈W↓ of residuals:

min
α

∑
τ∈S

Lτ (ατ ) s.t.
∑
τ⊆γ

Aγ,τατ ≥ 0, ∀γ ∈ W. (2)

Reconstruction of marginals then proceeds as in Line 2 of Alg. 2. The constraints in Eq. (2) ensure
that the reconstructed marginals will be non-negative. We refer to this as local non-negativity, since
this problem solves for a data distribution p̂ that is non-negative for marginals inW rather than a data
distribution with non-negative entries.

A natural setting to apply local non-negativity to ReM is under Gaussian noise with covariance
Στ,i = σ2

τ,iDτD
⊤
τ and σ2

τ,i ∈ R. Recall that marginals measured with isotropic Gaussian noise
decompose into residuals with the above covariance structure. Our proposed application of local
non-negativity in the Gaussian noise setting GReM-LNN (Gaussian ReM with local non-negativity)
solves Eq. (2) for Lτ (ατ ) =

∑kτ

i=1(ατ − zτ,i)
⊤K−1

τ,i (ατ − zτ,i) and Kτ,i = 2|τ |DτD
⊤
τ . In the

GReM-LNN setting, Eq. (2) is an convex program with linear constraints. Our implementation
solves this problem using a scalable dual ascent algorithm (described in Appendix F) but could be
solved in principle using standard optimizers, given sufficient resources [22]. With respect to the
loss function Lτ (ατ ), adopting 2|τ | rather than Gaussian noise scale σ2

τ,i is a heuristic that weights
lower degree residual queries such as the total query and 1-way residuals more heavily than higher
degree queries such as 3-way residuals. In contrast, using the Gaussian noise scale σ2

τ,i obtained from
both ResidualPlanner and the marginal decomposition in Theorem 2 weights higher degree residual
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queries more than lower degree residuals. When enforcing local non-negativity, it is beneficial for
reducing reconstruction error to allocate more weight to residuals that affect more marginals through
reconstruction. The present choice of weights 2|τ | for GReM-LNN, however, remain a heuristic. We
discuss this point further in Section 6.

4.4 Computational Complexity

We summarize the complexity results in Table 1. Formal statements and proofs appear in Appendix E.
Let S be the set of measured residuals. To understand the results, suppose that Rτ is measured once,
given by zτ , for each τ ∈ S . Recall from Proposition 1 that computing Aγ,τzτ takes O(|γ|nγ) time.
This operation maps from the space of τ -residuals to γ-marginals. To reconstruct an answer to the
marginal query Mγ , we apply the invertible transformation from residuals to marginals by summing
over contributions for each τ ⊆ γ to yield µ̂γ =

∑
τ∈S:τ⊆γ Aγ,τzτ . In the worst case, this requires

computing Aγ,τzτ for 2|γ| residuals. Then the running time of reconstructing an answer to marginal
Mγ is O(|γ|nγ2

|γ|). IfW is a workload of marginals, then reconstructing answers to each γ ∈ W is
O(
∑

γ∈W |γ|nγ2
|γ|). The following result shows that the complexity of reconstructing an answer to

marginal Mγ is almost linear with respect to domain size.

Theorem 4. For ε > 0, reconstructing an answer to Mγ is o(n1+ε
γ ) as ni →∞ for some i ∈ γ.

Method Running Time

GReM-MLE(W,S, z) O(
∑

γ∈W |γ|nγ2
|γ|)

EMP(W,Q, y) O(
∑

γ∈W |γ|nγ2
|γ|)

One Round of GReM-LNN(W,S, z) O(
∑

γ∈W |γ|nγ2
|γ|)

Table 1: Summary of Complexity Results

GReM-MLE, given in Alg. 3, consists of two steps: estimating residual answers α̂τ from residuals
answers zτ,i for i = 1, . . . , kτ and each τ ∈ S, and reconstructing answers to marginal workload
W . Recall that we suppose that covariance is proportional among measurements of a given residual
Rτ , so α̂τ can be computed in closed-form as a weighted average in O(nτ ) time. Then GReM-
MLE takes O(

∑
γ∈W |γ|nγ2

|γ|) time. The efficient marginal pseudoinversion, given in Alg. 4,
first decomposes marginals and then applies GReM-MLE. Computing A+

γ,τyγ takes O(|γ|nγ) time,
so the running time of decomposing the marginal measurements is O(

∑
γ∈Q |γ|nγ2

|γ|) where
Q is the set of marginals measured with isotropic Gaussian noise. Then the efficient marginal
pseudoinversion is O(

∑
γ∈W |γ|nγ2

|γ|). Additionally, one round of GReM-LNN, given in Alg. 6, is
O(
∑

γ∈W |γ|nγ2
|γ|).

5 Experiments

In this section, we measure the utility of GReM-MLE and GReM-LNN by incorporating them as a
post-processing step into two mechanisms for privately answering marginals: (1) ResidualPlanner
[6], and (2) a data-dependent mechanism we call Scalable MWEM. Both mechanisms measure
queries with Gaussian noise and reconstruct answers to all three-way marginals for the given data
domain. For the ResidualPlanner experiment, we measure residuals for all subsets of three or fewer
attributes with Gaussian noise scales determined by ResidualPlanner. For the Scalable MWEM
experiment, we measure the total query and a subset of the 3-way marginals in the data domain with
isotropic Gaussian noise and reconstruct answers to all 3-ways marginals using the efficient marginal
pseudoinversion in Alg. 4. We fully describe Scalable MWEM in Appendix G.

We compare average ℓ1 error with respect to the reconstructed marginals of the base mechanism
to post-processing with GReM-LNN and two heuristics that enforce non-negativity by truncating
negative values to zero (Trunc) and truncating to zero then rescaling (Trunc+Rescale). For the Scalable
MWEM experiment, we additionally compare to a well-studied reconstruction mechanism Private-
PGM [12]. We run these methods on four datasets of varying size and scale, Titanic [23], Adult [24],
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Figure 2: Average ℓ1 workload error on all 3-way marginals across five trials and privacy budgets
ϵ ∈ {0.1, 0.31, 1, 3.16, 10} and δ = 1× 10−9 for ResidualPlanner.

Salary [25], and Nist-Taxi [26], and various practical privacy regimes, ϵ ∈ {0.1, 0.31, 1, 3.16, 10}
and δ = 1× 10−9. For each setting, we run five trials and report the average error of each method as
well as minimum/maximum bands. Additional details are provided in Appendix H.

5.1 ResidualPlanner Results
Fig. 2 displays results for the ResidualPlanner experiment. Across all privacy budgets and datasets
considered, GReM-LNN significantly reduces workload error on the reconstructed marginals com-
pared to ResidualPlanner. Averaging over all settings and trials, GReM-LNN reduces ResidualPlanner
workload error by a factor of 44.0×. With respect to the heuristic methods, GReM-LNN reconstructs
marginals with lower error than Trunc across all privacy budgets and datasets. Except at the highest
privacy regime considered (ϵ = 0.1) on Titanic and Salary, GReM-LNN yields lower error than
Trunc+Rescale. Averaging over all settings and trials, GReM-LNN has lower workload error by a
factor of 17.6× compared to Trunc and 3.2× compared to Trunc+Rescale. Note that GReM-MLE is
omitted from Fig. 2 since ResidualPlanner is the maximum likelihood reconstruction for its measure-
ments. Appendix I reports results for this experiment with respect to ℓ2 workload error, which are
consistent with the present findings.

5.2 Scalable MWEM Results

Fig. 3 displays results for the Scalable MWEM experiment for 30 rounds of measurements. Observe
that Scalable MWEM runs for the settings considered, which would be infeasible for the original
MWEM mechanism due to large data domains. Of all methods considered, Private-PGM yields the
greatest reduction in workload error in settings where it ran; however, Private-PGM failed due to
exceeding memory resources (20 GB) at 30 rounds on Adult, Salary, and Nist-Taxi in all trials. In
Appendix I, we report the settings in which Private-PGM successfully ran across 10, 20, and 30
rounds of Scalable MWEM.

With respect to GReM-LNN, the findings from the prior experiment agree with the present results.
Across all privacy budgets and datasets considered, GReM-LNN significantly reduces workload
error on the reconstructed marginals compared to Scalable MWEM. Averaging over all settings
and trials, GReM-LNN reduces Scalable MWEM workload error by a factor of 12.3×. Averaging
over all settings and trials, GReM-LNN has lower workload error by a factor of 1.1× compared to
Trunc+Rescale. Note that we suppress results for Trunc due to space. Appendix I reports results for
this experiment with respect to ℓ2 workload error, which are consistent with the present findings.

9



100

101

102

Titanic Adult

10 1 100 101

100

101

102

Salary

10 1 100 101

Nist-Taxi
Av

er
ag

e 
W

or
kl

oa
d 

Er
ro

r (
1)

Scalable MWEM Trunc+Rescale GReM-LNN Private-PGM

Figure 3: Average ℓ1 workload error on all 3-way marginals across five trials and privacy budgets
ϵ ∈ {0.1, 0.31, 1, 3.16, 10} and δ = 1× 10−9 for Scalable MWEM with 30 rounds of measurements.

6 Discussion

We develop ReM, a method for reconstructing answers to marginal queries that scales to large data
domains. We also introduce a tractable method to incorporate local non-negativity that significantly
improves reconstruction quality. Finally, we show that ReM can be used to improve the existing
query answering mechanisms ResidualPlanner and a scalable version of MWEM.

Limitations. Many data-dependent query answering mechanisms also generate synthetic data. In
some cases, practitioners utilize these mechanisms primarily in order to use the synthetic data for
downstream tasks such as training a machine learning model [27, 28]. For those users, the fact that
ReM does not generate synthetic data would be an important limitation. A broader limitation, which
is common to many methods in this field, is lack of support for continuous data. Marginal and residual
queries are only defined on discrete domains so continuous attributes need to be discretized.

Future Work and Broader Impacts. While developing effective algorithms for privacy-preserving
data analysis is generally beneficial, it is known that these methods can lead to unfair outcomes
[29]. One direction for future work is to further understand the fairness properties of the methods we
present and how to mitigate any undesirable outcomes. Another direction for future work is further
understanding the weighting scheme used in GReM-LNN to apply local non-negativity. Preliminary
experiments show that weighting lower-order residual queries more highly in the loss function yields
reconstructed answers with lower workload error as well as faster and more reliable convergence of
the optimization routine. In general, the relationship between residual weights in the loss function,
optimizer convergence, and reconstruction quality is not well understood.
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A Kronecker Products

Kronecker products are a convenient way to represent highly structured matrices. Let A be an

ma × na matrix A =

 a1,1 · · · a1,na

...
...

ama,1 · · · ama,na

 and B be a mb × nb matrix. Then the Kronecker

product of A with B is an mamb × nanb matrix given by A ⊗ B =

 a1,1B · · · a1,na
B

...
...

ama,1B · · · ama,naB

.

Kronecker products provide a compact representation of matrices by representing exponentially-many
entries of A⊗B with linearly-many entries in A and B. For the Kronecker product of a sequence of
matrices A1, . . . , Ad, we use the notation

d⊗
i=1

Ai = A1 ⊗ · · · ⊗Ad

The Kronecker product is associative, so pairwise products can be taken in any order.

Kronecker products additionally possess useful algebraic properties. Let (·)+ denote Moore-Penrose
pseudoinverse.

Proposition 3. (Kronecker Product Properties) Let A =
⊗d

i=1 Ai and B =
⊗d

j=1 Bj . Then the
following properties hold:

1. A⊤ =
⊗d

i=1 A
⊤
i .

2. A+ =
⊗d

i=1 A
+
i .

3. If Ai and Bi are compatible for multiplication for i = 1, . . . , d, then AB =
⊗d

i=1 AiBi.

There are efficient algorithms for matrix-vector multiplication utilizing Kronecker structure such as
Alg. 5. Let A =

⊗ℓ
i=1 Ai be a Kronecker structured matrix where Ai is a matrix of size ai × bi so

that A has size a× b with a =
∏ℓ

i=1 ai and b =
∏ℓ

i=1 bi.

Algorithm 5 Kronecker Matrix-Vector Product [20, 30]

Input: Matrix A =
⊗ℓ

i=1 Ai, vector x
ai, bi = SHAPE(Ai)

r =
∏ℓ

i=1 bi
x1 = x
for i = 1, . . . , ℓ do

Z = RESHAPE(xi, bi, r/bi)
r = r · ai/bi
xi+1 = RESHAPE(AiZ, r, 1)

return xℓ+1

B Differential Privacy

Let us begin by introducing a useful variant of differential privacy: zero-concentrated differential
privacy (zCDP).
Definition 2. (Zero-Concentrated Differential Privacy; [31]) LetM : X → Y be a randomized
mechanism. For any neighboring datasets p, p′ that differ by at most one record, denoted p ∼ p′,
and all measurable subsets S ⊆ Y: if Dγ(M(p)||M(p′)) ≤ ργ for all γ ∈ (1,∞) where Dγ is the
γ-Renyi divergence between distributionsM(p),M(p′), thenM satisfies ρ-zCDP.

While (ϵ, δ)-DP is a more common notion, it is often more convenient to work with zCDP. There
exists a conversion from zCDP to (ϵ, δ)-DP.
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Proposition 4 (zCDP to DP Conversion; [32]). If mechanismM satisfies ρ-zCDP, thenM satisfies
(ϵ, δ)-DP for any ϵ > 0 and δ = minα>1

exp((α−1)(αρ−ϵ))
α−1

(
1− 1

α

)α
.

Next, we introduce two building block mechanisms. An important quantity in analyzing the privacy
of a mechanism is sensitivity. The ℓk sensitivity of a function f : X → R is given by ∆k(f) =
maxp∼p′ ∥f(p)− f(p′)∥k. If f is clear from the context, we write ∆k.
Proposition 5 (zCDP of Gaussian mechanism; [31]). Let W be an m × n workload. Given data
vector p, the Gaussian mechanism adds i.i.d. Gaussian noise to Wp with scale parameter σ i.e.,
M(p) = Wp + σ∆2(W )N (0, I), where I is the m × m identity matrix. Then the Gaussian
Mechanism satisfies 1

2σ2 -zCDP.
Proposition 6 (zCDP of correlated Gaussian mechanism; [33]). Let W be an m×n workload. Given
data vector p, the correlated Gaussian mechanism adds Gaussian noise to Wp with covariance
matrix Σ i.e.,M(p) = Mp+N (0,Σ). The correlated Gaussian mechanism satisfies γ

2 -zCDP where
γ is the largest diagonal element of M⊤Σ−1M .
Proposition 7 (zCDP of exponential mechanism; [34, 35]). Let ϵ > 0 and Scorer : X → R be
a quality score of candidate r ∈ R for data vector p. Then the exponential mechanism outputs a
candidate r ∈ R according to the following distribution: Pr(M(p) = r) ∝ exp

(
ϵ

2∆1
Scorer(p)

)
.

The exponential mechanism satisfies ϵ2

8 -zCDP.

Adaptive composition and post-processing are two important properties of differential privacy that
allow us to construct complex mechanisms from the above building blocks. Let us state these results
for zCDP.
Proposition 8 (zCDP Properties; [31, 35]). zCDP satisfies these two properties of differential privacy:

1. (Adaptive Composition) LetM1 : X → Y1 satisfy ρ1-zCDP andM2 : X × Y1 → Y2 satisfy
ρ2-zCDP. The mechanism p 7→ M2(p,M1(p)) satisfies (ρ1 + ρ2)-zCDP.

2. (Post-processing) LetM1 : X → Y satisfy ρ-zCDP and f : Y → Z be a randomized algorithm.
ThenM : X → Z = f ◦M1 satisfies ρ-zCDP.

C Relationship between Marginals and Residuals

In this section, we prove Proposition 1, which provides a relationship between marginals and residuals.
Before proving this result, let us consider residual workloads as well as the subtraction matrix D(k).

Let us state some properties of residuals.
Proposition 9 (Residual Properties; [6, 13, 14]). Let Ω be the set of all tuples of attributes for a
given data universe X .

1. Rτ is an mτ × n matrix with full row rank.

2. Rτ , Rτ ′ are mutually orthogonal for τ ̸= τ ′ i.e. RτR
⊤
τ ′ = 0.

3. Rτ ,Mτ ′ are mutually orthogonal for τ ̸⊆ τ ′ i.e. RτM
⊤
τ ′ = 0.

4. (Rτ )τ∈Ω spans Rn.

Lemma 2. Data vector p ∈ Rn can be decomposed uniquely as follows: p =
∑

τ∈Ω R⊤
τ vτ for

vτ ∈ Rmτ .

Proof. Let pτ = R+
τ Rτp be the projection of p onto the row-space of Rτ . By Proposition 9,

p =
∑

τ∈Ω pτ . Let vτ ∈ Rmτ be such that pτ = R⊤
τ vτ . Since Rτ is full row rank, vτ is unique.

Now, let us consider D+
(k). Recall that D(k) is an nk − 1× nk matrix given by

D(k) =


1 −1 0 · · · 0
0 1 −1 · · · 0
...

...
...

...
0 · · · · · · 1 −1

 .
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The pseudoinverse of D(k) is known in closed-form:

D+
(k) =

1

nk


nk − 1 nk − 2 · · · 1
−1 nk − 2 · · · 1
−1 −2 · · · 1

...
...

...
−1 −2 · · · −(nk − 1)


= (1/nk)(1ku

⊤
k − nkCk),

where uk =


nk − 1
nk − 2

...
1

 and Ck is the nk × nk − 1 lower triangular matrix of ones.

Continuing the example from Fig. 1,

D(k) =

[
1 −1 0
0 1 −1

]
D+

(k) =
1

3

[
2 1
−1 1
−1 −2

]
.

Proposition 1. Let RS = (Rτ )τ∈S be a combined workload of residual queries for all τ in a
collection S ⊆ 2[d], where the individual matrices Rτ are stacked vertically. The size of RS is m×n
where m =

∑
τ∈S mτ . Then for any z = (zτ )τ∈S ∈ Rm and any γ, it holds that

MγR
+
S z =

∑
τ∈S,τ⊆γ

Aγ,τzτ , where Aγ,τ :=

d⊗
k=1


D+

(k) k ∈ τ(
1/nk

)
1k k ∈ γ \ τ

1 k /∈ γ

for τ ⊆ γ.

The matrix Aγ,τ has size nγ×mτ and maps from the space of τ -residuals to the space of γ-marginals.
The running time to compute Aγ,τzτ is O(|γ|nγ).

Proof of Proposition 1. First note that R+
S is the pseudoinverse of a block matrix. In general the

pseudoinverse of a vertical block matrix involves the pseudoinverse of each block multiplied by a
projection matrix [36]. In this case each block is a residual query, as discussed in Proposition 9, these
query matrices are mutually orthogonal so the pseudoinverse R+

S has the form (R+
τ )

T
τ∈S . Here, the

combined query matrix RS is constructed by stacking the blocks Rτ vertically and the combined
pseudoinverse R+

S stacks the blocks R+
τ horizontally. Given this block structure of R+

S we can write

R+
S z =

∑
τ∈S

R+
τ zτ =⇒ MγR

+
S z =

∑
τ∈S

MγR
+
τ zτ . (3)

Another relevant property of residual queries given in Proposition 9 is that RτM
⊤
τ ′ = 0 for

τ ̸⊆ τ ′. When we drop these orthogonal queries from the summation, we get MγR
+
S z =∑

τ∈S,τ⊆γ MγR
+
τ zτ . When computing the product MγR

+
τ , several properties of Kronecker products

given in Proposition 3 are relevant. The first is that (A⊗B)+ = A+ ⊗B+. Applying this property
gives

R+
τ =

d⊗
k=1

{
D+

(k) k ∈ τ(
1⊤k
)+

k /∈ τ
. (4)

The next property is that when when A and B both have compatible Kronecker structure, AB =⊗
i AiBi. Both Mγ and R+

τ have compatible Kronecker structure so we can write

MγR
+
τ =

d⊗
k=1


IkD

+
(k) k ∈ τ

Ik
(
1⊤k
)+

k ∈ γ \ τ
1⊤k
(
1⊤k
)+

k /∈ γ

. (5)
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To evaluate this, notice that (1Tk )
+ = 1k(1

T
k 1k)

−1 = 1k/nk and 1⊤k (1k/nk) = 1. Plugging this into
the equation above we get

Aγ,τ = MγR
+
τ =

d⊗
k=1


D+

(k) k ∈ τ

1k/nk k ∈ γ \ τ
1 k /∈ γ

. (6)

Finally, this gives the full result that MγR
+
S z =

∑
τ∈S,τ⊆γ Aγ,τzτ .

We prove the time complexity result for Aγ,τzτ in Appendix E.

D ReM Proofs

In this section, we prove results related to ReM from Sections 3 and 4.

Theorem 1. Suppose α̂τ minimizes Lτ (ατ ) over Rmτ for each τ ∈ S and let α̂ = (α̂τ )τ∈S . Then
Alg. 2 outputs µ̂γ = Mγ p̂, where p̂ = R+

S α̂ is a global minimizer of the combined loss function∑
τ∈S Lτ (Rτp) over Rn.

Proof. Suppose α̂τ minimizes Lτ for all τ and let p̂ = R+
S α̂. Then for any p ∈ Rn∑

τ∈S
Lτ (Rτ p̂) =

∑
τ∈S

Lτ (RτR
+
S α̂)

(⋆)
=
∑
τ∈S

Lτ (α̂τ ) ≤
∑
τ∈S

Lτ (Rτp). (7)

We will justify Equality (⋆) below. The inequality holds because α̂τ minimizes Lτ . Thus, Equation (7)
shows that p̂ minimizes the combined loss

∑
τ∈S Lτ (Rτp).

To justify Equality (⋆), first observe that RSR
+
S α̂ = α̂ because RS has full row rank and thus

RSR
+
S = I . We can see RS has full row rank by Proposition 9: each block of rows corresponding to

one residual has full row rank and these blocks are orthogonal. The equality RτR
+
S α̂ = α̂τ is obtained

by selecting the block of rows corresponding to residual τ from the equality RSR
+
S α̂ = α̂.

Lemma 1. For τ ⊆ γ, the residual Rτ can be recovered from the marginal Mγ as

Rτ = A+
γ,τMγ where A+

γ,τ =

d⊗
k=1


D(k) k ∈ τ

1Tk k ∈ γ \ τ
1 k /∈ γ

.

Proof of Lemma 1. Recall that we defined Aγ,τ = MγR
+
τ . Then A+

γ,τ = RτM
+
γ . Observe the

following:

A+
γ,τMγ =

d⊗
k=1


D(k)Ik k ∈ τ

1⊤k Ik k ∈ γ \ τ
1 · 1⊤k k /∈ γ

=

d⊗
k=1

{
D(k) k ∈ τ

1⊤k k /∈ τ

= Rτ

Theorem 2. Let yγ ∼ N (Mγp, σ
2I) be a noisy marginal measurement with isotropic Gaus-

sian noise and let zτ = A+
γ,τyγ for each τ ⊆ γ. Then noisy residual zτ has distribution

N (Rτp, σ
2DτD

⊤
τ

∏
k∈γ\τ nk) and zτ is independent of zτ ′ for τ ̸= τ ′.
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Furthermore, let Hγ = (A+
γ,τ )τ⊆γ be the matrix mapping from yγ to (zτ )τ⊆γ . This matrix is

invertible, which implies that

logN (yγ |Mγp, σ
2I) =

∑
τ⊆γ

logN
(
zτ
∣∣Rτp, σ

2DτD
⊤
τ

∏
k∈γ\τ

nk

)
+ log |detHγ |. (1)

Proof of Theorem 2. Since yτ ∼ N (Mγp, σ
2I) and zτ = A+

γ,τyτ , standard properties of normal
distributions give that zτ ∼ N (A+

γ,τMγp, σ
2A+

γ,τ (A
+
γ,τ )

⊤). By Lemma 1, the mean is equal to Rτp,
as stated. For the covariance

A+
γ,τ (A

+
γ,τ )

⊤ =


D(k)D

⊤
(k) k ∈ τ

1⊤k 1k k ∈ γ \ τ
1 k /∈ γ

=
∏

k∈γ\τ

nk ·
d⊗

k=1

{
D(k)D

⊤
(k) k ∈ τ

1 k /∈ τ

= DτD
⊤
τ

∏
k∈γ\τ

nk

so the covariance is σ2DτD
⊤
τ

∏
k∈γ\τ nk, as stated.

For τ ̸= τ ′ the vectors zτ and zτ ′ are jointly normal with covariance σ2A+
γ,τ (A

+
γ,τ ′)⊤. We will show

that A+
γ,τ (A

+
γ,τ ′)⊤ is a matrix of zeros, so the covariance matrix is identically zero and the vectors

are independent. By the Kronecker structure,

A+
γ,τ (A

+
γ,τ ′)

⊤ =

d⊗
k=1



D(k)D
⊤
(k) k ∈ τ ∩ τ ′

1⊤k D
⊤
(k) k ∈ τ ′ \ τ

D(k)1k k ∈ τ \ τ ′
1⊤k 1k k ∈ γ \ (τ ∪ τ ′)

1 k /∈ γ

Observe that D(k)1k = 0 is a vector of zeros because the rows of D(k) sum to zero, and similarly
1⊤k D

⊤
(k) is a row vector of zeros. Thus, any k in the symmetric difference (τ ′ \ τ) ∪ (τ \ τ ′) will

contribute an all zeros matrix to the Kronecker product and cause A+
γ,τ (A

+
γ,τ ′)⊤ to be an all zeros

matrix. But there must be at least one k in the symmetric difference because τ ̸= τ ′. This proves that
the covariance matrix is identically zero, as desired.

We will next show that the mapping Hγ is invertible. Hγ is a matrix with blocks A+
γ,τ for each τ ⊆ γ,

stacked vertically, and nγ =
∏

k∈γ nk columns. From the definition of the block A+
γ,τ , we can see it

has mτ =
∏

k∈τ (nk − 1) rows and is of full row rank because D(k) is a full rank matrix with nk − 1
rows and the other matrices in the Kronecker product have only one row. We showed above that
A+

γ,τ (A
+
γ,τ ′)⊤ = 0 for τ ̸= τ ′, which means that the blocks of Hγ have mutually orthogonal rows,

and combined with the fact that each block has full row rank this means that Hγ has rank equal to the
total number of rows. This number of rows is

∑
τ⊆γ mτ =

∑
τ⊆γ

∏
k∈τ (nk− 1) =

∏
k∈γ nk = nγ ,

which equals the number of columns, and therefore Hγ invertible.2

Now, given what we have shown so far, we will write two different expressions for the log-probability
density function log pz(z) where z = (zτ )τ⊆γ . First, we have already derived the joint multivariate
distribution of z, which, due to independence, has log-density

log pz(z) =
∑
τ⊆γ

logN
(
zτ

∣∣∣Rτp, σ
2DτD

⊤
τ

∏
k∈γ\τ

nk

)
.

2To see that
∑

τ⊆γ

∏
k∈τ (nk − 1) =

∏
k∈γ nk, observe that nγ =

∏
k∈γ nk counts the number of ways to

map each k ∈ γ to a value i ∈ {1, . . . , nk}. Equivalently, we may consider selecting a subset τ ⊆ γ, assigning
each k ∈ τ to the value 1, and then assigning each k /∈ τ to one of the remaining values in {2, . . . , nk}. The
number of ways to do this is

∑
τ⊆γ

∏
k∈τ (nk − 1) =

∏
k∈γ nk.
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Second, because z = Hγyγ for the multivariate normal random variable yγ , the change of variable
formula for probability densities gives that

log pz(z) = logN (yγ |Mγp, σ
2I)− log |detHγ |.

Equating these two expressions gives Equation (1), which completes the proof.

Theorem 3 (Efficient pseudoinversion of marginal query matrix). Let MQ = (Mγ)γ∈Q be the
query matrix for a multiset Q of marginals and let y = (yγ)γ∈Q be corresponding noisy marginal
measurements with yγ = Mγp+N (0, σ2I). Let S = {τ ⊆ γ : γ ∈ Q} and for each τ ∈ S let γτ,i
be the ith marginal in Q containing τ . Let zτ,i = A+

γτ,i,τyγτ,i
be the residual measurement obtained

from γτ,i and let Στ,i = σ2
τ,iDτD

⊤
τ be its covariance where σ2

τ,i = σ2
∏

k∈γτ,i\τ nk. Then, given
any workload of marginal queriesW , for each γ ∈ W , the marginal reconstruction µ̂γ obtained
from Algorithm 3 on these residual measurements is equal to MγM

+
Qy.

Proof. By standard properties of the pseudoinverse, M+
Qy is the unique vector that minimizes

SE(p) = ∥MQp − y∥22 and is in the row span of MQ. We will show that the vector R+
S α̂ satisfies

both properties, where α̂ = (α̂τ )τ∈S is constructed in Algorithm 3, and thus R+
S α̂ = M+

Qy. Then,
by Proposition 1, the reconstructed marginal µ̂γ in Algorithm 3 is equal to MγR

+
S α̂ and hence also

equal to MγM
+
Qy, as claimed.

We will first show R+
S α̂ minimizes SE(p). Observe that the SE(p) is equivalent to the negative

log-likelihood Ly(p) of the marginal measurements y:

SE(p) = ∥MQp− y∥22
=
∑
γ∈Q
∥Mγp− yγ∥22

= −2σ2
∑
γ∈Q

logN (yγ |Mγp, σ
2I) + const.

= 2σ2Ly(p) + const.

Therefore SE(p) and Ly(p) have the same minimizers.

Then, by Theorem 2,

Ly(p) =
∑
γ∈Q
− logN (yγ |Mγp, σ

2I)

=
∑
γ∈Q

∑
τ⊆γ

− logN (A+
γ,τyτ | Rτp, σ

2
∏

k∈γ\τ

nk ·DγD
⊤
γ ) + const.

=
∑
τ∈S

kτ∑
i=1

− logN (zτ,i | Rτp, σ
2
τ,iDγD

⊤
γ )︸ ︷︷ ︸

Lz(p)

+ const.

where in the final line we rearranged terms using the notation of the theorem statement.

Therefore, SE(p), Ly(p) and Lz(p) all have the same minimizers.

Furthermore, Lz(p) decomposes over residual measurements as Lz(p) =
∑

τ∈S Lτ (Rτp) where
Lτ (ατ ) =

∑kτ

i=1− logN (zτ,i | ατ , σ
2
τ,iDγD

⊤
γ ). Therefore, Theorem 1 allows us to minimize each

term separately. Algorithm 3 finds α̂τ to minimize Lτ (ατ ) for each τ ∈ S using inverse variance
weighting. Then, by Theorem 1, the vector R+

S α̂ is a minimizer of Lz(p), and therefore also a
minimizer of SE(p).

It remains to show that R+
S α̂ ∈ row(MQ). This is true because R+

S α̂ ∈ col(R+
S ) = row(RS) ⊆

row(MQ).3 The final inclusion is true by Lemma 1, since for each τ ∈ S we have Rτ = A+
γ,τMγ

for some γ ∈ Q.
3In fact row(RS) = row(MQ) but we only need the inclusion.
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Let us now discuss a generalization of Theorem 3 to the case where noise scales vary across marginal
measurements.
Theorem 5. Let MQ = (Mγ)γ∈Q be the query matrix for a multiset Q of marginals and let
y = (yγ)γ∈Q be corresponding noisy marginal measurements with yγ = Mγp+N (0, σ2I). Define
the scaled query matrix for Q as VQ = (Vγ)γ∈Q where Vγ = 1

σγ
Mγ and the scaled marginal

measurements as v =
(
vγ
)
γ∈Q where vγ = 1

σγ
yγ . Let S = {τ ⊆ γ : γ ∈ Q} and for each τ ∈ S

let γτ,i be the ith marginal in Q containing τ . Let zτ,i = A+
γτ,i,τyγτ,i

be the residual measurement
obtained from γτ,i and let Στ,i = σ2

τ,iDτD
⊤
τ be its covariance where σ2

τ,i = σ2
∏

k∈γτ,i\τ nk.
Then, given any workload of marginal queriesW , for each γ ∈ W , the marginal reconstruction µ̂γ

obtained from Algorithm 3 on these residual measurements is equal to MγV
+
Q v.

The result follows due to the following Lemma, which shows that V +
Q y is an MLE for p given the

noisy marginal measurements y.
Lemma 3. Let MQ = (Mγj

)rj=1 be the query matrix for marginals Q = (γ1, . . . , γr), which may
include duplicates, and let y = (yγj

)rj=1 be corresponding noisy marginal measurements with
yγj

= Mγj
p+N (0, σ2

γj
I). Define the scaled query matrix as VQ = (Vγj

)rj=1 where Vγj
= 1

σγj
Mγj

and the scaled marginal measurements as v =
(
vγj

)r
j=1

where vγj
= 1

σγj
yγj

. Then V +
Q v is a MLE

of p with respect to noisy measurements y.

Proof. The log-likelihood of data vector p under noisy marginal measurement yγj
can be written as

Lyγj
(p) = − 1

2σ2
γj

∥∥yγj
−Mγj

p
∥∥2
2
+ cγj

where cγj is a constant. Since the noisy marginal measurements are independent, the log-likelihood
of data vector p under noisy marginal measurements y is given by

Ly(p) = −
1

2

r∑
j=1

1

σ2
γj

∥∥yγj
−Mγj

p
∥∥2
2
+ c

where c is a constant. The vector p̂ is an MLE of p under noisy marginal measurements y if and only
if p̂ minimizes the loss function

Ly(p) =

r∑
j=1

1

σ2
γj

∥∥yγj
−Mγj

p
∥∥2
2

=

r∑
j=1

∥∥∥∥( 1

σγj

)
yγj
−
(

1

σγj

)
Mγj

p

∥∥∥∥2
2

=

r∑
i=1

∥∥vγj − Vγjp
∥∥2
2

= ∥v − VQp∥22 .

Since V +
Q v minimizes Ly(p), it is an MLE of p under noisy marginal measurements y.

E Computational Complexity

In this section, we analyze the computational complexity of applications of ReM under Gaussian
noise. We state and prove the results discussed in Section 4.4. Let us first prove two useful lemmas
regarding the time complexity of Alg 5 for multiplying the Kronecker matrix A =

⊗ℓ
i=1 Ai by a

vector x. Recall that Ai has size ai × bi and A has size a× b with a =
∏ℓ

i=1 ai and b =
∏ℓ

i=1 bi.
Lemma 4. At iteration i, Alg. 5 has the following time complexity:

(a) if Ai is an arbitrary matrix, iteration i takes O
(∏i

j=1 aj
∏ℓ

h=i bh
)

time.
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(b) if Ai = D+
(k), then iteration i takes O

(∏i−1
j=1 aj

∏ℓ
h=i bh

)
time, where bi = nk − 1.

(c) if Ai = D(k), then iteration i takes O
(∏i

j=1 aj
∏ℓ

h=i+1 bh
)

time, where ai = nk − 1.

Proof. At iteration i of Alg. 5, Ai is multiplied by a matrix Z with size bi ×
(∏i−1

j=1 aj
∏ℓ

h=i+1 bh
)
.

Then each row in Ai requires bi
(∏i−1

j=1 aj
∏ℓ

h=i+1 bh
)
=
(∏i−1

j=1 aj
∏ℓ

h=i bh
)

scalar multiplications.

Since Ai has ai rows, this yields
(∏i

j=1 aj
∏ℓ

h=i bh
)

multiplications over all rows. This proves (a).

Suppose Ai = D+
(k). Recall that D+

(k) = (1/nk)(1ku
⊤
k − nkCk). We claim that computing D+

(k)v

for any vector v takes O(nk) time. Ckv is a cumulative sum of the elements of v and u⊤
k v is

a dot product, both of which take O(nk) time to compute. The remaining steps cost 2(nk − 1)
multiplications and nk − 1 sums. Thus each column of Z can be multiplied by Ai in O(nk) time.
Since Z has

(∏i−1
j=1 aj

∏ℓ
h=i+1 bh

)
columns, computing AiZ takes O

(
bi
(∏i−1

j=1 aj
∏ℓ

k=i+1 bk
))

=

O
(∏i−1

j=1 aj
∏ℓ

k=i bk
)

time, where bi = nk − 1. This proves (b).

Suppose Ai = D(k). For vector v, D(k)v is the difference of consecutive elements of v, which takes
O(nk) time to compute. Thus each column of Z can be multiplied by Ai with nk − 1 operations.
Since Z has

(∏i−1
j=1 aj

∏ℓ
h=i+1 bh

)
columns, computing AiZ takesO

(
ai
(∏i−1

j=1 aj
∏ℓ

k=i+1 bk
))

=

O
(∏i

j=1 aj
∏ℓ

k=i+1 bk
)

time, where ai = nk − 1. This proves (c).

Lemma 5. The following hold for Alg. 5:

(a) If ai ≥ bi and either Ai = D+
(k) or bi = 1 for i = 1, . . . , ℓ, then Alg. 5 takes O

(
a · ℓ) time.

(b) If ai ≤ bi and either Ai = D(k) or ai = 1 for i = 1, . . . , ℓ, then Alg. 5 takes O
(
b · ℓ) time.

Proof. Applying Lemma 4, if Ai = D+
(k) then iteration i takes O

(∏i−1
j=1 aj

∏ℓ
h=i bh

)
time, and,

if bi = 1, then iteration i takes O
(∏i

j=1 aj
∏ℓ

h=i+1 bh
)

time. We can bound these terms by

O
(∏ℓ

j=1 aj
)
= O(a). Summing over all ℓ iterations of Alg. 5 yields O(

∑ℓ
i=1 a) = O(a · ℓ). This

proves (a).

If Ai = D(k), then iteration i is O
(∏i

j=1 aj
∏ℓ

h=i+1 bh
)

by Lemma 4 (c). If ai = 1, then iteration

i is O
(∏i−1

j=1 aj
∏ℓ

h=i bh
)

by Lemma 4 (a). We can bound these terms by O
(∏ℓ

h=1 bh
)
= O(b).

Summing over all ℓ iterations of Alg. 5 yields O(
∑ℓ

i=1 b) = O(b · ℓ). This proves (b).

Theorem 6. LetW be a workload of marginals. Then

(a) Reconstructing an answer to marginal Mγ for γ ∈ W takes O(|γ|nγ2
|γ|) time.

(b) The time required for reconstructing an answer to marginal Mγ for γ ∈ W is o(n1+ϵ
γ ) for

any ϵ > 0 as ni →∞ for some i ∈ γ.

(c) GReM-MLE(W,S, z) takes O(
∑

γ∈W |γ|nγ2
|γ|) time.

(d) EMP(W,Q, y) takes O(
∑

γ∈W |γ|nγ2
|γ|) time.

(e) GReM-LNN(W,S, z) takes O(
∑

γ∈W |γ|nγ2
|γ|) time per round.

Proof. Let us first consider the running time of Aγ,τzτ for some τ ⊆ γ. Recall that Aγ,τ can be
written as follows:

Aγ,τ :=
⊗
k∈γ

{
D+

(k) k ∈ τ(
1/nk

)
1k k ∈ γ \ τ

Since Aγ,τ satisfies the conditions of Lemma 5 and has nγ rows, computing Aγ,τzτ takes O(|γ|nγ)
time. Recall from Proposition 1 that reconstructing an answer to marginal Mγ is given by
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∑
τ∈S,τ⊆γ Aγ,τyτ . The number of terms in the summation is at most 2|γ|, so the total running

time of reconstructing an answer to Mγ is O(|γ|nγ2
|γ|). This proves (a).

For (b), let ϵ > 0 and consider the following quotient:

|γ|nγ2
|γ|

|γ|n1+ϵ
γ

=
2|γ|

nϵ
γ

=
2|γ|∏
i∈γ n

ϵ
i

.

Taking the limit as ni →∞, the quotient tends to zero and we obtain the desired result.

With GReM-MLE, each residual query Rτ , τ ∈ S can have multiple measurements yτ,1, . . . , yτ,kτ

but with proportional covariances. For each τ ∈ S, we combine the measurements using inverse
variance weighting to obtain α̂τ . We then reconstruct the marginals Mγ for γ ∈ W using the residual
answers α̂τ for τ ∈ S. By (a), the running time is O(

∑
γ∈W |γ|nγ2

|γ|). This proves (c).

The efficient marginal pseudoinversion, given in Alg. 4, first decomposes marginals and then applies
GReM-MLE. Let Q be the multiset of measured marginals andW be the workload of marginals to
answer. LetW↓ denote the downward closure ofW . We assume that Q is a consists of elements
of W↓ and each γ ∈ W↓ appears in Q at most b times. For each γ ∈ Q, we decompose the
marginal measurements into residual measurements by computing A+

γ,τyγ for each τ ⊆ γ. By
Lemma 5 (b), computing A+

γ,τyγ takes O(|γ|nγ) time. Then the running time of decomposing
the marginal measurements is O(

∑
γ∈Q |γ|nγ2

|γ|). From (c), the running time of GReM-MLE is
O(
∑

γ∈W |γ|nγ2
|γ|). Given that the running time of decomposition is at most a multiple of the

running time of GReM-MLE, O(
∑

γ∈W |γ|nγ2
|γ|). This proves (d).

Let us turn to the running time of GReM-LNN. LetW↓ be the downward closure of workloadW .
The dual ascent algorithm for GReM-LNN (Alg. 6) consists of three steps each round requiring
matrix multiplications: computing α̂τ for τ ∈ S, computing α̂τ ′ for unmeasured τ ′ ∈ W↓ \ S, and
reconstructing answers to marginals Mγ for γ ∈ W .

First consider the case where τ ∈ S. Recall that in this case α̂τ =
(∑kτ

i=1 K
−1
τ,i

)−1(∑kτ

i=1 K
−1
τ,i yτ,i+∑

γ⊇τ A
T
γ,τλγ

)
, where Kτ,i = σ2

τDτD
T
τ . We can rewrite α̂τ as follows:

α̂τ =

(∑
γ⊇τ

σ−2
τ

)−1∑
γ⊇τ

σ−2
τ yτ,i +

(∑
γ⊇τ

σ−2
τ

)
DτD

T
τ

∑
γ⊇τ

AT
γ,τλγ .

The left summand requires no matrix multiplications and does not depend on λ. Then computing
AT

γ,τλγ takes O
(
|γ|nγ) time. The right summand is obtained by computing AT

γ,τλγ for each γ ⊇ τ .
Then computing α̂τ for τ ∈ S takes O(

∑
γ⊇τ |γ|nγ) time.

Now consider the case where τ ∈ W↓ \ S. Then α̂ = −(1/2)(AT
τ,τAτ,τ )

−1
∑

γ⊇τ A
T
γ,τλγ . As with

the prior case, the desired term requires computing AT
γ,τλγ for each γ ⊇ τ . Then computing α̂τ for

τ ∈ W↓ \ S is O(
∑

γ⊇τ |γ|nγ).

Combing these results, computing α̂τ for τ ∈ W↓ is O(
∑

τ∈W↓
∑

γ⊇τ |γ|nγ). Observe that for
each γ ∈ W , there are 2|γ| terms in the summation. By indexing the summation in terms of γ, we
obtain that computing α̂ isO(

∑
γ∈W |γ|nγ2

|γ|). The remaining step of GReM-LNN is to reconstruct
answers to marginals Mγ for γ ∈ W . By (a), the running time is O(

∑
γ∈W |γ|nγ2

|γ|). This
proves (e).

F GReM-LNN Implementation

Recall that GReM-LNN solves the following convex program:

min
α

∑
τ∈S

∑
i

(ατ − zτ,i)
⊤K−1

τ,i (ατ − zτ,i) s.t.
∑
τ⊆γ

Aγ,τατ ≥ 0, ∀γ ∈ W (8)
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Algorithm 6 GReM-LNN Dual Ascent

Input: Marginal workloadW , residual workload S , residual measurements z, rounds T , step size s,
Lagrangian initialization λ, regularization weight η

1: Initialize λγ = λ for γ ∈ W
2: for t = 1, . . . , T do
3: Set ατ =

(∑kτ

i=1 Kτ,i

)−1
(
∑kτ

i=1 K
−1
τ,i yτ,i −

∑
γ⊇τ A

⊤
γτλγ) for τ ∈ S

4: Set ατ = −1/2η
(
A⊤

ττAττ

)−1
(
∑

γ⊇τ A
⊤
γτλγ)

⊤ for τ ∈ W↓ \ S
5: Calculate µγ(α) =

∑
τ⊆γ Aγτατ for γ ∈ W

6: Update λγ = min{λγ + sµγ(α),0} for γ ∈ W

for Kτ,i = 2|τ |DτD
T
τ . Observe that the program in Eq. 8 only depends on unmeasured residuals in

W↓ through the local non-negativity constraint. To make this problem more tractable and the solution
more stable, we introduce a regularization term to limit the contribution of unmeasured residuals to
reconstructed marginals:

min
α

∑
τ∈S

∑
i

(ατ − zτ,i)
⊤K−1

τ,i (ατ − zτ,i) + η
∑

ν∈W↓\S

∥Aνναν∥22

s.t.
∑
τ⊆γ

Aγ,τατ ≥ 0, ∀γ ∈ W
(9)

Note that the introduction the regularization term in Eq. (9) is only relevant to the underdetermined
case, since, otherwise,W↓ ⊆ S. To solve the program in Eq. (9), we use an iterative dual ascent
algorithm described in pseudocode in Alg. 6.

Let us now show that Alg. 6 is correctly specified. Let us denote the objective as f(α) =∑
τ∈S

∑kτ

i=1(ατ − zτ,i)
⊤K−1

τ,i (ατ − zτ,i) + η
∑

ν∈W↓\S ∥Aνναν∥22 and the constraint as µ(α) =
(µγ(α))γ∈W = (

∑
τ⊆γ Aγτατ )γ∈W ≥ 0. Then the Lagrangian function is given by

L(α, λ) = f(α) + λ⊤µ(α)

=
∑
τ∈S

kτ∑
i=1

(ατ − zτ,i)
⊤K−1

τ,i (ατ − zτ,i) + η
∑

ν∈W↓\S

∥Aνναν∥22 +
∑
γ∈W

λ⊤
γ

∑
τ⊆γ

Aγτατ

where λ = (λγ)γ∈W is the dual variable or Lagrangian multiplier and is constrained such that λ ≤ 0.
The dual function is given by g(λ) = minα L(α, λ) and the dual problem is given by maxλ≤0 g(λ).
Under suitable regularity conditions, the optimal value of the dual problem is equivalent to the optimal
value of the primal problem. We can solve both by maximizing the dual function g to obtain λ∗ and
then minimizing the Lagrangian L(α, λ∗) with respect to α to obtain α∗.

We can solve for each α∗
τ in closed form for τ ∈ W↓. Minimizing the Lagrangian L(α, λ∗) with

respect to α corresponds to minimizing an unconstrained quadratic objective and can be solved
separately for each τ . To see this, let us fix λ and solve for the critical point of L(α, λ). If τ ∈ S,
then gradient of L with respect to ατ is given by

∇ατ
L(α, λ) =

kτ∑
i=1

K−1
τ,i (ατ − zτ,i) +

∑
γ⊇τ

A⊤
γτλγ .

Setting this to zero and solving for α∗
τ yields

α∗
τ =

( kτ∑
i=1

K−1
τ,i

)−1( kτ∑
i=1

K−1
τ,i zτ,i −

∑
γ⊇τ

A⊤
γτλγ

)
.
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Algorithm 7 Scalable MWEM

Input: Marginal workloadW , privacy budget (ϵ, δ), initialization parameter α

1: Choose ρ such that minα>1
exp((α−1)(αρ−ϵ))

α−1

(
1− 1

α

)α
= δ

2: Set σ2
0 , σ

2 = 1
2αρ ,

T
(1−α)ρ

3: Initialize measurements y = {M∅p+ ξ0} with ξ0 ∼ N (0, σ2
0I) and multiset Q = {∅}

4: Initialize (µ̂γ)γ∈W = EMP(W,Q, y)
5: for t = 1, . . . , T do
6: Select γt with the exponential mechanism using (1−α)ρ

2T budget according to

Score(p, γ, Y ) = ∥Mγp− µ̂γ∥1 ∀γ ∈ W

7: Measure yt = Mγt
p+ ξt where ξt ∼ N (0, σ2I) and set Q = Q∪ {γt}

8: Reconstruct (µ̂γ)γ∈W = EMP(W,Q, y)
return noisy answers (µ̂γ)γ∈W , noisy measurements y

Now, suppose τ ∈ W↓ \ S . Then gradient of L with respect to ατ is given by

∇ατL(α, λ) = 2ηα⊤
τ A

⊤
ττAττ +

∑
γ⊇τ

A⊤
γτλγ .

Setting this to zero and solving for α∗
τ yields

α∗
τ = −1/2η

(
A⊤

ττAττ

)−1(∑
γ⊇τ

A⊤
γτλγ

)⊤
.

To update λ, we set λ∗ = min{λ + tµ(α∗), 0} where t > 0 is the step size. This can be seen as
projected gradient ascent on g(λ) since µ(α∗) = ∇λL(α∗, λ) = ∇λg(λ).

G Scalable MWEM with pseudoinverse reconstruction

The multiplicative weights exponential mechanism (MWEM) [15] is a canonical data-dependent
mechanism that maintains a model p̂ of the data distribution p that is improved iteratively by adaptively
measuring marginal queries that are poorly approximated by the current model p̂. MWEM has served
as the foundation for many related data-dependent mechanisms. A limitation of MWEM-style
algorithms is that representing p̂, even implicitly, does not scale to high-dimensional data domains
without adopting parametric assumptions. In this section, we propose an MWEM-style algorithm
called Scalable MWEM (Alg. 7) that employs a standard reconstruction approach, the pseudoinverse
of the measured marginal queries, but scales to high-dimensional data domains.

In general, the pseudoinverse is infeasible as a reconstruction method for large data domains. Com-
puting the pseudoinverse Q+ of an arbitrary query matrix Q scales exponentially in the number
of attributes and linearly in size of the data vector. Moreover, even storing the reconstructed data
vector p̂ = Q+y from noisy answers y in memory presents a limitation in practice. Scalable MWEM
overcomes this computational hurdle by measuring marginals with isotropic noise and utilizing the
efficient marginal pseudoinverse (Alg. 4).

Scalable MWEM initializes by using a predetermined fraction of the privacy budget to measure
the total query i.e. the 0-way marginal that counts the number of records in the dataset. LetW be
a workload of marginals e.g. all 3-way marginals. Then, for a fixed number of rounds, Scalable
MWEM privately selects a marginal γ ∈ W that is poorly approximated by the pseudoinverse of the
current measurements using the exponential mechanism. The selected marginal is measured with
isotropic Gaussian noise and utilizes the efficient marginal pseudoinverse to reconstruct answers to
marginals inW . Being a full query answering mechanism rather than just a reconstruction method,
let us show that Scalable MWEM satisfies differential privacy.
Theorem 7. Scalable MWEM satisfies (ϵ, δ)-DP.
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Proof. We will refer to Algorithm 7 as M. Note that M selects a parameter ρ such that
δ = minα>1

exp((α−1)(αρ−ϵ))
α−1

(
1− 1

α

)α
. By proposition 4, it suffices to show that M satisfies

ρ-zCDP, then it also satisfies (ϵ, δ)-DP. In the initialization step,M measures M∅p with the Gaussian
mechanism using the noise scale σ2

o = 1
2αρ . The query M∅p is the total query, so it has an ℓ2

sensitivity of 1 and therefore by proposition 5, this measurement satisfies 1
2σ2

o
= 2αρ

2 = αρ-zCDP.

In each round,M runs the exponential mechanism such that it satisfies (1−α)ρ
2T -zCDP. Also in each

round,M runs the Gaussian mechanism to measure a marginal query with noise scale σ2 = T
(1−α)ρ .

All marginal queries have an ℓ2 sensitivity of 1 so again by proposition 5, this measurement sat-
isfies 1

2σ2
o
= (1−α)ρ

2T -zCDP. By the adaptive composition result given in proposition 8, the overall

mechanism satisfies αρ+ T ( (1−α)ρ
2T + (1−α)ρ

2T ) = ρ-zCDP and also (ϵ, δ)-DP.

H Experiment Details

Datasets. In general, we follow the preprocessing steps described in [7]. All attributes in the datasets
are discrete. We identify the data domain by inferring the possible values for each attribute from the
observed values for each attribute.

Titanic [23] contains 9 attributes, 1, 304 records, and has data vector size 8.9 × 107. Adult [24]
contains 14 attributes, 48, 842 records, and has data vector size 9.8× 1017. Salary [25] contains 9
attributes, 135, 727 records, and has data vector size 1.3 × 1013. Nist-Taxi [26] has 10 attributes,
223, 551 records, and has data vector size 1.9× 1013.

Compute Environment. All experiments were run on an internal compute cluster with two CPU
cores and 20GB of memory.

GReM-LNN Hyperparameters. For the ResidualPlanner experiments in Section 5.1, we set the
hyperparameters as follows: the maximum number of rounds T = 4000, the Lagrangian initialization
parameter λ = −1, and the step size s = 0.1. For the Scalable MWEM experiments in Section 5.2,
we set the hyperparameters as follows: the maximum number of rounds T = 1000, the Lagrangian
initialization parameter λ = −1, the step size s = 0.02, and regularization weight η = 40. For
all experiments, if Alg. 6 fails, we divide the step size by

√
10 and rerun until convergence. We

additionally impose a time limit of 24H on a given run of Alg. 6.

I Additional Experiments

In this section, we detail additional experimental results. For the ResidualPlanner experiment, we
report ℓ2 workload error for the reconstruction methods. For the Scalable MWEM experiment, we
report ℓ2 workload error for the reconstruction methods as well as whether or not Private-PGM
successfully ran across various settings.

25



I.1 Additional ResidualPlanner Experiments
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Figure 4: Average ℓ2 workload error on all 3-way marginals across five trials and privacy budgets
ϵ ∈ {0.1, 0.31, 1, 3.16, 10} and δ = 1× 10−9 for ResidualPlanner.
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I.2 Additional MWEM Experiments
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Figure 5: Average ℓ2 workload error on all 3-way marginals across five trials and privacy budgets
ϵ ∈ {0.1, 0.31, 1, 3.16, 10} and δ = 1× 10−9 for Scalable MWEM with 30 rounds of measurements.

Dataset Rounds Trials Total Trials Completed Trials >24H Trials Out-of-Memory
Titanic 10 25 25 0 0

20 25 25 0 0
30 25 25 0 0

Adult 10 25 0 25 0
20 25 14 8 3
30 25 0 0 25

Salary 10 25 11 14 0
20 25 0 0 25
30 25 0 0 25

Nist-Taxi 10 25 0 0 25
20 25 0 0 25
30 25 0 0 25

Table 2: Completion results of running Private-PGM by setting for the Scalable MWEM experiment.
Failure is broken down by exceeding the 24H time limit or exceeding the available memory (20GB).
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract claims that the ReM and ReM-LNN methods are efficient and
can be used to improve existing mechanisms. In the body of the paper we explain why the
methods are efficient and provide empirical results showing that the methods can be run on
large datasets and do in fact improve existing mechanisms.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have a paragraph in the discussion section dedicated to discussing the
limitations of the work. We discuss how the limitations of the methods presented in this
paper compare to the limitations of the related methods that we compare against.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

28



Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: Our paper includes several theorhetical results, each of which is given with a
full set of assumptions. The proofs are all complete and correct, they are provided in the
supplementary material.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide clear descriptions of the methods proposed in the paper and we
also provide code that can be used to reproduce the results in the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The anonymized code has been submitted as a .zip file along with the paper
submission. Upon acceptance, we will make the code publicly available on GitHub.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In the experiments section we present the key details such as the data citations,
privacy parameters, and target workload. All other experimental details are provided in
Appendix H.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: In the experiments section, we explain that all experiments were run for 5 trials
and that we present average error along with minimum/maximum error bands.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We give the details for the compute environment in Appendix H.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have reviewed the ethics guidelines and can confirm that our research
practices conform to those standards.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: In the discussion section, we include a paragraph titled "Future Work and
Broader Impacts" that discusses potential negative societal impacts of the work performed.
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Guidelines:
• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We do not release any data or models. We do not believe that algorithm for
private query answering have a high risk for misuse.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We utilize data that has been previously released for the purpose of academic
use, in all cases we cite the relevant papers that introduce the datasets.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
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• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The anonymous code we provide at time of submission is well documented, it
does not currently include a license but at the time that the code is made public on GitHub it
will include a license.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: We do not conduct any experiments with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We do not conduct any experiments with human subjects or any experiments
that are otherwise subject to IRB review.
Guidelines:
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• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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