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ABSTRACT

Adversarial Training (AT) is a known, powerful, well-established technique for
improving classifier robustness to input perturbations, yet its applicability beyond
discriminative settings remains limited. Motivated by the widespread use of score-
based generative models and their need to operate robustly under substantial noisy
or corrupted input data, we propose an adaptation of AT for these models, providing
a thorough empirical assessment. We introduce a principled formulation of AT for
Diffusion Models (DMs) that replaces the conventional invariance objective with
an equivariance constraint aligned to the denoising dynamics of score matching.
Our method integrates seamlessly into diffusion training by adding either random
perturbations—similar to randomized smoothing—or adversarial ones—akin to AT.
Our approach offers several advantages: (a) tolerance to heavy noise and corruption,
(b) reduced memorization, (c) robustness to outliers and extreme data variability
and (d) resilience to iterative adversarial attacks. We validate these claims on
proof-of-concept low- and high-dimensional datasets with known ground-truth
distributions, enabling precise error analysis. We further evaluate on standard
benchmarks (CIFAR-10, CelebA, and LSUN Bedroom), where our approach
shows improved robustness and preserved sample fidelity under severe noise, data
corruption, and adversarial evaluation. Code available upon acceptance.

1 INTRODUCTION

Large-scale datasets are cornerstones to the success of generative Al, yet they simultaneously present
a significant challenge. Often web-scraped and minimally curated, they frequently contain multiple
forms of corruption: inlier noise—subtle perturbations within samples; outlier noise—samples that
significantly deviate from the target distribution; missing or corrupted data—commonly affected by
Gaussian noise; and adversarial noise—deliberately crafted perturbations. While recent approaches
have attempted to address training under noisy conditions, they are constrained by restrictive theoreti-
cal assumptions. For instance, Daras et al. (2024c) relies on precise knowledge of noise variance,
Daras et al. (2024d) exclusively targets missing data scenarios, and Daras et al. (2024a) presupposes
access to both clean and corrupted samples. These approaches fall under the umbrella of “noise-aware
training”, solving a problem with strong assumptions: the methods assume access to clean/noisy
sample labels at a sample level, assuming to know the applied noise distribution and its intensity, fully
exploiting these assumptions at training time. This controlled scenario greatly limits the practical
applicability of the proposed methods, as also specified by the authors in the limitation section of
their work. The present work aims to define the principles of robust training for Diffusion Models,
highlighting how this technique enables generative models to be robust against unknown corruption,
whether applied to the training data or as inference-time perturbations, such as adversarial attacks.

In the classification domain, Adversarial Training (AT) (Szegedy et al., 2014) yields robust classifiers
that maintain performance despite input perturbations. Notably, recent research has revealed that AT
confers additional capabilities beyond robustness, including generative capabilities (Mujtaba Hussain
et al., 2024). Despite its demonstrated efficacy in classification tasks, AT has not been systematically
extended to other families of deep learning models, particularly generative models. Beyond handling
noisy data, generative Al models face further challenges, including data memorization (Jagielski
et al., 2023; Somepalli et al., 2023; Carlini et al., 2023b), leading to information leakage, and their
propensity to learn spurious correlations from training data that do not reflect real underlying pat-
terns. In this work, we address this challenge by extending AT to score-based generative models, in
particular to Diffusion Models (DM) (Ho et al., 2020). Our contribution bridges the gap between AT
for classification and the generation paradigm. This extension also reveals new hidden capabilities of
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Figure 1: Smooth trajectories. We train the denoising network to follow the score function i.e.,
X, > X, using just eg(x,t), but we also perturb locally x; as x;+¢ inside a /,, ball and then
imposing equivariance: x;+8 > €y(x;,t) + § = x;_1. This equals adding an intermediate step in
the Markov Chain, behaving as an additional denoising step, making the model resilient to possible
outliers or noise in the dataset—pypoise (X0 )—not proper of paa (X0 ). The local perturbation can be
implemented as adversarial or as random (randomized smoothing). Perturbation strength starts large
and progressively shrinks when 7" — 0. — indicates the forward process; - » the reverse process.

AT applied to the generative domain, offering a practical and theoretically sound approach to training
robust generative models on real, imperfect datasets. Our contribution is then three-fold:

o We are the first to reconnect AT to denoising, linking it to Daras et al. (2024d;c;a). Despite some
works on adversarial aspects in DM training(Yang et al.; Sauer et al.), we formally introduce
adversarial training for DMs, discussing its practical implications on the learned denoising process.

¢ Inspired by Zhang et al. (2019), we develop an AT algorithm tailored for score-based models. Dif-
ferent from classifiers, which require enforcing invariance, score-based models require enforcing
equivariance to properly learn the data distribution, as formalized in our key finding in Eq. (14).

o We show our method’s flexibility in handling noisy data, facing extreme variability like outliers,
preventing memorization, and improving robustness. Besides low-dimensional (3D) controlled data,
we test our method on CIFAR-10, CelebA, LSUN and ImageNet, achieving strong performance.

2 ADVERSARIAL TRAINING SMOOTHS TRAJECTORIES

2.1 PRELIMINARIES

Diffusion Models (DMs) aim to learn a data distribution, pga.(x) by noising data with a fixed
procedure, mapping them to A(0, I) using a Markov Chain g(x7, ..., x1|xg) = Hle q(xt|xt—1),
where, given a noisy input x;_1, the next state x; is reached through the following gaussian transition:

q(xefxi—1) = N (x451/1 — o(t)x4—1, 0 (t)T), (1)

o (t) is the noise scheduler: a monotonically decreasing time-varying function chosen s.t. o(0) = omin,
0(T) = Omax and 0 < Opin < Omax < 1. The generation is achieved with a learnable “decoding step”
that reverts data from noise estimation p(x;_1 |x;). If the noise scheduler is chosen carefully to take
small noising steps, then the approximation g(x7|x¢) =~ N (0, I) and the following equation holds:

¢
q(x¢[x0) = N (%43 /arxe—1, (1 — oy)I) where oy = H 1—o(t)
s=1

This means we can encode directly from x( — x; as:
x; = /agxo + V1 — oy € where € ~ N(0,1). )

Samples generation is then performed by solving the probability flow ODE (PF-ODE) Song et al.
(2021b), from t = T to 0 and starting from x7 ~ N(0, 02, 1), whose solution is learned from the

DM. For a given X, the training objective Lpy reported in Ho et al. (2020) is thus defined as:

Lpm = Ecn(on ||€ — €y (Xt(XOa €), t) ||§ )
t~1(0,1)
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Figure 2: (a) The plot shows leftmost training data either with strong inlier noise (fop) or uniform
outliers (bottom). The trajectories reveal that DDPM struggles with both, while if you train with
invariance (Inv,q,) the process diverges. Instead, ours (Robust,g,) is more robust, avoiding diverging
trajectories and better reaching the data centroid. (b) Score vector fields: versors represent the score
field, colormap shows magnitude, m less  more intense. (left) Ground-truth (middle) DDPM; (right)
Our Robust,g,. AT yields smoother, more consistent scores, better matching the data shape, shrinking
variability and increasing field intensity. (¢) Perturbation ray. The parameter w controls the slope of
V1 —ay 7(t) to shorten the content phase and reduce the curve’s steepness in DDPM.

whose objective is to infer the noise € applied to the initial image, ensuring that the starting point
X is correctly reconstructed, enabling the model—the denoising network ey—to correctly generate
in-distribution data during inference. For inference we solve the SDE using €y and the recurrency:

1 o(t)

x;-1(0) = m (xt(é) - m@(m(@),t)) +o(t)z, z ~N(0,I),Vt € [0,---,T].

“

2.2  MOTIVATION, “IN VITRO” EXPERIMENTS, AND NOISE TYPES

Motivation and overview. Adversarial training has proven highly effective in the classification domain
for handling perturbed training data, imposing a model invariant response across genuine and
adversarially manipulated inputs. Unlike classifiers, its application to DMs requires fundamental
reformulation due to their regression-based nature. Our work aims to investigate the properties and
applications of adversarially trained DMs, with particular emphasis on the case of corrupted training
data. Fig. 2 (a,b) describes the investigated settings of uniform outlier and strong inlier noise, where
our approach was demonstrated to be learning the correct data distribution and a smoother score field.

“In vitro” analysis setup. We propose a first analysis of the framework on synthetic 3D data, spanning
from “linear” and unimodal to more complex multi-modal ones. oblique-plane assumes the
data distribution pgq, lives on a 2D subspace with equation z + y + 2z = 30, while 3-gaussians,
a multi-modal 3D Mixture of Gaussians defined as $A([10,10,10],0) + $A/([20,20,20],0) +
$N([10,30,30], 0) and o = 0.25. Regarding higher-dimensional data, we built the analysis on the
data generated after linearizing, using PCA (Abdi & Williams, 2010), the “Smithsonian Butterflies" !
image dataset. After fitting a 25 dimensional subspace, retaining 70% of the sample’s variance, we
sampled data according to X’ = p + >, \;o; U;. Sampling stochasticity comes from v ~ N (0; o),
while g € R3072, U € R?°*3072 and )\; are the mean, dataset’s principal components and its
singular values. Finally, we discard the real data, fitting the DM on {x’}¥ | . This allows to perfectly
measure distance between the DM generated samples and the linearized distribution, measuring
the closed-form reconstruction error p = ||x(6) — UU x¢(6)| between the data subspace
and the generations, where x((6) is generated iterating on Eq. (4). We also use the measure Peak
Signal-to-Noise Ratio (PSNR) from image processing (Hore & Ziou, 2010).

Noise model tested. We analyze the framework on different noise models. First, we consider inlier
noise, implemented by increasing the sampling variance o or, in the case of subspace 1+, A\jo; U,
increasing the cc. We then include outliers by adding strong noise in the ambient space: for 3D data,
we add a point cloud with dense, grid-like, uniform noise; for butterflies, we add Gaussian
noise on the linearized data as x’ + z where z ~ N (0, o). Figs. 2 and 3 show the proposed ablations.

lhuggingface .co/datasets/huggan/smithsonian_butterflies_subset


https://huggingface.co/datasets/huggan/smithsonian_butterflies_subset

Under review as a conference paper at ICLR 2026

p=|x0(6) — UU T x0(0)| L

0.010

0.005{ |

i wuww:n."¥’§”é oo

X0 (0) - DDPM 0.080 _//.___,_,\,___,

ular dataset

M UMW NY ‘

"““¥v‘vh4 =~ =] 0.050

%x0(0) - Robust,g,

! ').v “ “ ' 4 0.020 J\/f'\m

0.010{ N

0.005 { "N -

100 200 0 100 200
Epochs Epochs

WWRW MWW

=== DDPM === Robust;;, ===Robust,q, ===1Invy_g g3 ==Invy_g 3

Figure 3: (left) On butterflies, we report the closed-form reconstruction error. From top to
bottom: training data, corrupted data, DDPM-generated samples, and Robust,g, results. (right) The
chart columns display PSNR and closed-form reconstruction error measured on clean data (fop)
and on data corrupted at 90% with Gaussian noise (o = 0.1) (bottom). We also include results for
invariance regularization with A = {0.3,0.03}; these settings prevent the model from properly pa,.

2.3 ADVERSARIAL TRAINING FOR DIFFUSION MODELS

Diffusion processes rely on the denoising function mapping the noisy distribution ¢; to the data
distribution pga,, learned from optimizing Lpy (see Eq. (3)), which ensures the model to learn the
score field correctly, guiding the trajectories toward the data distribution. When defining the AT
procedure, applying the standard AT (Szegedy et al., 2014) could hinder the learning process. We,
indeed, propose an AT technique that inherits its principles from TRADES (Zhang et al., 2019), and
accordingly acts as a distribution-level regularization.

Naive invariance does not work. As for AT, we aim to guarantee that the model maintains a
constant behavior in its predictions, whether the input sample is corrupted or not. To accom-
plish this, standard AT imposes invariance in the classification domain; conversely, for DMs,
performing a regression task, invariance does not )

guarantee the same result. Fig. 2 shows that applying ~ Liw = Aarg rnein Hee (x¢ +8,t) — ea(xe,t) H2

classical AT invariance as in Eq. (5), causes DMs 5)
to learn a different distribution than pgy,(x), rooting the generation to produce noisy data. This
finding translates also to higher-dimensional data: Fig. 3 (right, bottom row) shows both qualitative
samples and quantitative results applying the invariance to but terf1ies noisy data (90% corrupted
samples, ¢ = 0.1). The model, indeed, only recovers the distribution knowledge as the weight A
decreases. When moving to real data, applying invariance resulted in worse FID, achieving 356.9 on
50K generated samples from a DM trained on the CIFAR-10 dataset.

Key change is equivariance. Starting from an e-
predicting DM, we defined the AT taking into ac- Algorithm 1 AT for Diffusion Models
count the need for input sensitivity of the model
by enforcing equivariance. The intuition is de-
picted in the introductory Fig. 1 and a theoretical
discussion is given in Section A.1. Since the main
?)LIE;Z t?jekseqp the mod.e} rooted to the Flata distri- t~ U0, TY), B ~U[05,2],
s pite the additional perturbations 6, the 5o Uit }

network must learn to correctly recover the previ- ~ U _Tﬁ( ),rat)] _
ous state x;_; starting from x; + d. This objective X = /X0 + V19— e
is reached by taking into account § in the AT loss ngnpuie/%‘i uj_m%)( B+ €)

. 2 . . = -
as arg ming H69 (xt + §, t) —[e + 4] H2 While this 9t<_ P ﬁtVeOﬁAT(Xt, ng;f’ t”“‘év) Eq. (6)
equation enforces equivariance, it does not yet en- until convergence
force smoothness, since two outputs of the network

do not interact with each other.

Input: dataset D, model 6, max timestep 7',
scheduler oy, strength A, ray scheduler Tg(t)
repeat

Sample xo ~ D, € ~ N(0,1),
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Our Training. In this work, we propose an adversarial loss suited for e-predicting DMs. Given a
timestep ¢ and an initial sample xy ~ pqaa, We define x; as in Eq. (2), and its perturbed counterpart
x; + 0. AT is then defined as a regularization of the standard DM objective. The adversarial
regularization term, Leg, aims to promote local equivariance and smoothness along the regular DM
trajectories, which is achieved by locally minimizing the difference between the model’s prediction
on x; and x; + 8. The complete loss is given in Eq. (6), where the adversarial component is weighted
by a time-dependent coefficient A\;. AT procedure is detailed in Algorithm 1.

EAT(XtaXt + 67t76) = a‘rgmgin ||69(xt7t) - 6||; +>\t”€9 (Xt + 67t) - [ee(xtvt) + 6]“; (6)

Lpwm to fit data distr. Leg to enforce smoothness

2.4 ADVERSARIAL PERTURBATION IN THE DIFFUSION PROCESS

Injecting noise in the trajectory space. Learning a diffusion process requires itself to corrupt natural
data iteratively during its training. In this context, the adversarial perturbation can be considered as
an additional noise component injected into x; during the training. Therefore, defining the sample’s
adversarial counterpart x; + d so that it does not interfere with the diffusion process, requires a
proper and careful tuning of the perturbation parameters, accounting for both the DM objective
and the intermediate noisy data distributions x; ~ N (x;_1, o¢I). To ensure compatibility with the
diffusion process (Wang & Vastola, 2023; Wang & Vastola), we bound the adversarial noise by a
time-varying radius r(t) = ||6(t)| ,» dependent on o(t) values, to maintain model stability and avoid

mode collapse due to diffusion trajectories merging. Specifically, allowing the ray to grow too large
in some diffusion phases, like the content phase of generation (Choi et al., 2022), can lead to data
over-smoothing, causing the model not to capture the correct distribution. We define x; + 9§ as:

(WVI-a)“+~-B
vV 1— Qg
where € ~ N(0,1) and the exponent w > 1 guiding the ray scheduling, whose effect is shown in

Fig. 2 (c). Finally, we propose retaining a randomized bias term - 3 with 8 ~ 1/[0.5,2],v € R,
whose aim is to prevent regularization annealing as ¢ — 0 and avoid data under-smoothing.

xi+6 = Jayxo+V1 — oy (€+8), where § € [—rs(t),ra(t)],rp(t) = ™)

Smoothing perturbations. The adopted smoothing perturbation could be either random 9,4, akin to
randomized smoothing Cohen et al. (2019), or adversarial §,4y, as in AT Goodfellow et al. (2015).

Random: This approach requires the perturbation d;,, to be sampled randomly in a uniform distribution,
limited by 75(t), defined as in Eq. (7). Being the ray itself randomized through the variable 5, d;an

would then be a uniform random variable whose standard deviation is 75 (t)/+/3, proof in Section C.3.

Adversarial: In the adversarial setting, we employ the Fast Gradient Sign Method (FGSM) with a
random start (Kurakin et al., 2017). The perturbation is first initialized as d,,,, then followed by a
single FGSM step. The resulting perturbation is then projected back onto the ¢, ball of radius r3(t)
to ensure ||dady||co < 75(t). The optimization d,qy considers the following cost function:

ra(t)

jﬁ(xtvavt) = HEG (Xt+67t)769 (Xtat) ||§7 5adv = ]P)r,g(t) 5ran+ws(vxtj9(xta(Sramt)) 3

where P, () projects the adversarial perturbation onto the surface of x;’s neighbor (.-ball , S is
the sign operator and r5(t)/+/3 is the standard deviation of the attack. Once the attack magnitude is
defined, we define the AT regularization strength as Ay = 27—\{2 dependent on the perturbation norm
via its standard deviation and on a global constant A € R*.

3 EXPERIMENTAL RESULTS

Experimental setup. We present results on datasets ranging from controlled synthetic 3D data to com-
plex, real-world multi-modal data, presenting results “in vitro” to precisely measure errors in both low-
and high-dimensional settings We further offer results on real datasets such as CIFAR-10 (Krizhevsky
et al., 2009) (50K images, 32 x 32 pixels), CelebA (Liu et al., 2015) (202K images, 64 x 64 pixels),
LSUN Bedroom (Yu et al., 2015) (303K images, 256 x 256 pixels), and ImageNet (1.28M images,
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Figure 4: (top-left) Despite 90% of training data being corrupted with Gaussian noise, Robust,g,
generates smooth objects without artifacts, while DDPM retains noise. o = 0.2 equals adding 40%
of CIFAR-10 variability (04, = 0.5). (fop-right) DDPM generates bedrooms that are irregular and
unrealistic propagating the noise whereas Robust,q, bedrooms are smooth and neat. (botfom) Results
on CelebA. DDPM replicates noise, while ours discards it and produces cleaner faces.

64 x 64 pixels as in Daras et al. (2024a)), quantitatively evaluating samples, using established metrics
such as IS (Salimans et al., 2016) and FID (Heusel et al., 2017). Following Daras et al. (2024c;a),
we experiment with Gaussian noise as corruption pyeise (X) and only work in challenging settings,
testing a percentage p of corrupted data of p = 90% with two levels of o = {0.1,0.2}. However,
our method does not take into account the distinction between clean and noisy samples nor requires
knowledge of the corruption variance . When computing FID, we always test on the clean dataset
despite training with noisy datasets. Our methods are indicated by Robust,q, When using adversarial
perturbation and Robust,,, if random. We show additional experiments that support our claims on less
memorization, faster sampling, and robustness to attacks. We set w = 2, v = 8/255 and A = 0.3:
across datasets, we have observed that when raising it to 0.5 we get an over-smoothing effect while
low values prevent too much denoising. The adopted DDPM baseline is Nichol & Dhariwal (2021),
whose available implementation was adopted as codebase.

3.1 EVALUATION USING DDPM AND DDIM

Controlled Experiments. Fig. 3 (right) shows the results when training on high dim. data living on a
subspace. When training on the clean, regular dataset, the baseline and our Robust DMs perform
similarly though Robust,,, has shghtly better PSNR. When we train on the noisy dataset, {x’ +z} ,,
then both Robust DMs offer superior performance (orange and blue curves) with wide gaps compared
to the baseline (green curve) in both PSNR and reconstruction error. Specifically Robust,q, appears
to be better at noise unlearning. DDPM generations often consist in samples with saturated colors
that are unlikely to be found in the training set while our method has better fidelity—see Fig. 3(left).
Random or adversarial perturbation? We can
also reply to this question by ablating on dagy

DDPM Ho et al. (2020) RobustadV
and 6;,,. Table 1 (fop) shows that the adversar- .@. - ~
ial perturbation can guarantee a much stronger >
denoising effect than random, yet is more expen- a

sive for training. The impact of our Eq. (6) is I - )--L !

remarkable even in the case of random perturba- . . .
Figure 5: Despite the FID increasing once

tion with an FID far below the baselines. > .

trained on clean data, images by Robust,q, appear
Resistant to noise by design. Table 2 compares smoother and background clutter is removed.
our approach with the baseline DDPM and
DDIM on CIFAR-10, CelebA, and LSUN Bedroom, yet corrupted with shite noise. We show
that , if we apply our method to the original dataset with no noise (p = 0%), we only get a slight
increase in the FID. However, if we visually inspect the results, we discover that ours is actually
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Table 1: Top: Random vs adv. noise. Bot- Table 2: Performance under different noise levels on
tom: Robust,q, allows fewer steps for bet-  different real datasets. Values indicate FID | /IS 1.
ter FID. Results on CIFAR-10.

P% o DDPM Robust,g, |  DDIM Robust,gy
o — 0.1 0.2 CIFAR-10
metrics > FID IS FID IS 0 0  7.2/895 28.68/7.04 | 11.62/8.36 31.20/638
0.9 0.1 58.05/693 24.70/7.21 | 59.28/6.89 25.48/6.85
Robust;,, 79.21 5.21 68.04 4.34 0.9 0.2 102.68/4.19 24.81/7.07 | 10543/4.09 24.93/6.69
Robust,g, 24.70 7.21 24.81 7.07 CelebA

0 0  349/261 19.83/2.13 | 619/261 17.59/2.18
09 01 5490/240 14.54/209 | 4129/248 17.98/2.22
steps — 300 500 09 02 9603/2.65 16.53/2.11 | 89.28/2.62 20.24/2.20

metrics — FID IS FID IS LSUN Bedroom

0 0 9.90/231 57.13/2.34 | 27.00/3.15 48.80/2.39
DDPM 22438 333 2807 8.46 09 0.1 5381/3.33 44.07/235 | 50.53/3.19 48.90/3.96

Robust,q,  37.89 6.39 2434 753 09 02 9585/4.08 4427/2.50 | 82.20/4.39 61.98/3.66

smoothing background features, but still outlines of the objects are visible, as shown in Fig. 5
and Section E. When we switch to noisy settings, we have a large improvement over the baseline for
both DDPM and DDIM. We highlight that while the baseline FIDs skyrocket to very high values for
p = 90%, 0 = 0.2, the Robust,q, can keep it in a reasonable range, generating images unaffected by
the noise. We also provide early results on the ImageNet (Russakovsky et al., 2014) dataset, which
comprises 1.28M images, downsampled at a resolution of 64 x 64 pixels following Daras et al. (2024a).
The regularization also works effectively on this more complex dataset, resulting in a decrease in FID
from 97.6 to 83.8 for p = 90%, 0 = 0.1 and from 129.4 to 80.3 for p = 90%, 0 = 0.2. Quantitative
evaluations are provided in Table 2, showing major improvement of the regularized training over
standard training. Fig. 4 illustrates our method’s benefits on the proposed datasets under noisy data
conditions. More results and images are available in the appendix.

Time complexity. Training with AT strongly impacts training time due to the overhead of computations
needed. DDPM training operations comprehend a single forward pass to get model prediction and a
backward pass for weights update. Our regularization adds a backward pass to obtain adversarial
loss gradients over the perturbation and doubles the same DDPM operations. The time complexity is
% 2.5 for Robust,q,, whereas Robust,,, is less time-consuming since it does not have to backpropagate
for the adversarial perturbation. Despite the training time being higher than the baseline, remarkably,
the inference time is the same as other methods, and we can attain faster sampling—see Section 3.3.

3.2 ROBUST DIFFUSION MODELS MEMORIZE LESS

Following Daras et al. (2024d) we show that Robust DMs are naturally less prone to memorize the
training data. We perform an experiment following Somepalli et al. (2023): using DDPM and our
Robust,g, trained on clean CIFAR-10, we synthesize S0K images from each of them and measure
the similarities of those images with the one in the training set, embedding the images with DINO-
v2 Oquab et al. (2023). In Daras et al. (2024d) a similar experiment was done yet using DeepFloyd IF
instead of U-Net DDPM. Although U-Net has much less parameters than DeepFloyd IF—millions vs
billions—one could assume that U-Net will overfit less. Fig. 6 (left) shows that still a decent amount
of generated samples have similarity higher than 0.90. Similarity > 0.9 roughly corresponds to the
same CIFAR image. Robust models have a histogram that is drastically shifted on the left and the
curve of the histogram in the right part decays more rapidly, having less samples in the region > 0.9.

3.3 IMPLICATIONS OF SMOOTH DIFFUSION FLOW

Smooth diffusion flow. Fig. 6 (right) shows the diffusion flow from the standard normal distribution to
the data distribution. To do so, we use DDPM framework and low-dimensional 3D data, projected to
2D for clarity. In oblique-plane, we can see how Robust,g, captures less variability, filtering out
noise, while DDPM heatmap is more faded. Moreover, DDPM, misled by the noise, introduces a
very subtle additional mode, whereas ours maintains a unimodal generation. The same remarks hold
for a multi-modal dataset: in 3—gaussians DDPM’s trajectories are distorted by noise, while ours
remain straight, preserving the multi-modal structure (only two modes are visible due to projection).
Trade-off analysis on clean and noisy data. This sharpening of the trajectories leads to a reduction in
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Figure 6: (left) The histogram shows similarities between generated samples and CIFAR-10, with
values above 0.9 indicating near-duplicates. DDPM memorizes more, while Robust,q, reduces near-
replicas. (right) Regular training tends to have diverging trajectories w.r.t. the data distribution, while
Robust,4, trades off variability for resilience with trajectories more clustered, sharp, and less faded.

the variance of the generated data, but it does not induce mode collapse. As a result, the generated
images may lose some high-frequency noise and fine details, producing outputs that appear smoother
overall. Nevertheless, by applying regularization as determined by the parameter \, we can effectively
modulate its action and thus its smoothing effect. The analysis of the regularization effect, depending
on X of Eq. (6), enables us to define an existing trade-off between image quality and robustness, as
well as denoising capabilities, similar to the widely examined trade-off between robust and clean
accuracy in robust classifiers. Qualitative examples supporting this are provided in Figs. 7 and 25,
where we illustrate how model performance varies when the A is changed and how it affects both
generation and denoising capabilities.

LSUN Bedroom LSUN Bedroom ¢ = 0.1 LSUN Bedroom o = 0.2

Figure 7: Robust,gy trained on LSUN Bedroom dataset, with different noisy data (p = 90%, different
o are visible in the image) and varying hyperparameter A ={0.1,0.2,0.3}.

Faster sampling. Fig. 6 (right) shows that the diffusion flow of Rebust,g, is more compact and sharp,
less faded. This could imply that the inference process may still recover the right path in case the
regressed score vector is corrupted or is noisy or in case we deliberately use fewer steps in Eq. (4) for
faster sampling. We tested this hypothesis and the trade-off table of FID in function of the number
of steps taken is shown in Table 1 (bottom). Even more, if we cross compare Table 1 (bottom) with
Table 2, on clean data Robust,q, scores a better FID with 500 steps (24.34) vs 1000 steps (28.68).
This experiment supports our claim showing that Robust,qy is still able to generate samples with good
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fidelity even if using fewer inference steps. The degradation using less steps is widely more graceful
than DDPM especially when we take only 300 steps over 1000.

3.4 ROBUSTNESS TO ADVERSARIAL ATTACKS

Our method is naturally resistant to attacks. Like
classifiers, AT enforces robustness to adversar-
ial perturbations in the diffusion flow. We pro-
pose an attack primarily as an analytical tool
to better understand the fundamental sensitivity
of the generative process to perturbations. The
attack takes into account the stochastic nature
of DM inference and the fundamental hypothe-
sis of gaussianity for each diffusion stage. We
propose attacking a DM in a white-box setting
defining a sequence of adversarial perturbations
that could maximally disrupt the trajectory at
some of the intermediate inference steps, defined
as described in Algorithm 2. We also propose
a procedure to determine the range of values of
the perturbation in order to maintain the assump-
tion of the diffusion process; more information
can be found in Section A.2. Fig. 8 shows that

Algorithm 2 DM Trajectory Attack

Input: attack ratio p, max timesteps 7', model
€9, scheduler oy, o(t), attack strength ¢;
Sample x7 ~ N(0,1)
fort =T to 0do

Xi—1 < €9(xy, 1)
Xt —/T—areg (xe,t)

Xg Jar
ﬂt(Xt,ﬁo) — ‘af ;‘:(t)A +\/7§1 ::t 1)

x; = x¢ + 0,0 ~ N(0,¢%0(t)*I)

X;_ 1+ €p(x},1)

A x,—v/T—areq(x},t
%) +— \/%69( )
_ ) ~ N
L || (%0, %0) — e (%}, %0)|
sign(Vy, L)

adv =x + 0.( )
Xt 1 (—69( ddv,t)
end for

our method is much more robust to attacks in
diffusion flow: Robust,qy, can tolerate up to 50% of time step attacked and still generate samples with
decent fidelity. Only at 75% time steps attacked, the generation fails for both. The attack illustrated
in Algorithm 2 is a single-iteration attack. In Section A.3, we extend the pool of considered attacks
to include iterative PGD (Madry et al., 2018), and provide the model’s performance in that setting.
In addition, to account for the inherent stochasticity of the diffusion-based inference process, we
evaluate robustness under an Expectation-over-Transformation (EoT) (Athalye et al., 2018). We adopt
this framework in the stronger setting of the PGD attack, as previously introduced. In particular, the
EoT is applied by averaging gradients over five stochastic noise samples. The average gradient is then
used to update the perturbation. The detailed attack implementation can be found in Section A.4. The
table in Fig. 8(b) (bottom) shows that the Robust,q, model also effectively demonstrates its resilience
to major disruptions in the diffusion process, as well as robustness to EoT-based attacks.

25% 50% 75% 100% FID | w/ FGSM — Algorithm 2 and Section A.2
" steps attacked — 250 500 750 1000
m Lo 0 DDPM 498 1317 1904 2434
s e Robust,gy 1929 520 907 1277
a — i s
8 | ", f 2" : ﬂ' FID | w/ PGD — Algorithm 3 and Section A.3
] steps attacked —
3 ked 250 500 750 1000
- DDPM 557 1345 2003 248.1
Robust,gy 227 558 981 1286
>
2 ‘ FID | w/ EoT-PGD — Algorithm 4 and Section A.4
g steps attacked — 250 500 750 1000
g 'hﬂ' : e.‘, L 1- DDPM 57.6 1327 19599 248.6
i o Robust,g, 259 612 1002  132.6

(a) (b)

Figure 8: (a) Robustness to Adversarial Attacks. While the baseline DDPM is susceptible to
adversarial attacks, Robust DMs better resist them, yielding superior FID and IS for different
percentages of time steps attacked (e.g., 25% means 250 out of 1000 DDPM steps are attacked). (b)
FID under FGSM, PGD and EoT applied to PGD, varying the percentage of attacked timesteps.
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4 RELATED WORK

Diffusion models. Score-based generative models (Song & Ermon, 2019) express the inference process
through a Stochastic Differential Equations (SDE) Dhariwal & Nichol (2021). Denoising Diffusion
Probabilistic Models (DDPMs) Ho et al. (2020) first introduced diffusion process as a score-based
generative framework, becoming a standard algorithm in generative modeling on high-dimensional
data, overcoming Goodfellow et al. (2020). DMs not only achieve higher fidelity but also provide a
more stable training. DMs have been extensively improved: working on the logarithmic likelihood
estimate Nichol & Dhariwal (2021), faster sampling Song et al. (2021a), and performing the diffusion
process in the latent space Rombach et al. (2022). Karras et al. (2022; 2024) provide insightful
clarifications on several DMs design choices, introducing improved U-Net architectures that ensure
consistent activation, weight, and update magnitude, achieving state-of-the-art FID on CIFAR and
other benchmarks. Lastly, Song et al. (2023) proposed consistency models, a distillation method for
one-step inference by directly mapping noise to data. The name consistency arises from the fact that
they enforce different noisy versions in the same trajectory to map to the same data. Unlike them, we
do not aim to distill a model, but rather to train one enforcing local smoothness of trajectories within
the same timestep ¢, so that their score field remains locally consistent.

Denoising and inverse problems with DMs. The attention to apply DMs on corrupted data has in-
creased in recent years (Aali et al., 2023; Xiang et al., 2023; Daras et al., 2024d;a). Given the
specific challenges related to training with noisy data, this problem is closely related to inverse
problems (Tachella et al., 2024; Kawar et al., 2024). Recently, a line of research focused on applying
Stein’s Unbiased Risk Estimator (SURE) (Metzler et al., 2020) and its subsequent improvements,
including UNSURE (Tachella et al., 2024), GSURE (Kawar et al., 2024), Soft Diffusion (Daras et al.,
2024b), and methods leveraging optimal transport for training with noise (Dao et al., 2024).

Adversarial robustness. This topic is loosely linked to denoising since AT can be seen as a way to
remove spurious correlations (Ye et al., 2024) with improved out-of-domain generalization when
transferring to a new domain (Ilyas et al., 2019) or related to causal learning (Zhang et al., 2020;
2022). AT variants have been used to improve domain shift (Salman et al., 2020a) and out of
distribution (Wang et al., 2022). While it is reasonable to say that AT has been extensively studied
on classifiers, its application to DMs remains unexplored, except for Sauer et al. (2024), where it is
applied for fast sampling, Yang et al. (2024), which investigates the batch samples interconnection,
and Lorenz et al. (2024) which found adversarial samples do not align with the learned DM manifold.

Adversarial defenses with denoising or randomized smoothing. Several adversarial defenses leverage
denoising (Salman et al., 2020b; Carlini et al., 2023a) and randomized smoothing (Cohen et al., 2019),
mainly in the context of classifiers. Regarding DMs, Song et al. (2024); Liang et al. (2023); Liang &
Wu (2023) have shown that adversarial perturbations, if applied at inference time, can significantly
disrupt their generative capabilities, leading to deviations from clean data distributions. Further works
introduce the concept of robustness when fine-tuning DMs to make them robust in the context of
adversarial purification (Song et al., 2018; Nie et al., 2022; Lin et al., 2024). While these methods
differ in adversarial samples definition (Li et al., 2025; Liu et al., 2025), they share similar underlying
objectives. Our work introduces AT in Diffusion Models to enforce local smoothness in the score
field, which may help counteract such deviations during the inference procedure. Indeed, unlike Guo
et al. (2024), our work aims to smooth model trajectories, not embeddings (see Section A.5), which
differs from the SmoothDiffusion objective.

5 CONCLUSIONS AND FUTURE WORK

We presented the first attempt to incorporate AT into DM training, demonstrating that AT for
generative modeling entails smoothing the data distribution and can be effectively utilized for
denoising the data. We also show that we need to reinterpret it as equivariant property and not
invariance. Our method has been proven to be highly robust even under 90% of corrupted data with
strong Gaussian noise. In terms of future work, we aim to extend this work to a robust fine-tuning
technique that is applicable to larger, new models with reduced training costs. Preliminary results
are presented in Section F.2. We also plan to extend our method to work in fully corrupted settings
(p = 100%) and port our approach to EDM (Karras et al., 2022; 2024) to scale to larger datasets.
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Ethics Statement. Based on our comprehensive analysis, we assert that this work does not raise
identifiable ethical concerns or foreseeable negative societal consequences within the scope of our
study. On the contrary, our contributions aim to enhance the robustness of Diffusion Models against
attacks.

Reproducibility. To ensure reproducibility, we provide a detailed description of our experimental
setup in Section 3 including datasets, models, and adversarial attacks, along with their sources.
The codebase we adopted for building the AT framework is Nichol & Dhariwal (2021), and the
regularization code will be released upon acceptance.

LLM Usage. Large language models were used exclusively for text polishing and minor exposition
refinements. All substantive research content, methodology, and scientific conclusions were developed
entirely by the authors
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A APPENDIX

A.1 THEORETICAL CONSIDERATIONS ON ADVERSARIAL TRAINING FOR DIFFUSION MODELS

To craft an appropriate adversarial loss, at first, forward and reverse processes are redefined in light of
this further intermediate state. The main aim of performing adversarial training on a diffusion model
is to enhance the robustness capability against adversarial attacks in its reverse process by providing
the algorithm with some data that has previously been corrupted. We model this corruption process as
an additional chain state, and in this section, we provide a theoretical discussion for this assumption.

A.1.1 THE FORWARD PROCESS

The theoretical definition of the DDPM forward process is the following:

T
q(x1.7 | X0) 1= HQ(Xt | xi-1),  q(xe|xi—1) = N (x5 /1 — o (t)x4—1,0(D)I).
=1

where g(x; | x;—1) represents the transition probability of the process to move from the state x;_1 at
the timestep ¢t — 1 to the state x; at the timestep ¢. To achieve the aim of integrating the perturbation in
the framework, the forward chain can be redefined considering a different dynamic of the adversarial
forward process. A sample at the time step ¢ is first derived as defined above, and then to it is added
an adversarial perturbation dg ; that depends on the model’s actual state and on the value of x;. The
overall attack procedure to the model intermediate steps can be represented as a concatenation of two
transitions. The primary step is the ordinary DDPM transition from x;_; to x;, which is modeled
as q(x; | x¢4—1). The attack transition can be modeled as the step that goes from x; to x; + d; in
the ¢-th timestep, being defined similarly as above ¢'(x; + & | x;). The two transitions are designed
to happen in the same time step ¢ of the chain and, being independent of each other, it is possible
to model their interaction as a sub-sequence of steps of a Markov Chain. This is possible since the
transition x;_1 — X, is already modeled like this and x; — x; + d; depends only on the weights of
the model (which are constant when crafting the attack, so considerable as constant within the same
evaluation) and the value of x; conceived as “previous state”. The resulting transition probability
q"(x¢ + 0; | x¢—1) is:

q"(xe 4+ 0 | x—1) = ¢'(x¢ + 0 | x¢) - q(x¢ | x¢—1).

The overall chain can be written as:
" !
q" (%1 + S | x0) = [[ /(%0 + 8¢ [ x0) - q (¢ | x0-1) -
t=1

with g(x¢|x;—1) = N (x¢; /1 — o(t)x4—1,0(t)I). Being q(-) a Gaussian transition and being the
perturbation addition still modeled as a Gaussian transition, the DM hypothesis of having only
intermediate Gaussian transitions still holds.

A.1.2 REVERSE PROCESS

The reverse process in the diffusion models aims to define an algorithm that approximates the forward
function and makes it possible to reconstruct the input. In the DDPM formulation, the backward
process is defined as:

T
po (Xo.7) := p (x7) Hpe (x¢—1 [ x¢),  po (Xe—1 [ X¢) := N (xe—13 o (x4, 1), B (x4, 1)) -
t=1
Following the previous substitutions, the desired equivalence when applying perturbations in the
forward process would be :
p(xe 40y | x¢-1) = ¢" (x¢ + 0y | x¢-1).
that, if considering its approximation, reduces to:

P(Xe—1 | X¢ + 0¢) o p(Xe + 64 | X4—1) - P(Xe—1).
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This consideration holds also in this case, so if we substitute the objective distributions p(-) with the
desired ones we get:

p(x—1 | X0 +0;) o p(xe—1) - ¢ (% + 0 | x¢-1) = p(x¢—1) - ¢'(x¢ + ¢ | x4) - q(x¢ | x¢-1).

The above equations hold in case the reverse process is defined in closed form, while in our case the
reverse function is a learned function by pg(+), which is designed and learned to properly converge to
Pdata(X) at a specific timestep 0 of the chain. To properly learn this objective, the network is trained
to learn to regress the amount of noise added in the forward process by minimizing the following
simplified objective:

L(x4;0) = ||e — ee(xt,t)H; where € ~ N (0,I) givent € [0,...,T]. )
where ¢/ (x; + 0: | x;) represents the transition probability of going from the state x; to the state
X, = X¢ + 0 in the same timestep ¢, the transition from an uncorrupted state to a corrupted one
through &;. In this case, there is no modeling available as the distribution depends on the kind of
attack being performed during the training proces,s but also depends on the state of the model, as the
attack is crafted in white box mode:

2
dot = Ha‘llrg max ||€g (x; + 8,t) — €9 (x4, )]
Ii||<e

Given the proposed setting, the aim is to define a cost function that allows for modeling the correct
x;—1 when considering the inverted process. The probability distribution that the reverse process
needs to learn is:

Po(xe—1 | X + 89.4) X po(xe—1 | Xe)pp(xe | Xt + Bot).

A.1.3 VARIATIONAL LOWER BOUND IN CASE OF PERTURBATION

The Diffusion Models loss function is derived from an optimization regarding the variational lower
bound. The ELBO is defined canonically as:

E[—log pe(x0)] < Eq[—log pe(Xo:T))] =E, { 1og(px, ) Zl pe Xt—1 |Xt) —

Q(Xl:T | X0 =1 Xt | Xt— 1)

(10)
and the Diffusion Model loss derivation is the following:

L=E, |log 2 (x0:7) }

q (x1.7 | X0)

=E, —logp (x1) Zl Po (Xt1 ‘Xt)

t>1 q (x¢ [ X¢-1)

i po (Xe—1 |Xe) \ pp (%o |x1)

=E, -1 1 -1
o | ~logp(xr) = D o Y T8 o )

L t>1
—E. |—1 Pe Xt 1 | Xt) Q(thl \ Xo) Do (Xo | Xl)
=E,; ogp (xr) Zlo . — log

i gt Xt 1 \ ano) Q(Xt | Xo) Q(Xl |X0)
— B, |-log 2T ~ 3 log begm (x0 | x1)

XT | Xo =1 Xt 1 |Xt;XO)

=Eq | Dxw (¢ (x7 | x0) [[p (x7)) ZDKL (xt—1 | X¢,%0) [|po (x¢—1 | x¢)) — log pe (%0 | Xl)‘| .
t>1

In light of the previous considerations of the forward and backward process, it is possible to reconsider
ELBO derivation as follows:
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L=E,|-1 Npe(XO:T) ]
L q (X1:T | Xo)
e | Poe) Ty po(xims [ X0 +61)
= Lq | — 108 T
[Tim1 a(xe | xe—1) @' (%0 + 0r | %2)

po(Xe—1 | Xt + &)

—E |—1 ]
g |~ logp(xr) Zog a(xe | xe—1) @' (x¢ + 6; | x¢)

t>1

pe Po(Xt—1 | Xxt) Py(Xe | X4 + 6t)
=E, [—1 log - log ~%V———— 2
a ogp(xr) ; q(x¢ | Xt—1) ; ©8 q' (%t + 0t | x¢t)

=E, | —logp(xr) Zlo

t>1

Pe Xi—1 |Xt) C](thl |X0)
q(x¢t—1 | X¢,%0) q(x¢ | X0)

_Zl pe X¢ | xe+0)  q'(%¢ ] %o)
"(x¢ | x¢ + 0¢,%0) ¢'(x¢ + 0t | X0)

t>1

=E; |—log —7——

Zl Pe Xi—1 | X¢)
XT‘XO

=1 Xt 1 \Xt,Xo)

,ZﬁngH&+M qhﬂm)]

(x¢ | x¢ + 0¢,%0) ¢'(x¢ + 0t | X0)
— E, [log pa(xo | x1) — log pp(xo | x1 + 01)]
p(xr) ) _ Zlog po(xe—1 | X¢)
q

(Xt—l \ Xt,Xo)

t>1

_Zl Pe (x¢ | x¢ + )

1 —logpl s . 11
7Gxt [ 30+ 00, x0) ogpe(Xo | x1) — log py(xo | x1 + 01) (11)

t>1

The components to be optimized can be seen as two KL-divergences, recalling the formal definition
of DDPM optimization. To lower the loss functions the two resulting KL divergences have to be
reduced by optimizing both the measure of divergence between the forward x; and the approximated
one, by correctly estimating the € and the measure of the d; noise is added to x; at the timestep .
This distance measure is represented by the second KL divergence. To transition from the notation
q(x¢ | x¢—1) to q(x¢—1 | X¢,Xg) it is first necessary to apply Bayes theorem and the chain rule of
probability—the exact same reasoning can be used for the second sum.

—_

. Start with the conditional probability distribution ¢'(x; | X¢—1).

N

Apply Bayes’ theorem to express ¢’ (x; | x;—1) in terms of ¢ (x;—1 | X¢):

q(xi—1 | X¢) '(I(Xt).

b ) =T

3. Now, consider conditioning on an additional variable x(. According to the chain rule of
probability, we have:
q(x¢—1,%¢) = q(Xe—1 | X¢) - q(x).

4. We want to express g(x;—1 | x;) in terms of x( as well. So, we can rewrite the joint
distribution g(x;—1,x¢) as q(x¢—1 | X¢,X0) - ¢(X¢,X0)-

5. Use the chain rule again to break down ¢(x:,Xo):

q(xt,%0) = q(x¢ | X0) - q(xo0).
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6. Substituting these expressions back into our Bayes’ theorem-derived expression, we get:

Q(Xt—l | Xt»XO) 'Q(Xt | X0)
Q(Xt—l \ Xo)

Q(Xt | thl) =

7. Rearrange terms to isolate q(x;—1 | X¢, Xo), yielding the desired expression:

q(x¢ | X¢—1) - q(x¢—1 | %0)
q(x¢ | xo)

Q(Xt—1 \ Xt,XO) =

A.2 ATTACK FORMULATION

In inference mode, it is possible to represent the inverse Markov Chain as the sequence of intermediate
realizations of Gaussian distributions with fixed parameters regarding mean scaling and variance
scaling. From the paper Ho et al. (2020) in Egs. 6 and 7 the ¢-th step of the inference can be written

as the sampling from the posterior distribution q(x;_1|x:t, x0) = N (x¢—1; i (x¢, X0), BtI), where:

5 oar—1o(t Vor(l —ay_ ~ 1— oy
Nt(XhXO) = = ()X(H- t( : I)Xu B == 7t10(t)-
1*O[t I*Oét 170%

This implies that, at each time step, the expected variance and mean of the distribution are defined
in a specific manner. During inference, the value of x( corresponds to the output obtained after the
network’s prediction. In the context of the DDPM framework, x is replaced by the estimated value,
which depends on the epsilon-predicting network:

A Xt fvlfate(;(xt)

X0 = )

Ja

To properly craft the attack and still consider it legitimate, it is essential to scale it to the correct
standard deviation to align with the diffusion process. Failing to do so would result in the network’s
inference being affected not by the perturbation itself but by the incorrect range of the perturbation,
causing errors due to the inability to maintain the process within its Gaussian assumptions.

In this context, the attack procedure follows the FGSM approach with a random start. However, the
perturbation is then scaled to match the appropriate variance at timestep ¢ to maintain consistency
with the diffusion process. The FGSM attack generates an adversarial example by perturbing the
noisy sample x; in the direction of the gradient of a cost function £ with respect to x;. Specifically,
the adversarial perturbation is given by:

X, =Xt + ¢ - sign(thE(xt)),
where ¢ controls the magnitude of the perturbation, sign(-) represents the element-wise sign function.

The adversarial attack in this approach is integrated into the diffusion process by leveraging the
predictive functions, including a variance-handling mechanism defined in the model, in order to guar-
antee concretely adapting to the Gaussian hypothesis of the reverse Markov Chain. The adversarial
attack begins with perturbing the input x; defining its x} as:

X, = x¢ + 0, d 2 N(0,0% - o(t)?).
The cost function for the adversarial attack is theoretically defined based on the mean prediction:

Lrasm = ||e(xe,%0) — ﬂt(xlt,XO)Hz

where fi; represents the predicted mean of the diffusion process at time step ¢, which depends on
both the input, respectively the clean sample x; and the adversarial one x}, and the original sample
Xo. The optimization goal is to maximize the discrepancy between the predicted means of the clean
and adversarial inputs, ensuring that the perturbation effectively disrupts the reverse diffusion process.
This cost function, if considered in light of the model’s prediction in the e-prediction setting, can be
formulated as:

Jo(xt,8,1) = ||eq (x; + 8,t) — eg (xe.t) |5
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To compute the adversarial perturbation d, the gradient of the loss Jp with respect to x} is used:
6 =o(t) - sign(Vx, Jo(x,6,1)),

where o (t) scales the perturbation to ensure it adheres to the variance of the Gaussian noise in the
reverse diffusion process at the ¢-th step. This step aligns the adversarial attack with the stochastic
nature of the model, ensuring the perturbation remains consistent with the Gaussian hypothesis.

The final adversarial example is then obtained as:

xidv =x; + 6.

The adversarially perturbed sample x24" is fed back into the reverse diffusion process, following the
recurrence of the inference.

A.3 ITERATIVE ATTACK

In Algorithm 2, we described the attack version that applies a single-step attack procedure applied to
each and every inference timestep. In this section, we propose a multi-step attack approach based
on the PGD iterative attack that, similarly to what was described in the previous algorithm, aims to
attack model generation at the timestep level. We again highlight that this attack is not intended as a
practical attack proposed in this paper; the main aim of showing this attack approach is to provide a
procedure to assess the abilities of the DM to be resilient against minor perturbations applied to every
sampling iteration. In Algorithm 3 we propose the multi-step approach, implemented by applying at
every iteration the PGD-20 attack. In this case, being the attack iterative, it is necessary to project at

Algorithm 3 Adversarial Attack on a Diffusion Model.

Input: percentage of attacked timesteps p, total timesteps 7', model €y, scheduler values a; and
o (t), perturbation strength ¢, iterations N, the projection operator P
X7 ~ N(O, I)
fort=Tto0do
o(t) + exp(3 logo?)
X—1 < €9(X¢, 1)
x¢—V/1—&req(xs,t)

o Vo)., ya )
~ A at—10(t) ~ ar(1—ae—1
Pe(Xe,Xo) = Y5 Ro + 5 X

8o ~ N0, 6202(1)])
forn=0to N —1do
Xf‘,)n = Xt + 571;
Xéfl,n «— EQ(Xgm,t)
%,n - xt,n—\/lj/c%es(xt,mt)
- . - N 2
L = [[fe(xe,%0) — fre (%) 1 X0,0) |
Opt1 =0(t)/N - sign(Vx, L)
end for
0 =P8, —0c(t),o(t))
Xﬁd" =%X;+0
Sample ¢ ~ N(0,1)
Xi_1 < €g (X%dv, t) + 150 O'(t) ¢
end for

the end the perturbation in order to keep its values within the range [—o(t), o(¢)]. These values have
been chosen following the Gaussianity hypothesis of the intermediate MC states. Diffusion models
model intermediate data through intermediate Gaussian distributions where the possible values would
have standard deviation o (¢). In order not to diverge too much from data distribution and be in a
suitable range of possible values, we decided to impose as a ray of the projection interval the same
standard deviation, making it also adaptive to the considered timestep. The table Section 3.4 shows
model performance under this PGD-like version of a diffusion model attack.
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A.4 EOT ATTACK

In this section, we present a PGD-based implementation of the Expectation over Transformation
attack (EoT). We build on top of the previously introduced PGD attack (Algorithm 3) in order to
define an EoT adapted version that would include stochasticity into the optimization of the adversarial
noise. We define e as the parameter setting the maximum number of samples to approximate the
expectation. The implementation adopts the same outline as the one adopted by the PGD attack; as a

Algorithm 4 EoT Adversarial Attack on a Diffusion Model.

Input: percentage of attacked timesteps p, total timesteps 7', model €y, scheduler values a; and
o(t), perturbation strength ¢, PGD iterations N, the projection operator P, EoT iterations e
X7 ~ N(O, I)
fort =Tto0do
0o ~ N(07 ¢202(t)1) &~ N(Oa I)
X1 = = (% — AL GG(Xtyt)) + 0§
5~ N(0, %0 (t)])
forn=0toN —1do
G ]
xj}d” =Xy + /00,
fori =1toedo

¢ ~N(0,1)
x¢d = \/1@ (x;”d“ - 7‘7%2% eg(xf’d“,t)) + 04
adv |2
9i < Vs, ||xt — X§ ||2
Append g; to G
end for
g — % deg g
Opt1 < P(6, +0(t)/N -sign(g), —o(t), o(t))
end for
0 677,+1
xi—1 = i (e 4+ /@0 — U el + /@0, ) ) + 0§
end for

consequence, all the previously described details about the attack notation still hold.

A.5 RELATIONSHIP WITH SMOOTH DIFFUSION (GUO ET AL., 2024)

The method by Guo et al. (2024) also introduces a method for smoothing the latent space of Diffusion
Models. While both papers utilize the term “smothness”, we emphasize that the underlying concept
of smoothness, its enforcement mechanism, and our primary objectives fundamentally differ. In
particular:

¢ Guo et al. (2024) did not demonstrate that their optimization could inherently include being
resilient to attacks, focusing more on smooth generation, interpolation, and inverse problems

¢ Guo et al. (2024) does not mention any robustness to adversarial attacks

© Guo et al. (2024) does not claim that it could be used to train with corrupted data

Table 3 reports the main differences between the two approaches.

B SUPPLEMENTARY MATERIAL

This supplementary material is intended to complement the main paper by providing further motiva-
tion for our assumptions and design choices, as well as additional ablation studies on the proposed
datasets to demonstrate the effectiveness of our method. It is organized into the following sections.
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Component Smooth Diffusion Ours
Arch/Training Stable.Diff. + LoRA UNet with attention + scratch
Equation HVE (\/17@55(6)-Aé5)”2 Heg(xtad",t) — [es (Xt,t)+6]||2
Objective Reduce gradient norm Equivariance
Perturbation normally sampled pix. int. normalized to unit length adversarial under /o,
Benefit Smooth Latent Resilient to adv. attacks
Benefit Image inversion Train on corrupted data
Benefit Stable Interpolation Faster sampling

Table 3: Differences between ours methods and Guo et al. (2024)

Section C discusses the main differences among the considered approaches, offering a deeper analysis
that includes both geometrical and empirical motivations behind the adopted design choices. It
also clarifies the distinction between invariance and equivariance, and presents statistics on the
adversarial perturbation J; Section D presents a more detailed analysis of the diffusion flow dynamics
by examining the trajectories obtained from low-dimensional datasets under different conditions.
Section E provides an extensive qualitative ablation across the real-world datasets introduced in
the paper, showcasing a wide variety of samples and comparisons; Section F offers additional
observations and insights into the proposed approach. We encourage readers to zoom in and
compare the results for a better understanding of their quality.

C OBSERVATIONS AND MOTIVATIONS ON OUR ADVERSARIAL TRAINING
FRAMEWORK

C.1 EQUIVARIANT AND INVARIANT FUNCTIONS FOR ADVERSARIAL TRAINING

Adversarial training in classification has been widely studied over years Goodfellow et al. (2015);
Madry et al. (2018); Zhang et al. (2019); Wang et al. (2020); Shafahi et al. (2019); Wong et al. (2020);
Sriramanan et al. (2021; 2020); Wang et al. (2023); Zhu et al. (2021); Mujtaba Hussain et al. (2024) in
different settings, threat models and under different perspectives. These methods share the objective
to enforce invariance in the neural network fy, since the final objective is to enforce the output of the
network not to vary in the presence of minor changes in the network input. However, in generative
modeling, particularly diffusion models (DMs), enforcing invariance hinders learning the correct
distribution, making the model unable to take into account input changes in its prediction. Ignoring
the adversarial perturbations applied during a perturbed training leads to deviations in trajectories,
resulting in an inaccurate learned distribution. Conversely, training the model to incorporate the
negative of the perturbation helps it recognize and manage potential deviations, enabling it to handle
noise with broader standard deviations more effectively. In Nguyen & Raff (2019), the authors
extend the concept of adversarial attacks to regression tasks, even though considering regression tasks
on tabular datasets. Their proposed method addresses these attacks by introducing an adversarial
training loss based on numerical stability, improving performance under adversarial conditions.
Even though the latter bridges the concepts of regression and AT, an analysis of implications in
the case of randomized and adversarial training applied to the generative model is still a topic to
cover, particularly with reference to generative models. In this spirit, we propose a new training
framework inspired by AT with the aim of shedding light on the concept of adversarial training for
DMs, exploiting knowledge from both functional analysis and classification neural networks.

Formally defining the two properties, we can define both invariance and equivariance. Given a
function f : X — Y, as well as a specified group actions A, f is said to be equivariant with respect
to a transform a € A if and only if

flaoz)=ao f(z), z€X (12)

Given a function f : X — Y, as well as a specified group action A, f is said to be invariant with
respect to an a € A transform if and only if

flacz)=f(z), ze€X (13)

In Fig. 9 we extend Fig.1 of the paper and depict what happens at the trajectory level if we enforce
invariance instead of equivariance. The vector € represents the noise that is added by the diffusion
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process, d represents the added noise by the adversarial training. Finally, we will have two different
versions of the noisy point, namely x; and x; + . The model, if unattacked, would like to regress a
portion of noise equivalent to —e so that it is able to correctly go back to xo. When applying 6, the
network’s objective still has to be the same. The figure shows that if, given the noisy staring point
x; + ¢, the model is enforced to learn again —e, so if the invariance is applied, the ending point would
be some other point in the space different wrt. xo. On the contrary, if equivariance is applied, the
network is forced to regress — (e + J), making the model able to correctly regress Xg.

Ty + )
T 6 A
&
e (ze,t)
€
QU (4, 1)
(]
Zo
Figure 9: Not applying equivariance egQUW(xt, t), the model drifts and ends up in a different point

of the space than the desired one, learning then the perturbation that we added as in e} ¥ " (x¢, t)

C.2 INVARIANCE REGULARIZATION DOES NOT WORK

As empirical evidence of the inconsistency of invariance training in AT for DMs, we prove it on
low-dimensional data. As a proof-of-concept, we consider the oblique-plane 3D dataset as data
to train on, and then we impose adversarial training, following the same setting as in Algorithm 1,
enforcing instead invariance by minimizing the loss function:

Lan(xr, x4 1, €) = argmin||eg (x. 1) — €, + Moo (<. 8) = [eo (< )], (14)

Lpwm to fit data distr. [,,-eg to enforce invariance

We decided to implement this example on 3D data in order to have the possibility of observing the
behavior of 3D trajectories. The plot shows it displaying side-to-side DDPM Ho et al. (2020) and
invariance in the same data settings as the one displayed in Fig. 2. The model, by enforcing invariance,
loses the ability to correctly reconstruct the data manifold, not being able to generate points in the
data distribution, whereas the model trained through standard DDPM learns the data distribution
but still suffers from learning the noise in case of noisy data. The same behavior can be observed
when looking at the trajectories. This analysis clarifies even more what is the generation dynamics.
The model creates sparse trajectories that do not tend to be clustered, neither at the beginning of the
generation nor at the end, thereby causing generated samples to be completely off the data subspace.

A comparison between the plots in Fig. 10 and those in Fig. 11 further emphasizes the benefits
of adversarial training with equivariance. The contrast shown in the compared trajectories clearly
illustrates how our approach consistently produces trajectories that are more clustered, sharper, and
better aligned with the underlying data manifold, thereby reinforcing the inadequacy of conventional
adversarial training methods.

C.3 NOTES ON DEFINITION OF THE ADVERSARIAL PERTURBATION
One of the main points of our work is defining a suitable perturbation § for unconditional diffusion

models that aims at disrupting generation trajectories without relying on acting on the model’s inputs.
In order to craft this kind of attack, we focused on exploiting generation dynamics in order to correctly
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Poor inlier noise Strong inlier noise Outliers Model trajectories

Figure 10: The application of invariance on 3D data highlights the incorrect behavior of the training
procedure: the learnt data distribution is completely different from the reference one.

perturb it at each of its steps. Inspired by adversarial attacks with random start (such as R-FGSM
Wong et al. (2020)), 9 is first initialized by randomly sampling from a uniform distribution, whose
bounds are [—r3(-), 75(-)]. The initialization distribution is chosen to be a uniform distribution with
varying bounds but always centered at zero. This choice ensures that the perturbation has zero mean,
which is essential when applied within the diffusion process. A non-zero mean would not only
bias the estimation of the noise but also violate the Gaussian transition assumption, which requires
the noise to be zero-centered. The parameter 3 is sampled from uniform distribution as follows
B ~ U]0.5,2]. Its aim is to enhance the model’s robustness to trajectory deviations by randomly
varying the perturbation’s bounds. Once the perturbation bounds are defined, it is straightforward to
calculate the standard deviation of the initialization distribution. The mean value of é is given by:

gjg) = (78D 000

The variance of the distribution is defined as:

VAR[S) = [(=rs(-) + rs(DI* _ (2rs()* _ 7s()°

12 12 3

The variance is consequently defined as a S-dependent quantity as it is rescaled batch-wise by this
parameter, assuring a random dynamic change of the perturbation bounds.
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D COMPREHENSIVE ANALYSIS OF THE DIFFUSION FLOW DYNAMICS

In order to better understand data behavior during the generation procedure, we report in this
section further trajectory plots. The plots can only be visualized if the data taken into account
is low-dimensional in order to properly track points’ behavior in the generation. We exploit the
low-dimensional datasets proposed in the paper to further investigate trajectory behavior. Additional
qualitative samples of the Diffusion Flow are shown in Fig. 11, supplementing Fig. 4 and Fig. 6,
which can be found in the main paper. Unlike this one, here we have the chance to show also the
difference between models’ behavior when data distribution is affected by strong inlier noise and
outliers on both unimodal distribution oblique—-plane and 3—gaussians.

The plot shows that even though the DDPM model reaches the distribution of the final part of the
trajectories, those are sparse and, even in the case of inlier noise, they appear not to be densely clus-
tered, with some completely diverging from the data distribution. When applying the regularization,
particularly in this case, the model is trained with adversarial noise, the density increases in the
trajectories, defining sharper and clustered paths, strongly discouraging significant deviations from
their central modes. This feature is especially useful when the initial data distribution is noisy, as it
helps the model avoid learning erroneous points that stray from the true data distribution, preventing
it from capturing the noise present in the starting data. In particular, when outlier noise is present,
regularization minimizes its influence, resulting in denser and sharper trajectories that better align
with the true data distribution clusters.

E ADDITIONAL QUALITATIVE SAMPLES UNDER MULTIPLE SETTINGS

E.1 TRAINED ON CLEAN CIFAR-10 WITH p = 0%

DDPM vs Robust,ey. In Fig. 12 of this supplementary material, we extend Fig. 4 in the paper and
show 300 samples from DDPM vs 300 samples from Robust,qy, both trained on the original dataset.
Although our method has not been designed to work directly with uncorrupted data, the images
that ours generates result in smooth images, the clutter in the background has been canceled, yet
the objects and animals are still clearly recognizable, and part of the noise in the background of
CIFAR-10 has been removed. We think that it is reasonable to justify the drop we have in the FID
with our method denoising action, which is, for example, the removal of part of the characteristic
background noise proper of CIFAR-10. This effect can be the reason for the evaluation penalizing us.

500 vs 1000 steps. We expand the current section by including some samples that focus on enriching
the paper’s discussion about faster sampling. In Fig. 13 we offer on the left the results by Robust,g,
with 1000 inference steps trained on uncorrupted data. On the right instead, we show the qualitative
samples still with Robust,q, yet using a scheduler with 500 inference steps, thereby cutting 50% of
the inference time. Surprisingly, the faster sampling yields better FID. We get 28.68 FID with 1000
steps and 24.34 with 500 steps. In terms of differences, taking more steps generates images with
warmer and natural colors, whereas taking fewer steps seems to improve the details of the objects,
and the colors look brighter and saturated, probably being closer to the actual CIFAR-10 images.

E.2 TRAINED ON NOISY CIFAR-10 WITH p = 90%, o = 0.1

In Fig. 14 of this supplementary material, we provide additional figures not present in the main
paper. The figures show 300 samples from DDPM vs Robust,q, both trained on noisy CIFAR-10 with
p =90%, o = 0.1. The images that ours generates (right) are smooth, similar to the one in Fig. 12,
inheriting the smoothing effect of the previous setting. In this case, the smoothing action helps absorb
the Gaussian noise present in the dataset. This results in improved performance: unlike DDPM (left),
ours is able to unlearn the noise and keep images still with natural colors.

E.3 TRAINED ON NOISY CIFAR-10 WITH p = 90%, o = 0.2

In Fig. 15 of this supplementary material we extend Fig. 8 of the paper, enriching it with 300 more
samples per method yet trained on noisy CIFAR-10 with p = 90%, o = 0.2. Looking at the standard
deviation of the added noise, in this case 0 = 0.2 represents a very strong one: it means we are
adding 40% of the variability that is naturally present in CIFAR-10, being 4., = 0.5. Despite the
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DDPM Ho et al. (2020) Robust,gy,
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Figure 11: Diffusion flow: DMs vs Robust,q,. Left column shows the results by Ho et al. (2020)
under two different types of noise. Regular training tends to incorporate the noise inside the diffusion
flow, making it more prone to generate undesirable and unexpected results; Right column is Robust,gy,

that trades off variability for resilience. Indeed, heatmaps on the right are more concentrated, clear,
and less faded.
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clean CIFAR-10 with p = 0%
DDPM Ho et al. (2020)

Figure 12: Trained on clean CIFAR-10 with p = 0%. Despite the FID decreases once trained on
clean data, generated images by Robust,g, look smooth, and the clutter in the background has been
canceled.
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clean CIFAR-10 with p = 0%
Robust,q, w/ 1000 steps (28.68 FID |) Robust,qy w/ 500 steps (24.34 FID |)

| =T

Figure 13: Trained on clean CIFAR-10 with p = 0% but comparing less steps (500) vs the default
DDPM scheduler used for training (1000). Although we run Robust,g, with a scheduler with fewer
steps (500) and do not use it in training, the images on the right with 500 steps have better FID than
with the original scheduler on the left.
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noisy CIFAR-10 with p = 90%, o = 0.1
DDPM Ho et al. (2020) Robust,gy
S I :

ﬂ

Figure 14: Trained on noisy CIFAR-10 with p = 90%, o = 0.1. Despite added noise, Robust,qy
images look smooth, and the clutter in the background has been canceled along with the Gaussian
noise added. Instea,d DDPM on the left propagates the noise back in the output.
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strong ambient noise, the images that ours generates (right) are smooth similar to the one in Fig. 12
and presence of the strong Gaussian is very rare. Unlike DDPM (left), ours is able to unlearn the
noise and keep images still with natural colors.

E.4 TRAINED ON NOISY CELEB-A WITH p = 90%, o = 0.1

We provide a more extensive qualitative analysis on the dataset CelebA Li et al. (2019) in Fig. 16
of this supplementary material. To further motivate the denoising effect, we here show same 300
samples per method yet trained on noisy Celeb-A with p = 90%, o = 0.1. The faces that ours
generates (right) are smooth, but now instead of absorbing the Gaussian noise present in the dataset,
unlike DDPM (left), ours is able to unlearn the noise and keep images still with natural colors.

E.5 TRAINED ON NOISY CELEB-A WITH p = 90%, o = 0.2

We provide a more extensive qualitative analysis on the dataset CelebA Li et al. (2019) in Fig. 17
of this supplementary material. To further motivate the denoising effect, we here show same 300
samples per method yet trained on noisy Celeb-A with p = 90%, o = 0.2. The faces that ours
generates (right) are smooth but now instead of absorbing the Gaussian noise present in the dataset,
unlike DDPM (left), ours is able to unlearn the noise and keep images still with natural colors.

E.6 TRAINED ON NOISY LSUN BEDROOM WITH p = 90%, o = 0.1

We provide a more extensive qualitative analysis on the dataset LSUN Bedroom Yu et al. (2015) in
Fig. 19 of this supplementary material. To further motivate the denoising effect, we here show same
150 samples per method yet trained on noisy LSUN dataset with p = 90%, o = 0.1. The generated
images by Robust,q, (right) result to be smoother wrt. to the datasets ones and the DDPM generated
ones (left) ones, but the smoothing effect allows absorbing the Gaussian noise present in the dataset:
unlike DDPM, ours is able to unlearn the noise and keep images still with natural colors.

E.7 TRAINED ON NOISY LSUN BEDROOM WITH p = 90%, o = 0.2

We further enrich the qualitative ablation on the dataset LSUN Bedroom Yu et al. (2015) in Fig. 20 of
this supplementary material. To further motivate the denoising effect, we here show the same 150
samples per method yet trained on the noisy LSUN dataset with p = 90%, o = 0.2. The generated
images by Robust,qy (right) result to be smoother wrt. to the datasets ones and the DDPM generated
ones (left) ones, but the smoothing effect allows absorbing the Gaussian noise present in the dataset:
unlike DDPM, ours is able to unlearn the noise and keep images still with natural colors.
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noisy CIFAR-10 with p = 90%, o = 0.2
DDPM Ho et al. (2020) Robust,gy

Figure 15: Trained on noisy CIFAR-10 with p = 90%, o = 0.2. Despite added noise, Robust,qy
images look smooth and the clutter in the background has been canceled along with the Gaussian
noise added. Instead DDPM on the left propagates the noise back in the output.
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noisy Celeb-A with p = 90%, o = 0.1
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look smooth and the clutter in the background has been canceled along with the Gaussian noise added.

Figure 16: Trained on noisy Celeb-A with p = 90%, o = 0.1. Despite added noise, Robust,q, faces
Instead, DDPM on the left propagates the noise back in the output.
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noisy CelebA with p = 90%, o = 0.2

—
S
Q
o
a
=
oK
S
an
=
=%
a
A

Figure 17: Trained on noisy Celeb-A with p = 90%, o = 0.2. Despite added noise, Robust,q, faces

look smooth, and the clutter in the background has been canceled along with the Gaussian noise

added. Instead, DDPM on the left propagates the noise back in the output.
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LSUN Bedroom early stage training
1728

1729 DDPM Ho et al. (2020) Robust,gy
1730 = ;

1731
1732
1733
1734
1735
1736
1737
1738
1739
1740
1741
1742
1743
1744
1745
1746
1747
1748
1749
1750
1751
1752
1753
1754
1755
1756
1757
1758
1759
1760
1761
1762
1763
1764
1765
1766
1767
1768
1769
1770
1771
1772
1773
1774
1775
1776
1777
1778
1779 Figure 18: Trained on clean LSUN Bedroom. Despite the added noise, Robust,q, produces images
1780 that appear smooth and exhibit fewer intricate details. When noise is absent from the training data,
1781 this smoothing effect results in the removal of fine-grained information from the learned distribution,

ultimately reducing data variability.
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LSUN Bedroom with p = 90%, o = 0.1, early stage training
DDPM Ho et al. (2020) Robust,gy
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Figure 19: Trained on noisy LSUN Bedroom with p = 90%, o = 0.1. Despite added noise, Robust,gy
images look smooth and with fewer intricate details that have been canceled along with the Gaussian
noise added. Instead, DDPM on the left propagates the noise back into the output.
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LSUN Bedroom with p = 90%, o = 0.2, early stage training
DDPM Ho et al. (2020) Robust,q,

Figure 20: Trained on noisy LSUN Bedroom with p = 90%, o = 0.2. Despite added noise, Robust,g,
images look smooth and with less intricate details that have been canceled along with the Gaussian
noise added. Instead, DDPM on the left propagates the noise back into the output.
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LSUN Bedroom late training

DDPM Ho et al. (2020) Robust,gy

Figure 21: Trained on clean LSUN Bedroom. Despite added noise, Robust,g, images look smooth
and with less intricate details, even though more detailed than in earlier stages.
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LSUN Bedroom with p = 90%, o = 0.1, late stage training
DDPM Ho et al. (2020) Robust,g,

Figure 22: Trained on noisy LSUN Bedroom with p = 90%, o = 0.1. With extended training,
Robust,g, not only effectively removes the noise introduced into the dataset—in contrast to DDPM—
but also restores fine details, resulting in multi-view images with natural colors and enhanced realism.
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LSUN Bedroom with p = 90%, o = 0.2, late stage training
DDPM Ho et al. (2020) Robust,gy

Figure 23: Trained on noisy LSUN Bedroom with p = 90%, o = 0.2. With extended training,
Robust,g, effectively removes the noise introduced into the dataset, in contrast to DDPM. As a result,
it produces cleaner images, albeit with less intricate details.
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F ADVERSARIAL TRAINING ANALYSIS

This method aims at proposing an AT approach to the diffusion model’s training whose design choices
have been motivated extensively in previous sections as well as in the main paper. In this section, we
want to highlight some interesting points we observed during the framework formulation.

F.1 TRAINING DYNAMICS

Adversarial training diffusion models inevitably influences DM training dynamics. Indeed, the
proposed regularization acts as a smoothing factor for the diffusion process in the trajectory space. In
order to evaluate the training dynamics, we propose an ablation on DM generated samples at different
training iterations. Fig. 24 is intended to show the evolution of generated samples by AT models at
different training iterations. The first row shows samples generated by models trained in an early
stage, while the second shows generations from models trained for longer. On the right column, the
dataset has not been corrupted; the generations, after more training iterations, start losing the bright
colors, tending towards more natural-looking colors. Moreover, the generated data starts acquiring its
details. The same effects can be seen for models trained on corrupted data, o = 0.1 in the middle
and o = 0.2 on the right (both with p = 0.9%). In those cases, it is also possible to see that some
generated samples, which at earlier epochs still resulted in being noisy, are completely denoised. This
dynamic suggests that the model first focuses on fitting the overall data model, focusing more on the
smoothing effect. Once done, the model goes back to learning the details of the data distribution,
including some variability, but still not taking into account the noise present in the data. Furthermore,
a clearer picture of the training dynamics can be obtained by examining images Figs. 18 to 23, that
effectively compare the robust approach with the DDPM model at both early and late training stages.

F.2 FINETUNING ANALYSIS

Adpversarial training notably introduces a training time overhead. In our case, the increased training
time is an investment for improved robustness and faster inference, which is particularly relevant in
real-world pipelines where inference is repeated continually, while training is performed once for all.
This is a standard trade-off in modern generative modeling, as seen in classifier guidance, which also
increases training and complexity but is widely adopted.

In this section, we present preliminary results concerning the application of adversarial training in the
fine-tuning setting. We point out that fine-tuning does help to alleviate the problem of training cost,
so it could be a strong future improvement to allow the application of AT to heavier training pipelines.
The table below shows FID and IS results evaluated on the CelebA dataset. For the fine-tuning, the
model has been trained for all it training epochs according to the DDPM framework, except for the
last 100 ones, when the adversarial regularization loss was applied. The table Table 4 showcases
finetuning evaluation results. If compared with results in Table 2 we observe that we have similar
results to the paper but with a fraction of the computational time.

Configuration Fine-tuned From Scratch
p%/o DDPM Robust,gy DDPM Robust,gy
0.9/0.1 654/26  233/21 5490/240 14.54/2.09
09/0.2 100.68 /2.7 258/21 96.03/2.65 16.53/2.11

Table 4: Performance comparison (FID/IS) between DDPM and Robust,q, when finetuning on
CelebA
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LSUN Bedroom LSUN Bedroom o = 0.1 LSUN Bedroom o = 0.2

early stage training

late stage training

Figure 24: Qualitative results analysis on samples generated by Robust,q, at different training stages.

F.3 How X IN EQ. (9) OF THE MAIN PAPER INFLUENCES THE MODEL’S DENOISING
CAPABILITY

In the method section, we stress that the choice of the hyperparameter A heavily influences the model’s
smoothing ability. To further motivate the previous statement, we provide straightforward evidence
of this by observing generated samples produced by different models, with the same architectures
and minimum regularization ray among all the shown samples. The varying parameter is A, which
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LSUN Bedroom LSUN Bedroom o = 0.1

A=0.1
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Figure 25: Robust,qy trained on LSUN Bedroom dataset, with different noisy data (p = 90%, different
o are visible in the image). The first row sets the regularization hyperparameter A to 0.1, the second
to 0.2.

is set to the values {0.1,0.2,0.3}. Fig. 25 shows the results at an early training stage of the models.
Despite being at an early stage, the X influence in models’ performance already appears clear. When
the data is not noisy (first column), increasing its value results in oversmoothing data, losing subject
details, due to the smoothing factor introduced by the regularization. When the data becomes noisy,
the regularization becomes fundamental in learning the correct distribution. In the first row, we see
that the smoothing action is limited due to the small A = 0.1, indeed the noise is still present in
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the generated samples both in ¢ = 0.1 and o = 0.2, whereas the noise decreases drastically when
increasing A to 0.2. In fact, the images shown in the bottom row show a minor presence of noise,
which is expected to disappear in later training. On the other side, the increase of the parameter A also
causes a loss of details in the image subjects. This phenomenon is due to the smoothing effect, which
not only affects noise but also data variability. This smoothing effect becomes even more apparent
when compared to Figs. 18 to 23, all generated with A = 0.3. These comparisons further support the
previous observations by extending the analysis across different levels of noise and training stages.

G COMPARISON WITH NOISE-AWARE DIFFUSION TRAINING

The primary objective of Daras et al. (2024a) is to develop noise-informed algorithms for training
models in the presence of noisy training data. More in detail, the noise-informed training algorithm
operates under two fundamental assumptions: (i) the assumption that the noise in the dataset is
Gaussian and prior knowledge of the Gaussian variance, and (ii) identification of the specific training
samples affected by noise corruption. To rigorously assess the robustness of this approach under
the unknown corruption setting, we developed two distinct training configurations that relax these
stringent assumptions and modify the original training framework of Daras et al. (2024a).

¢ In Conf. 1, the method always knows the exact o level of the noise in the dataset but the
assumption on which sample is clean X € X(jean and which sample is noisy x € &pgigy 15
forced to be correct only (1 — p)% of the time.

o In Conf. 2, the assumption of knowing whether a sample is noisy or not is never considered,
effectively forcing the same behavior for all the training data, when the data are noised with
probability p.

For both configurations, we trained the models on CIFAR-10, considering clean data and noisy data
with o = {0.1,0.2} and p = 90%. Quantitative results are summarized in Table 5 while qualitative
examples are shown in Fig. 26.

p% o Robust,gy Daras et al. (2024a) Conf. 1  Daras et al. (2024a) Conf. 2

0 - 28.7 14.0 14.9
09 0.1 24.7 94.5 102.7
09 02 24.8 109.7 105.3

Table 5: Experiments on CIFAR-10 under unknown corruption.

These experiments confirm that relaxing even one of the assumptions made in the noise-aware
solution proposed by Daras et al. (2024a) reduces the method’s robustness to unknown noise in the
data, producing very high FID values. This confirms the practical limitations already highlighted
by Daras et al. (2024a). On the contrary, our method is able to work in this more challenging setting,
where the corruption is unknown, and achieves a stable trend in the FID across different ¢ and p,
without requiring access to clean/noisy labels or corruption parameters.

H LLM USAGE

Large language models were used exclusively for text polishing and minor exposition refinements.
All substantive research content, methodology, and scientific conclusions were developed entirely by
the authors.
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CIFAR-10 CIFAR-10p = 0.9,0 = 0.1 CIFAR-10p = 0.9, = 0.2

Robust,qgy
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Daras et al. (2024a) Config. 1

Daras et al. (2024a) Config. 2

Figure 26: Robust,gy trained on CIFAR-10 dataset compared with the two proposed configurations
of Daras et al. (2024a) in the unknown noise setting. Training data are either clean (first column) or
noised with different noise levels (p = 0.9, 0 = {0.1,0.2}). The images demonstrate that Robust,qy
effectively learns the target data distribution, ignoring the applied noise, even without making any
assumptions about the applied perturbation.
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