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ABSTRACT

Multimodal neural machine translation (MNMT) aims to improve textual level
machine translation performance in the presence of text-related images. Most of
the previous works on MNMT have only focused on either multimodal feature
fusion or noise multi-modal representations based on full visual and textual fea-
tures, however, the degree of multi-modal alignment is often ignored. Generally,
the fine-grained multi-modal information, such as visual object, textual entity,
is easy to align, but the global-level semantic alignment is always difficult. In
order to alleviate the challenging problem of multi-modal alignment, this paper
proposes a novel progressive multimodal fusion approach with the easy-to-hard
(easy2hard) cross-model alignment strategy by fully exploiting visual information
for MNMT. We first extract both visual and textual features with modal-specific
pre-trained models, respectively, and the fine-grained features (e.g., the regional
visual features, the entity features) are roughly aligned as multi-modal anchors
based on cross-modal interactive module. Then a progressive multi-modal fu-
sion framework is employed for MNMT by gradually narrowing the global-level
multi-modal semantic gap based on the roughly aligned anchors. We validate our
method on the Multi30K dataset. The experimental results show the superiority of
our proposed model, and achieve the state-of-the-art (SOTA) scores in all En-De,
En-Fr and En-Cs translation tasks.

1 INTRODUCTION

Multimodal Neural Machine Translation (MNMT) Elliott et al. (2017); Barrault et al. (2018);
Grönroos et al. (2018); Elliott (2018); Wu et al. (2021); Caglayan et al. (2021) aims to optimize
the conventional text-only machine translation performance by fusing multimodal features (eg., im-
age, video, sound), and it has received growing research attentions in the fields of CV and NLP,
respectively. A reasonable assumption of multimodal fusion is that visual information is helpful
to improve textual-level machine translation Elliott et al. (2017); Barrault et al. (2018); Ye & Guo
(2022); Chen et al. (2022), many studies have been carried out to conduct the benefits of image for
NMT Caglayan et al. (2019); Yin et al. (2020); Li et al. (2021b); Su et al. (2018); Gong et al. (2022).
As expected, fusion of visual information actually improves the performance of machine translation
Caglayan et al. (2019); Yawei & Fan (2021); Calixto et al. (2019); Su et al. (2021).

Image is a kind of language-independent information that can be understood by people who speaks
different languages, therefore, it seems possible that visual information might serve as pivot infor-
mation to narrow the gap between different languages. As shown in Figure 1, entities in different
languages share the same image regions, for example: ’women’ and ’frauen’ can be aligned into the
same red box area in the image. However, there is a significant semantic gap between visual and
textual information. There are two types of definitions for multi-modal fusion, 1) local-level multi-
modal alignment (the fine-grained multi-modal alignment), both visual objects and textual entities
are aligned into multi-modal feature space; 2) global-level multi-modal alignment, global textual
semantic features and visual features are aligned into multi-modal feature space.

Most of existing MNMT approaches mainly focus on multi-modal fusion strategies, how to extract
and utillize visual information effectively and efficiently is one of the core issues for MNMT, there
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Figure 1: An example of an En→De translation that illustrates.

are three main multi-modal fusion strategies, 1) Multi-modal attention mechanism, such as cross-
modal interactive attention mechanism Kwon et al. (2020); Song et al. (2021); Zhao et al. (2021);
Delbrouck & Dupont (2017b) and adaptive visual-textual feature selection mechanism Wang &
Xiong (2021); Zhao et al. (2022); Li et al. (2022). 2) Multi-modal Transformer fusion, Transformer
framework is leveraged to encode textual features and visual features, respectively Takushima et al.
(2019); Nishihara et al. (2020), and then a multi-head cross-modal attention mechanism Yao & Wan
(2020); Gain et al. (2021); Li et al. (2021b); Ive et al. (2019) is adopted to integrate multi-modal
features for MNMT, and 3) multi-modal gated fusion, Yin et al. (2020); Lin et al. (2020); Li et al.
(2021a); Wu et al. (2020), the gating mechanism is leveraged to ensure both textual representations
and visual representations are consistent with each other. However, there is a large gap between
image and text, and it is difficult to directly align text information and image information by only
leveraging above image-text fusion strategies. Generally, sentence-level alignment is much harder
than entity-level multi-modal alignment. among global-level image-text information, non-entity
clue information, such as ’sitting’, ’talking’ or ’laughing’, is difficult to be aligned.

This paper endeavors to enhance cross-modal semantic consistency between the text-image pairs,
and we propose an easy-to-hard (Easy2Hard) visual-textual fusion strategy by considering the degree
of multi-modal alignment for MNMT. we first roughly align local-level object information as multi-
modal anchors, and then employ a progressive cross-modal aligning mechanism to facilitate global-
level multi-modal alignment based on the aligned local-level anchors. Compared with previous
works, the major contributions of our paper are three-fold:

• We present a novel Easy2Hard multi-modal fusion approach by progressively narrowing the
modality gap between image and text for MNMT. A two-stage visual-textual fusion strategy
is adopted to improve the textual machine translation performance by fully utilizing visual
information in seq2seq framework.

• An easy-to-hard visual-textual fusion strategy is adopted to capture multi-modal semantic
consistency for image-text pairs. A local-level alignment module is first presented to bridge
local-level semantic gap between image and text, and then a cross-modal interactive fusion
module is employed for global-level semantic alignment based on the aligned local-level
multimodal anchors.

• The extensive experimental results show that our proposed model outperforms other state-
of-the-art MNMT approaches and significantly improves machine translation performance
on all English-German, English-French and English-Czech translation tasks.

2 BACKGROUND

Early multimodal fusion methods are mainly based on the seq2seq framework of recurrent neural
network (RNN), which employs visual features to initialize the hidden state of the RNN encoder-
decoder Calixto et al. (2017b); Caglayan et al. (2017); Huang et al. (2016); Zhang et al. (2019), or
adopts visual features to enhance the ability of text semantic representation and improve the perfor-
mance of machine translation Huang et al. (2016). Although these methods improve the performance
of machine translation, the visual features are not actually aligned with the textual features. To bet-
ter align visual and textual semantic features, Calixto et al. (2017a) adopted two modality-specific
attention mechanisms for source sentence words and images, respectively, to better align visual and
textual features. Caglayan et al. (2016b;a) used a multimodal attention mechanism to simultane-
ously pay attention to images and their corresponding texts to align visual and textual semantic
features; Delbrouck & Dupont (2017a) proposed a local visual attention mechanism that combines
Local visual features are aligned with corresponding text features.
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Figure 2: The overview of our proposed model.

With the development of machine translation technology, a multimodal neural machine translation
method based on Transformer structure is proposed, and Transformer-based seq2seq framework has
achieved significant improvement for MNMT. Yao & Wan (2020) used multi-modal Tranformer to
align both visual features and textual features; Nishihara et al. (2020) presented a supervised cross-
modal attention module to align textual features and visual features; Yin et al. (2020) proposed
a graph-based MNMT approach to extract multi-model features through text-image gating atten-
tion mechanism; Zhao et al. (2021) based on a multimodal Transformer, propose a word domain
alignment-guided method to establish semantic correlations between textual and visual features;
Song et al. (2021) employed a co-attention graph updating module at each Transformer encoder
layer to align multi-modal features; Zhao et al. (2022) used object detection features and additional
region-related attention mechanisms to fuse visual region features and textual features; Lin et al.
(2020) adopted a gating mechanism to fuse visual features extracted by a dynamic context-guided
capsule network. Although these methods above improve the performance of machine translation,
they do not fully consider the ease of multimodal fusion of image-text.

3 METHODOLOGY

In this section, we introduce our proposed easy2hard multi-modal alignment approach for multi-
modal neural machine translation, the framework of our prosed approach is illustrated in Figure 2.
Our proposed model is based on the structure of Transformer, which contains four subnetworks,
1) image encoder, 2) source sentence encoder, 3) easy2hard multi-modal fusion module, 4) target
sentence decoder.

3.1 SOURCE SENTENCE ENCODER

Without loss of generality, input words are embedded by traditional embedding layer with position
embedding. Denote by Sj = {Sj

1, · · ·, Sj
n} and Vj as the j-th data-pair of source sentence input

and its corresponding image, respectively, where n is the source length of Sj . Formally, the source
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sentence representation ES
j is calculated as follows:

ES
j = EmbS(Sj) + PES(Sj) (1)

where, EmbS is the source embedding layer, PES is position embedding layer, and ES
j ∈ Rn×128.

The text encoder is a traditional multi-head Transformer encoder, and each encoder layer consists
of two sub-layers: multi-head self-attention layer and position feed-forward network (FFN) layer.
Concretely, the multi-head self-attention module is used to establish word-to-word interconnection
with the source text representation as a query/key/value matrix, which can be expressed as,

Hl
Sj

= Multihead(ES
j ,E

S
j ,E

S
j ) (2)

= Concat(head1
k, · · · , headMk ) (3)

where, M represents the number of heads, Multihead(·) is the multi-head attention layer, and l =
{0, · · · , 3} is the Transformer layer index.

The position-wise Feed-Forward (FFN) neural network is employed to update the state at each po-
sition of the sequence and get FSj as follows:

FSj = FFN(Hl
Sj

) (4)

3.2 IMAGE ENCODER

Image features are extracted by the pre-trained ResNet-101 vision model He et al. (2016), and the
visual representation vector EV

j can be expressed as,

EV
j = EmbV (Vj) (5)

where, EmbV is the visual feature extraction layer with Resnet-101, and EV
j ∈ R7×7×2048.

Then, map the regional features of each image into the same representation space as visual-textual
representations, which can be expressed as,

FVj = MLP(EV
j ) (6)

where, MLP(.) is a multilayer perception, and FVj
∈ R49×128.

3.3 MULTI-MODAL INTERACTIVE ATTENTION MODULE WITH EASY2HARD STRATEGY

Local-level Alignment: Inspired by Nishihara et al. (2020), we adopt the cross-modal interac-
tive attention mechanism to facilitate visual-textual fusion, and leverage the source representations
as query matrix and visual representations as key/value matrix to capture local-level multi-modal
semantic consistency,

Hj = Multihead-Local(FSj ,FVj ,FVj ) (7)

=

m∑
i=1

α̂fi(FVj,i
WV

1 ) (8)

α̂fi = softmax
(

(FSj,f
WQ

2 )(FVj,i
WK

3 )T

√
d

)
(9)

where, Multihead-Local(.) represents the cross-modal attention mechanism of text semantics and
image semantics, α̂ni is the similarity weight of text words and image regions, which represents the
similarity between the f -th word and the i-th image regions, f ∈ {1, ···, n}, n is the source length of
Sj , m is the number of image partition regions, in this paper m is 49. WV

1 , WQ
2 , WK

3 are parameter
matrices.

Global-level Alignment: In order to further align and fuse the deep hidden semantic information
of images, we take the roughly aligned fine-grained features as multi-modal anchors, and further
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interact the text modal semantic and image modal semantic based on the aligned semantic infor-
mation. Concretely, a novel cross-modal gating strategy is employed to achieve further interaction
fusion as follow,

Ω = Sigmoid(WΩ(Hj || FSj
)) (10)

Ĥj = FSj
⊗ Ω (11)

where, ⊗ is the Hadamard product (outer product), WΩ is the model parameter matrix, || represents
the concatenating operation, the image and text features are concatenated in the last dimension.

Then, the multi-modal features is fused by concatenate, which is shown as follows:

Oj = Ĥj || FSj
(12)

The output of the encoder Oj is finally feed to the decoder for target sentence generation.

3.4 TARGET SENTENCE DECODER

We define tj = {tj1, . . . , tjs} as the target sentence sequence of the corresponding source sentence
Sj , where s is the sentence length of tj , and the target sentence representation is Et

j = Embt(tj) +
PEt(tj). As shown in Figure 2, we employ the traditional multi-head Transformer framework as the
decoder, and each decoder layer consists of three sub-layers: 1) masked multi-head self-attention
layer; 2) cross-language multi-head attention layer; and 3) Feed-forward network layer. There can
be expressed as,

Al
j = Multihead(Et

j ,E
t
j ,E

t
j) (13)

Yj = Cross-att(Aj ,Oj ,Oj) (14)
Fdj = FFN(Yj) (15)
P = Softmax(WpFdj

+ b) (16)

4 EXPERIMENTS

Experimental Dataset We conduct experiments on En→De, En→Fr and En→Cs tasks of the
widely adopted Multi30K benchmark dataset 1, in which the training and validation sets contains
29,000 and 1014 text-image pairs, respectively. Moreover, we employe four test sets to evaluate pro-
posed MNMT model, 1) the Test2016 test set with 1,000 text-image examples included in Multi30K;
2) the Test2017 test set with 1,000 text-image examples from WMT2017, which contains more dif-
ficult source sentences to translate and understand; 3) we also employe ambiguous COCO dataset as
out-domain test data, which contains 461 text-image examples with ambiguous words and encour-
ages to adopt image for disambiguation; and 4) the Test2018 test set includes 1,071 examples with
many entity words and many low frequency words.

Data Pre-processing We directly adopt the preprocessed sentence pairs by byte pair encoding
(BPE) segmentation with 6k bpe vocabulary, the resulting vocabulary sizes of each language pair
were 5,644→5,876 tokens for En→De, 5,644→5,684 tokens for En→Fr, 5,644→5,972 tokens for
En→Cs. For each image, which is extracted through the pre-trained Resnet-101 model, the spatial
features are 7x7x2048-dimensional vectors with 49 local spatial region features.

Metrics We evaluate the quality of translations with two metrics, 4-gram BLEU Papineni et al.
(2002) metrics, which measures the quality of translations in terms of accuracy and fluency. ME-
TEOR Denkowski & Lavie (2014) metrics, which takes into account both precision and recall for
translation quality.

4.1 SETTINGS

We conduct our proposed models based on Transformer framework Vaswani et al. (2017), with only
stack 4-layer encoder-decoder. Concretely, we set the dimensions of the encoder and decoder hidden

1https://github.com/multi30k/dataset
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states at dhidden=128, the inner-layer of feed-forward network is set as dffn=256. The learning rate
is set to 0.008 for En→De, 0.006 for En→Fr, 0.005 for En→Cs, respectively. The max tokens
is set to 4096, the learning rate is varied under a warmup-updates with 2,000 steps, and the label
smoothing with value set as 0.1 for En→De, 0.2 for En→Fr and En→Cs. We use adam optimizer
with β1, β2 = (0.9, 0.98). We adopt 4 heads here and the dropout is set to 0.3 to avoid the over-fitting.
The width of beam size is set to 5. We train our models on a single GTX 3090 GPU with fp16.

4.2 BASELINE MODELS

To visually verify the advantages of our proposed multimodal neural machine translation model, the
paper is compared with the following recent state-of-the-art multimodal neural machine translation
models, 1) VAG-NMT Zhou et al. (2018): A background attention mechanism is employed to lever-
age visual information to enhance model translation performance. 2) DCCN Lin et al. (2020): A
Dynamic Context-Guided Capsule Network (DCCN) is proposed to guide visual feature extraction
to improve machine translation performance. 3) MNMT+SVA Nishihara et al. (2020): A supervised
visual attention mechanism for capturing text-related visual regions for machine translation. 4)
OVC+Lv Wang & Xiong (2021): An object-level visual context semantic framework is constructed
to efficiently explore and capture visual information to guide machine translation. 5) WRA-guided
Zhao et al. (2021): Based on the multimodal Transformer, a word domain alignment guided method
is proposed to establish the semantic correlation between textual and visual features. 6) IO-MMT
Song et al. (2021): A relation-aware graph encoder is built to fully exploit the relation between
images and source sentences, and an efficient multi-modal reward function is proposed at the target
side to improve the visual consistency of translations. 7) DLMulMix Ye & Guo (2022): A novel
two-stage interactive multimodal hybrid encoder (DLMulMix) is proposed to extract useful visual
features to enhance text-level machine translation.

Further, in order to more fairly demonstrate the superiority and effectiveness of the model proposed
in this paper, three most popular multimodal fusion methods are reproduced in this paper on the ba-
sis of the same parameter settings and training equipment, 1) Gated Fusion MNMT Li et al. (2021a):
An efficient multimodal fusion method to improve machine translation performance by enhancing
important information in text. This method is widely used in multimodal neural machine transla-
tion and other multimodal tasks in the field of natural language processing. 2) Multimodal self-att
Yao & Wan (2020): An image-aware multimodal Transformer model is proposed to extract useful
image information to improve machine translation performance. This method mainly connects text
features and visual features for multimodal cross attention. 3) Doubly-ATT Arslan et al. (2018): An
additional visual attention sub-layer is used between the source-target cross-attention sub-layer and
the self-attention sub-layer of the decoder, and the visually evoked attention weights and the source
language attention weights are added as dual attention weights.

Multi30K En→De
Model Test2016 Test2017 MSCOCO

BLEU METEOR BLEU METEOR BLEU METEOR

Existing MNMT Systems

VAG-NMT Zhou et al. (2018) - - 31.6 52.2 28.3 48.0
DCCN Lin et al. (2020) 39.7 56.8 31.0 49.9 26.7 45.7
MNMT+SVA Nishihara et al. (2020) 39.9 58.1 - - - -
OVC+Lv Wang & Xiong (2021) - - 32.4 52.3 28.6 48.0
WRA-guided Zhao et al. (2021) 39.3 58.3 32.3 52.8 28.5 48.5
IO-MMT Song et al. (2021) 41.3 59.2 33.5 52.8 - -
DLMulMix Ye & Guo (2022) 41.77 58.93 33.07 51.85 29.90 49.09

Our Transformer-Based Systems with Fairseq

Transformer (NMT) Vaswani et al. (2017) 40.96 58.35 32.59 51.21 29.16 48.37
Doubly-ATT Arslan et al. (2018) † 41.44 59.08 33.15 52.34 29.22 48.41
Multimodal self-att Yao & Wan (2020) † 41.50 58.52 32.51 51.33 29.10 48.48
Gated Fusion MNMT Li et al. (2021a) † 41.58 58.88 33.01 51.90 30.04 48.95

Our model 42.84 60.16 35.60 55.00 30.56 50.91

Table 1: Comparison results on Multi30k En→De task on BLEU and METEOR metrics. † means
to reproduce previous multi-modal fusion method based on our Transformer systems. Best results
are highlighted in bold.
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4.3 RESULTS ON THE EN→DE TRANSLATION TASK

Table 1 shows the translation results of our proposed model and other state-of-the-art models on the
Ee→De MNMT tasks. Our proposed model outperforms both strong baselines and all the existing
MNMT systems on the En-De translation tasks. Concretely, We summarize and contrast the existing
MNMT models in the three aspects as follows:

1) Compare with NMT Baselines: Our MNMT approach with easy2hard fusion strategy outperforms
text-only NMT baselines significantly on BLEU and METEOR evaluation metrics, which enhances
about 1−3 points on three test sets. The experimental results show that our proposed multimodal
machine translation model can effectively extract image information to enhance machine translation
performance.

2) Compare with Existing MNMT Model: In order to intuitively show the superiority of our pro-
posed model, compare with the recent SOTA MNMT model, the experimental results show that our
proposed model outperforms existing MNMT models, and enhances BLEU and METEOR metrics
by 1-2 points on most of the test sets. This demonstrates that our proposed model can better extract
visual information to improve machine translation.

3) Compare with Reproduce Model: To more fairly demonstrate the superiority of our proposed
method, we reproduce three recent multimodal fusion methods based on the same training environ-
ment. The experimental results show that the proposed method achieves significant improvements
over the reproduce multimodal fusion methods on all evaluation metrics. This proves that the experi-
mental results show can better achieve the fusion of multi-modal image and text to enhance machine
translation.

Multi30K En→Fr
Model Test2016 Test2017 MSCOCO

BLEU METEOR BLEU METEOR BLEU METEOR

Existing MNMT Systems

VAG-NMT Zhou et al. (2018) - - 53.8 70.3 45.0 64.7
DCCN Lin et al. (2020) 61.2 76.4 54.3 70.3 45.4 65.0
OVC+Lv Wang & Xiong (2021) - - 54.2 70.5 45.2 64.6
WRA-guided Zhao et al. (2021) 61.8 76.3 54.1 70.6 43.4 63.8
IO-MMT Song et al. (2021) 62.5 76.9 54.9 71.7 - -
DLMulMix Ye & Guo (2022) 62.23 76.85 55.18 73.37 44.42 66.41

Our Transformer-Based Systems

Transformer (NMT) Vaswani et al. (2017) 60.33 75.64 53.45 71.57 43.61 65.72
Doubly-ATT Arslan et al. (2018) † 60.94 75.99 53.63 71.56 44.78 65.35
Multimodal self-att Yao & Wan (2020) † 61.44 75.77 54.56 71.62 44.59 65.08
Gated Fusion MNMT Yin et al. (2020) † 61.24 76.26 54.15 71.77 44.29 64.91

Our model 63.36 77.29 56.35 72.76 47.04 67.36

Table 2: Comparison results on the En→Fr translation task on the Multi30k dataset. † means to
reproduce previous multi-modal fusion method based on our Transformer systems. Best results are
highlighted in bold.

4.4 RESULTS ON THE EN→FR TRANSLATION TASK

To explore the robustness of our proposed model, we further conduct En→Fr translation task on
our proposed easy2hard MNMT model, machine translation results are listed in Table 2. Similar
to the En→De task, the proposed model is compared with existing MNMT models, text-only NMT
models and reproduce MNMT models on the En→Fr task. Compared with the baseline model of
text-only machine translation, the multimodal machine translation model with image information
has achieved excellent results. In addition, compared with existing MNMT models, our proposed
model with easy2hard strategy achieves significant improvement on all the evaluation metrics, which
is consistent with the results on the En→De translation task. Second, comparing the reproduce
SOTA MNMT models on the En→Fr task, the results show that our proposed model outperforms all
the reproduce MNMT models, which once again proves the superiority of the proposed model. The
above experimental results on the En→Fr translation task once again demonstrate the effectiveness
and generality of the proposed method.
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En→Cs

Test2016 Test2018
Model BLEU METEOR BLEU METEOR

Transformer (NMT) 32.70 32.34 27.62 29.03
Doubly-ATT Arslan et al. (2018) † 33.25 32.28 29.12 29.87
Multimodal self-att Yao & Wan (2020) † 33.12 32.01 28.75 29.51
Gated Fusion MNMT Li et al. (2021a) † 33.77 32.24 29.43 29.41
Our model 35.18 33.39 31.29 30.82

Table 3: Experimental results on the English→Czech (En→Cs) multimodal translation task.

4.5 RESULTS ON THE EN→CS TRANSLATION TASK

To further verify the effectiveness and robustness of the proposed method on different language
pairs, we evaluate the model on the En→Cs multimodal translation task. Table 3 presents the BLEU
and METEOR values of the reproduced multimodal fusion methods and the proposed multimodal
fusion method. As can be observed, our proposed method achieves the best results, achieving +2.48,
+3.67 BLEU improvement and +1.05, +1.79 METEOR improvement over the baseline model. Com-
pared with the reproduce method, the proposed method achieves more than +1 point improvement in
BLEU value and METEOR value on the two evaluation metrics, and the translation result is signif-
icantly improved. The experimental results on the En→Cs multimodal translation task demonstrate
that the proposed method is effective and general for different language pairs.

Model Test2016 Test2017 MSCOCO
] BLEU METEOR BLEU METEOR BLEU METEOR

En→De Task

1 MNMT reLocal 41.86 59.47 34.10 53.34 30.28 50.09
2 MNMT reGlobal 41.75 59.63 34.68 54.15 29.47 49.81
3 MNMT full 42.84 60.16 35.60 55.00 30.56 50.91

En→Fr Task

4 MNMT reLocal 62.64 76.41 55.51 72.67 45.90 66.83
5 MNMT reGlobal 62.90 76.95 55.87 72.41 46.25 67.05
6 MNMT full 63.36 77.29 56.35 72.76 47.04 67.36

Table 4: Ablation experiments of different components of the model, MNMT easy is the model that
removes the easy-stage strategy, MNMT hard is the model that removes the hard-stage strategy,
and MNMT is complete model.

4.6 ABLATION STUDY

To further investigate the effectiveness of our proposed method, we remove different components of
the model for ablation studies on both the En→De translation task and the En→Fr translation task,
and the results are reported in Table 4.

1) Effectiveness of Local-level Alignment: To demonstrate the effectiveness of our proposed local-
level alignment strategy for image and source sentence, we only remove the local-level alignment
module (MNMT reLocal) and do not introduce image-text multi-modal anchor point information.
In this variant, note that the global-level alignment strategy is not removed here. Comparing machine
translation results in row 1 and row 3 (row 4 and row 6) in Table 4 show that the local-level alignment
strategy plays an important role in our proposed model. Further analysis shows that multimodal fu-
sion of global-level alignment image-text without local-level multi-modal information as anchors
leads to significant performance degradation, especially on Test2017 on En→De tasks, which con-
tains more difficult source sentences to understand and translate. Our MNMT model benefits from
roughly aligned local-level multi-modal anchors, which further demonstrates the effectiveness of
our proposed local-level alignment strategy.

2) Effectiveness of Global-level Alignment: To demonstrate the importance of the global-level se-
mantic alignment strategy, we conduct an ablation study by removing cross-modal global-level in-
teractive fusion (MNMT reGlobal). Note that the local-level alignment strategy is not removed
here. The experimental results in row 2 (row 5) show that it achieves inferior results compared with
MNMT full model in row 3 (row 6), which demonstrates the importance of local-level alignment
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Figure 3: (left) Two qualitative translation examples from test set for verify the effectiveness of
the local-level alignment strategy. Underscore indicates enhanced translation.(right) Two qualitative
translation examples from test set for verify the effectiveness of the global-level alignment strategy.
Underscore indicates enhanced translation.

strategy deep interactive and the effectiveness of our proposed cross-modal global-level interactions
fusion. Furthermore, further analysis shows that the model translation performance declines when
the hard strategy is discarded, indicating that the proposed method can sufficiently extract useful
visual information to enhance machine translation.

4.7 CASE STUDY

In order to verify that the proposed method indeed effectively guides the generation of target se-
quences during the translation process, we verify the effectiveness of the proposed progressive mul-
timodal fusion approach with the easy2hard cross-model alignment method through some qualita-
tive translation examples. Figure 3 (left) shows two translation examples of the En→De test sets
selected to demonstrate the effectiveness of the local-level alignment strategy. In the first exam-
ple, the source word ”tennis” is mistranslated as ”spielen” by the MNMT reLocal model, however,
the MNMT full model translated the word basically correctly. In the second example, the source
phrase ”a female” is mistranslated as ”einer großen geburtstagstorte” by the MNMT reLocalmodel,
but our MNMT full model correctly translates this phrase as ”einer frau”. The above two exam-
ples illustrate that our proposed local-level fusion strategy is beneficial for roughly aligning visual
object-level and textual entity-level information.

Two translation examples selected from En→De test set demonstrate the effectiveness of our global-
level alignment strategy, as shown in Figure 3 (right). In the first example, the source phrase ”race
track” is mistranslated as ”rennstrecke” by the MNMT reGlobal model. However, our model ac-
curately translates it, the underlying reason is that MNMT full model interacts with image-text
semantic global information such as ”black car” to predict the target word. In the second example,
the source phrase ”black police dog” is mistranslated as ”schwarzen hund” by the MNMT reGlobal
model, we can observe that the model is only successful in roughly aligning image and text infor-
mation. With the addition of a global-level fusion module, our MNMT full model further interacts
with image-text global semantic information, such as the police information is captured from the
global information, and ”black police dog” is successfully translated into ”schwarzen polizeihund”.
The above two examples demonstrate that our proposed global-level alignment strategy can interact
with deep implicit semantic information to improve translation performance.

5 CONCLUSION

In this paper, we propose a noval progressive multimodal fusion approach with the easy2hard cross-
model alignment strategy by fully exploiting the visual information from images for multimodal
neural machine translation. Concretely, we first roughly align local-level object information as
multi-modal anchors, and then employ a progressive cross-modal aligning mechanism to facilitate
global-level multi-modal alignment based on the aligned local-level anchors. The experimental
results on three benchmark translation tasks demonstrate that superiority of our proposed easy2hard
cross-modal alignment strategy, and achieve the new state-of-the-art result on Test2016, Test2017,
Test2017mscoco, Test2018 test datasets. Furthermore, ablation experiments verify the effectiveness
of our proposed two-stage progressive alignment method, and the analysis shows that the local-level
fusion strategy can effectively and efficently align entity semantic information with rough alignment.
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