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Abstract

Task-oriented dialogue (TOD) systems aim to
achieve specific goals through interactive di-
alogue. Such tasks usually involve following
specific workflows, i.e. executing a sequence of
actions in a particular order. While prior work
has focused on supervised learning methods to
condition on past actions, they do not explicitly
optimize for compliance to a desired workflow.
In this paper, we propose a novel framework
based on reinforcement learning (RL) to gen-
erate dialogue responses that are aligned with
a given workflow. Our framework consists of
ComplianceReward, a metric designed to eval-
uate how well a generated response executes
the specified action, combined with an RL op-
timization process that utilizes an interactive
sampling technique. We evaluate our approach
on two TOD datasets, Action-Based Conversa-
tions Dataset (ABCD) (Chen et al., 2021a) and
MultiWOZ 2.2 (Zang et al., 2020) on a range
of automated and human evaluation metrics.
Our findings indicate that our RL-based frame-
work outperforms baselines and is effective at
generating responses that both comply with the
intended workflows while being expressed nat-
urally and fluently.

1 Introduction

Task-oriented dialogue (TOD) focuses on creating
conversational systems that assist users in attain-
ing specific objectives. While prior TOD literature
has extensively looked at predicting user intents
and identifying relevant slots and values (Hender-
son et al., 2014; Wei et al., 2018; Budzianowski
etal., 2018; Byrne et al., 2019; Rastogi et al., 2020;
Shalyminov et al., 2020; Balaraman et al., 2021),
real-world interactions often involve nuanced work-
flows and optimizing for such workflows remains
underexplored (Chen et al., 2021a; Hattami et al.,
2022; Raimondo et al., 2023). Consider a customer
support interaction where agents must follow multi-
step procedures that adhere to company policies.
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Figure 1: In this interaction, the customer requests as-
sistance with an expired promo code. The agent must
help the customer while following the steps in the agent
guideline, consisting of a sequence of actions to be taken
to resolve the issue. For example, offering to generate a
new promo code without querying the system results in
a non-workflow-compliant behavior.

For example, in Figure 1, a customer asks for help
with an expired promotional code. A model that ac-
counts for the user intent might respond reactively,
offering to generate a new promo code. However,
assisting the customer involves not only model-
ing their intent but also staying consistent with a
workflow, in this case, the company policy. This
involves the agent executing the necessary actions
in the right order, such as pulling up account infor-
mation and querying the system to make sure the
customer qualifies for the promotion.

Many prior approaches in task-oriented dialogue
(TOD), such as SimpleTOD (Hosseini-Asl et al.,
2020) and PPTOD (Su et al., 2022), have employed
supervised learning alongside utterance-level user
intents and system dialogue acts (DAs) for sys-
tem response generation. However, these frame-
works lack explicit optimization for compliance
in response generation, resulting in responses that
may fail to execute the specified action. This prob-



lem arises because the response generators neither
receive rewards nor penalties based on adherence
to the specified actions. Additionally, there is a
notable absence of a metric or model to quantita-
tively assess the degree of compliance, hindering
the evaluation and training of response generators.
In this work, we tackle the problem of workflow-
compliant response generation in TOD and pro-
pose an RL.-based approach that addresses the
limitations of existing systems. Our approach
(COMPLIANCEOPT) employs RL with compliance
scoring to construct training data for the Quark
(Lu et al., 2022) framework. We evaluate our
approach using the Action-Based Conversations
Dataset (ABCD) (Chen et al., 2021a), a TOD
dataset enriched with policy-based agent behav-
ior constraints in the form of action sequences,
and MultiwOZ 2.2 (Zang et al., 2020). Our ex-
periments show that models integrating workflow
information surpass baseline models, producing re-
sponses that adhere to policies while maintaining a
natural and fluent tone. Furthermore, we observe
that direct compliance optimization through RL
can lead to additional enhancements in the work-
flow compliance levels of the dialogue system. We
validate our results through automated metrics and
human evaluations. Our contributions include:

* A reinforcement learning (RL)-based frame-
work for training workflow-compliant response
generators, based on an interactive sampling
technique to optimize model behavior over mul-
tiple dialogue exchanges.'

* A new compliance metric based on a reward
model validated against human evaluations.

* Evaluation on both automated and human eval-
uation metrics showing that our models, en-
hanced with workflow information and direct
compliance optimization through RL, consis-
tently outperform baselines.

2 Related Work

Task-oriented Dialogue. Recently, there has
been an increase in TOD tasks and datasets
(Budzianowski et al., 2018; Byrne et al., 2019; Wei
et al., 2018; Rastogi et al., 2020), indicating a grow-
ing emphasis on advancing natural language pro-
cessing techniques for practical applications. These
datasets encompass diverse domains and enable re-
searchers to tackle a wide spectrum of real-world
challenges. However, previous benchmarks have

'We open-source our code at github.com/ANON.

predominantly focused on evaluating only some
aspects of TOD systems, such as intent recognition
and slot filling, with limited focus on aspects like
workflow compliance (Chen et al., 2021a).

Workflow Compliance. The problem of work-
flow compliance is closely related to, but distinct
from, dialogue policy management. The primary
objective of dialogue policy management is to pre-
dict the optimal dialogue action based on the cur-
rent conversation state (Takanobu et al., 2019; He
et al., 2022). In this context, dialogue actions rep-
resent intentions or decisions that are isolated to a
single user query, such as “book a flight” or “find a
nearby restaurant.” In contrast, workflow compli-
ance adopts a more holistic approach, considering
the sequential workflow from the larger context of
the conversation to define success. For example,
offering a new promo code is only valid after a
system check has been executed first (Figure 1). It
emphasizes the fact that user interactions are not
isolated actions but rather part of a continuous pro-
cess with multiple steps. Raimondo et al. (2023)
expands upon Chen et al. (2021a)’s work to show
that models augmented with workflow-specific in-
formation such as workflow names or action plans
can boost the generalizability of action prediction
models, but does not consider the problem of gen-
erating workflow-compliant responses, which is a
focus of our work.

SimpleTOD (Hosseini-Asl et al., 2020) is sim-
ilar to the baselines in our work as both methods
involve training an end-to-end model with inter-
leaved actions and utterances as inputs. PPTOD
(Su et al., 2022) also uses interleaved actions, but
they use a more complex training pipeline that in-
volves multi-task pretraining. While this can help
improve performance, such baselines optimize for
an objective that is different from our goal of in-
creasing the compliance quality of generated re-
sponses.

Reinforcement Learning. RL has been success-
fully used to improve TOD systems (Pietquin et al.,
2011; Gasi¢ et al., 2013; Fatemi et al., 2016; Lewis
et al., 2017; Singh et al., 2002). One application
is training dialogue managers that maintain dia-
logue state transitions (Rieser and Lemon, 2011).
Another is to use RL in conjunction with super-
vised learning to improve the quality of language
generation, such as in (Lewis et al., 2017). This
line of research applies similar techniques used in
RL for general-domain dialogue generation, such
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as interleaving supervised learning and RL, offline
and online RL, policy gradients, and Q-learning (Li
et al., 2016b; Jang et al., 2022; Snell et al., 2023;
Sodhi et al., 2023). Our work adopts a similar
strategy of supervised learning followed by RL but
introduces an interactive sampling step.

3 Problem Formulation

3.1 Workflow-Compliant Response
Generation as an MDP

We formalize the problem of workflow-compliant
response generation as a Markov Decision Process
(MDP). Given a dataset of context-response pairs
{z%, 4"} |, where context x is the conversation
history, and response y = {y1,...,yr} is a target
sequence of tokens.

Additionally, each dialogue is associated with a
domain d representing the task (e.g., troubleshoot-
site, subscription-inquiry). Every domain has an
associated set of workflow G4, which is a natural
language description of the steps the system must
follow to assist the user, as well as a sequence of
actions Wy, which represents a flat action list or
workflow sequence based on the guidelines. Fully
compliant dialogues do not necessarily follow the
full sequence W, and may instead only include a
subset of these actions since the guideline includes
conditional branching. For example, in Figure 1,
the step 3 is dependent on the result of step 2.

Each data instance, denoted as (z,y,Gy), can
be viewed as an episode within an MDP, which we
define as follows:

e States, s; € S is the context z, workflow
G4, and the partially generated sequence of
tokens up to and including time step ¢, which
we denote as §; := Y1, -, Yy

» Actions, a; € A are the set of possible next
tokens ;11 from the vocabulary V.

* Transition function, 7 (s;11]|s¢, a;) is deter-
ministic , as each state-action pair (J<¢, J¢+1)
leads to a unique state §; 1 for the next step.

* Rewards, , : S x A — [0,1] provide a
measure of how well the generated response
y executes the provided workflow Gg4. It is
a terminal reward. Since workflow compli-
ance can be computed only after multiple ex-
changes, the reward is computed using block
evaluation.

* Horizon, T represents the time span of each
episode, concluding either when the current
time step ¢ exceeds 7' or when an end-of-

sentence (EOS) token is generated.

The goal is to learn a policy 7 : s; — a; maxi-
mizing return, i.e. the cumulative reward over an
episode E; Z,:T:O ~'ry. We assume undiscounted
cumulative rewards, i.e. v = 1.

Block Evaluation. One of our key observations
is that compliance is not easily captured in a sin-
gle dialogue response. For example, in a customer
service use case, an agent may need to verify the
identity of the user before proceeding to issue res-
olution. To successfully comply with the next
workflow action e.g. verify-identity, the agent
needs to take several steps. To better model and
leverage this insight, we consider “blocks” of user
and agent utterances when evaluating and optimiz-
ing for compliance. Blocks refer to the sequence of
user and system utterances that occur between two
action executions. We define an interaction “block™
b as a list of user and system utterances between
consecutive action executions by the system.

4 Approach

We introduce COMPLIANCEOPT, which directly
optimizes compliance with the specified workflow.
We define compliance as the extent to which the
generated system utterances adhere to the pre-
scribed workflow action at turn .

Algorithm 1 shows our overall training proce-
dure, which is adapted from the Quark algorithm
(Lu et al., 2022). The Quark framework is similar
to Decision Transformer in that it treats RL as a
sequence modeling problem (Chen et al., 2021b).
After interactively sampled (Figure 2-(i)) gener-
ations are scored (Figure 2-(ii)), the rewards are
quantized to produce reward tokens 7, which are
then used to condition the generations during train-
ing (Figure 2-(iii)).

4.1 Interactive Sampling

Diverging from the Quark method, we implement
an interactive sampling step, using two distinct
models, a system model, and a user simulator. This
is because achieving workflow compliance often
requires multiple dialogue turns between the par-
ticipants. Consider a customer service agent who
needs to gather a user’s name, email, and order id to
validate their purchase. This is a multi-turn process
where the system needs to gather information over
multiple dialogue turns of questions and answers.
We warm-start with a system model trained with
standard autoregressive training. The user simula-
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Figure 2: Approach Overview. RL optimizes the model towards better workflow compliance. Interaction-score

pairs are processed into RL data in the Quark framework.

tor remains fixed during Quark training and is only
used for the interactive sampling procedure. Given
a dialogue context ¢y = [ug], the system model first
samples an utterance, which is then concatenated
to cp, forming ¢; = [ug, s1]. Then, conditioned on
c1, the user simulator samples a user turn, forming
another context co = [ug, $1, ug]. This process is
repeated M times, which is a hyperparameter. We
denote the generated user and system utterances
block as b, which are fed alongside planned work-
flow actions as inputs to the ComplianceReward.

Our interactive sampling technique is indepen-
dent of Quark and can be used as a sampling ap-
proach for other RL methods, such as proximal
policy optimization (PPO) (Schulman et al., 2017).
Previous studies, such as those by Zhang et al.
(2022), have employed similar multi-utterance sam-
pling techniques to simulate dialogue interactions.
However, our approach diverges significantly from
these methods. Instead of using a database of dia-
logue logs between real users and bots to construct
RL data, our framework fully simulates responses
for both users and systems, recognizing that com-
pleting an action typically requires multiple inter-
actions. This introduces a more complex challenge
for reinforcement learning (RL) optimization, as
it necessitates the inclusion of simulated user re-
sponses within the block of utterances.

4.2 Compliance Scoring Model

To quantify compliance and use it as a reward for
RL, we developed the ComplianceReward, which
measures the alignment between the generated sys-
tem utterances and the prescribed workflow action.

Reward modeling. We train the ComplianceRe-
ward using the reward modeling loss for ranking
two responses (Ouyang et al., 2022).

UO) = =2 (b y)~p 108 (0 (ro(p, bw) —To(p, 1)) (1)

Algorithm 1 COMPLIANCEOPT RL Training

Input: Initial Policy lo, User Simulator p, Dialogue Contexts
C, reward r(-), KL weight 8, number of quantiles K,
number of interactions M, number of train iterations N

1: Make a copy ly of initial policy lo.
2: for iteration=1,2,--- , N do
3: for c; € C'do
4. Do interactive_sample(ly, i, M, c;) to obtain
b;. > Interactive Sampling
5: Add ¢;, si,7(ci, s;)into data pool D > Scoring
6: end for
7. D; < quantize
8: for step=1,2,--- , M do
9: Draw a batch of data (c;, bs, 7, ) from quantized
data pool D;
10: Compute the objective in Eqn 2 and update policy
0 with gradient descent > Update
11: end for
12: end for

r(p, b) represents the scalar output generated by
ComplianceReward (parametrized by 6), given the
planned workflow action p and the generated block
b. The term b,, denotes the favored choice among
the pair of responses, b,, and b;, in the comparison
dataset D.

The generated block b can include multiple utter-
ances by both the user and the system. We found
that there are advantages in excluding the dialogue
context and presenting only b to the model due
to the following reasons: (1) The model can fo-
cus more effectively on evaluating the text itself
rather than being distracted by the typically longer
context, (2) Constructing negative instances (b;) be-
comes straightforward by replacing the workflow
of the positive instance b,, with an alternative.

Data Collection. We first segment each conversa-
tion into multiple blocks s, comprising contiguous
utterances that are annotated with the same work-
flow step p. By pairing utterances from different
segments with different workflow annotation p;
such that p # p;, we generate (p, by, by) triplets.



4.3 Compliance Optimization

Finally, the system model is updated according to
a combination of the standard LM loss and a KL
divergence loss between the updated model and the
reference model, shown in Equation 2.

max Bgi(1,10)E (e by~ [log ly(ble, 7x)

T 2
—BY KL (lo(-[b<t, ) 1o (o<, ¢, 1))

t=1
5 Experimental Setup

Datasets. We evaluate our approach using two
TOD datasets, where users aim to accomplish spe-
cific tasks through dialogue. Each dataset consists
of conversations between two speakers, a system
or agent, and a user or customer.

* Action Based Conversations Dataset
(ABCD) (Chen et al., 2021a): Contains
~10,000 dialogues between customers and
agents and spans 55 intents. The agents
have explicit workflows they need to follow
according to company guidelines, making
it an ideal dataset to evaluate compliance
requirements.

* MultiWOZ 2.2 (Zang et al., 2020): Contains
over ~10,000 dialogues spanning multiple do-
mains. We designate annotated user intents as
workflow actions to be predicted and include
agent dialogue acts (DAs) in the context.

Evaluation. We evaluate the different ap-
proaches and baselines on a variety of metrics:

* LLM compliance: We automatically evalu-
ated compliance using an LLM (prompt in
Appendix A). We used a categorical labeling
scheme involving two levels: 0 = "not compli-
ant,” and 1 =fully compliant.’

* Human compliance: For human evaluation, we
randomly selected 100 generated outputs from
each model (guideline in Appendix A). We used
binary labeling (0, 1) for compliance and had
three annotators rate each example. The annota-
tors had access to the complete policy document
containing guidelines for all workflow actions.

* Human coherence: Annotators were asked to
also rate each of the same 100 examples on
coherence, represented as a binary (0,1) label.

* Semantic Similarity: We measure the similar-
ity between generated responses and the cor-
responding human-annotated ground truth us-
ing commonly-used similarity measures such as

BLEU, Meteor, BLEURT, and BERTScore (Pa-
pineni et al., 2002; Banerjee and Lavie, 2005;
Sellam et al., 2020; Zhang et al., 2020). We
report the “Block” version for each, computed
by taking the max between each prediction and
target utterance pair over all targets and taking
the average over predictions.

* Diversity: We measure generated response di-
versity using the dist-3 metric (Li et al., 2016a).

* Workflow Accuracy: For the ACTIONPLAN
and COMPLIANCEOPT models that predict the
next workflow action, we report the exact match
accuracy of the predicted action against ground
truth.

Methods & Baselines.

* NOACTION: A simple model that only sees
user and system utterances without access to
completed actions or next workflow steps as
done in Sodhi et al. (2023).

* ACTIONAWARE: Action executions are inter-
leaved in the input alongside utterances, allow-
ing the model to understand the history of com-
pleted workflow actions in the dialogue context.
The model may implicitly learn the relationship
between workflow policies and agent utterances,
enabling the generation of more contextually
relevant responses. This approach applies super-
vised learning on dialogue context augmented
with prior and future actions and is similar to the
SimpleTOD model (Hosseini-Asl et al., 2020).

* ACTIONPLAN: The ACTIONPLAN model goes
beyond ACTIONAWARE by explicitly modeling
future compliance to workflow policy guide-
lines. It introduces the concept of a "planned"
workflow action, representing the next action
that must be completed based on the policy.
This planned action is incorporated into the
dialogue context, and the model generates re-
sponses that align with the intended workflow.
This approach treats the planned future work-
flow action as a latent variable in the generation
process, resulting in better workflow compli-
ance in responses.

* GUIDELINE: Instead of relying on completed
actions or predicted future workflow actions,
the GUIDELINE approach conditions on a fixed
"standard" sequence of actions, referred to as
the guideline in (Chen et al., 2021a).

* LLM-PROMPTING: We use prompting and
in-context learning with large language mod-
els (LLMs) to explore the option of using nat-



ural language policy guidelines as a source of
workflow information. Similar to prior work
(Zhang et al., 2023), our LLM prompt consists
of instructions that describe the task and task-
related text that consists of guidelines, exam-
ple conversations, and the dialogue context Cy.
Our LLM-prompting method assumes ORACLE
next workflow and generates corresponding re-
sponses. We include our prompt in Appendix A.

* PREDICTED/ORACLE variants: At test time,
our ACTIONPLAN and COMPLIANCEOPT mod-
els predict the next workflow action and condi-
tion system response generation on this action
(referred to as PREDICTED). ORACLE models
are supplied with ground truth next workflow
actions, to gauge the upper bound of perfor-
mance. Finally, ACTIONPLANALL FUTURE
ORACLE uses all future remaining workflow
steps annotated in the ground truth data.

Training. Our dialogue system models and user
simulators are both initialized with pretrained Dis-
tilGPT2 (Sanh et al., 2019), which is a condensed
variant of GPT-2 (Radford et al., 2019). Tokeniza-
tion of inputs to the system and user models use
pre-trained BPE codes (Sennrich et al., 2016). For
the ComplianceReward model, we start with a pre-
trained RoBERTa model, with its associated BPE
tokenizer. (Liu et al., 2019). Training procedure
and hyperparameters are included in Appendix A.

6 Results and Analyses
6.1 Opverall Results

» Workflow-awareness consistently improves per-
formance: Models incorporating workflow in-
formation show higher compliance over the
NOACTION baseline (Table 5, Figure 3).

* Direct compliance optimization leads to peak
system compliance: Our investigation re-
veals that COMPLIANCEOPT, which utilizes
reinforcement learning to optimize compli-
ance scores, outperforms models trained with
teacher-forcing. This approach not only suc-
cessfully optimizes response for the Compli-
anceReward model (Table 5), but also leads to
high performance in human compliance and
LLM-based evaluations (Figure 3).

* Human evaluation validates automated metrics:
Human evaluators corroborate the results ob-
tained from automated evaluations, confirming
that workflow-aware models consistently out-
perform baselines. Remarkably, RL optimiza-

tion achieves higher compliance without com-
promising coherence (Figure 3).

* Consistent performance across datasets: The
improved performance of workflow-aware mod-
els, particularly ACTIONPLAN and COMPLI-
ANCEOPT, extends beyond the primary ABCD
dataset. These findings hold even when vali-
dated on more general task-oriented dialogue
datasets, such as MultiWoz (Table 3).

* Ablation studies: We also conduct ablation stud-
ies to investigate the effectiveness of explic-
itly predicting workflow actions compared to
directly following standardized workflow guide-
lines. We also explore the impact of predicting
and conditioning on future action sequences as
opposed to single actions (Tables 5,2).

» Workflow-aware models maintain high perfor-
mance on dialogue metrics: While our ap-
proach generates responses directly without pre-
dicting intermediate slot values, we include Ac-
tion State Tracking (AST) dialogue metrics in
Appendix A.2 by extracting these values from
the response. We show that we can perform
comparably to prior work on these metrics.

6.2 Compliance

First, we evaluate all approaches on how well they
generate compliant responses. We conduct human
and LLM evaluations. We also report Compli-
anceReward on the test dataset and show that it
correlates with both LLM and human scores.

LLM evaluation: We first evaluate compliance
using the LLM evaluation prompt. The results,
shown on the leftmost plot in Figure 3, indicate
that ground truth responses achieve the highest
compliance and workflow-aware models outper-
form baselines. COMPLIANCEOPT achieves higher
compliance scores compared with ACTIONPLAN,
which highlights the benefit of directly optimizing
for compliance. Also, the ORACLE model variants
perform better than their PREDICTED counterparts,
which means that we can generate more compli-
ant responses when we have access the true next
workflow action.

ACTIONAWARE ACTIONPLAN COMPLIANCEOPT (o~
PREDICTED PREDICTED

Avg Compliance 0.31 0.29 0.35 0.46

At least 1 Compliant (1) 0.41 0.53 0.47 0.57
All Compliant (1) 0.2 0.19 0.24 0.38
Fleiss Kappa 0.66 0.65 0.67 0.73

Table 1: Human Annotation Metrics & Inter-annotator
Agreement (full table in Appendix)
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Human evaluation: Next, we evaluate compli-
ance using human evaluation. In the middle plot in
Figure 3, we show the average compliance score
across all annotators for each approach. Results
show that COMPLIANCEOPT models are more
compliant than their ACTIONPLAN counterparts, in
both PREDICTED and ORACLE variants. Addition-
ally, we observe similar trends for both human and
LLM compliance judgments, with ground truth re-
sponses receiving the highest scores, trailed by the
ORACLE models, then by the PREDICTED models.

Table 1 shows further breakdown of the human-
annotated scores. We compute the percentage of ex-
amples that received at least 1 compliant score and
the percentage that received all compliant scores.
In this analysis, we observe a similar trend, with
ground truth performing best, followed by COM-
PLIANCEOPT, which outperforms ACTIONPLAN
on “all compliant” and “at least 1 non-compliant”.
We used Fleiss’ Kappa for assessing annotator
agreement. We find that the annotators are in “sub-
stantial agreement”, showing that human compli-
ance judgment is a reliable metric for compliance
evaluation (Landis and Koch, 1977).

ComplianceReward While LLM and human
evaluation are the most reliable way to evaluate
compliance, we also report ComplianceReward,
our training reward signal, on the test dataset. We
compute the reward values across different ap-
proaches (Table 5). We find the compliance reward
to be positively correlated with both human (Ta-
ble 6) and LLM evaluation (Table 7). More details
are included in Appendix A.2.

6.3 Coherence

In addition to compliance, we also evaluated
whether generated responses were coherent. As

shown in the rightmost plot in Figure 3, ground
truth responses have the highest coherence scores,
followed closely by both variants of COMPLI-
ANCEOPT. This indicates that COMPLIANCEOPT
is able to achieve higher compliance scores while
also maintaining high fluency and coherence.

6.4 Semantic Similarity and Diversity

Model Block Block Block  Block dist3 ‘Workflow
ode BertScore BLEURT METEOR BLEU | “'” | Accuracy
Baselines & Ablations
NOACTION 0.8577 02286  0.0549 0.4481]0.7738| N/A
GUIDELINE
ORACLE 0.8679  0.2763 0.0679 0.4928|0.7536| N/A
LLM-PROMPTING
ORACLE 0.8676  0.3933 0.0609 0.5493|0.7013| N/A
ACTIONPLAN
ALL FUTURE 0.8560  0.2498 0.0535 0.4606|0.7479| N/A
ORACLE
Proposed Methods
ACTIONAWARE | 0.8642  0.2703 0.0726  0.4745|0.7661 N/A
ACTIONPLAN
PREDICTED 0.8685  0.2959 0.0808 0.4951/0.7707| 0.7011
COMPLIANCEOPT
PREDICTED 0.8740  0.2964  0.0924 0.5075]0.6553| 0.6821
ACTIONPLAN
ORACLE 0.8683  0.3081 0.0881 0.5021|0.7683| N/A
COMPLIANCEOPT
ORACLE 0.8745 03312 0.1156 0.5287|0.6591| N/A
Ground Truth N/A N/A N/A N/A [0.7738| N/A

Table 2: Semantic Similarity and Diversity Results

ACTIONPLAN and COMPLIANCEOPT achieve
the highest semantic similarity scores when com-
pared with ground truth-compliant responses (Ta-
ble 2). This result indicates that adding future
planned actions can lead to more contextually rel-
evant and compliant system responses. Moreover,
ACTIONPLAN and COMPLIANCEOPT ORACLE
models outperform their PREDICTED counterparts,
which suggests that using the frue next workflow
action results in responses more aligned with the
human-annotated compliant behavior.

In addition, the lower dist-3 scores obtained
by the COMPLIANCEOPT models, regardless of
whether they are in the PREDICTED or ORACLE



configuration, suggest that these models produce
less diverse responses. One explanation is that the
COMPLIANCEOPT models, as a result of the RL-
based optimization, learn to focus on generating
a narrower range of utterances that are compliant
given the context. Since the ground truth responses
achieve both higher dist-3 and compliance rewards,
this effect seems unique to the RL optimization.

6.5 Ablations

Effect of including all future actions. Since in-
cluding future workflow actions results in more
compliant responses, we explore if adding all fu-
ture workflow actions would result in even more
compliant behavior (ACTIONPLAN ALL FUTURE
ORACLE vs. ACTIONPLAN ORACLE). Table 5
shows that including all future actions can hurt per-
formance, likely because too much future informa-
tion leads to noise and model confusion. In contrast,
simply focusing on the next workflow action leads
to compliant localized interactions (“blocks”).

Training a model with standardized workflows.
We consider the effect of conditioning on standard-
ized workflows, without dynamically including the
next workflow actions in the context. As shown in
Table 5, the GUIDELINE ORACLE model performs
better than the baseline but worse than workflow-
aware models because it does not dynamically gen-
erate contextually relevant workflow actions and
responses. This reinforces the importance of dy-
namic workflow prediction, which captures the in-
herent uncertainty in dialogues.

Few-shot LLM prompting with workflow guide-
lines. The final model variant we considered
was directly using an LLM to predict the next
workflow action, instead of fine-tuning a separate
model. The LLM-PROMPTING ORACLE model
achieves the second-highest compliance reward af-
ter the COMPLIANCEOPT ORACLE. We see that
the COMPLIANCEOPT model, explicitly trained
to optimize compliance can outperform or match
the LLLM with orders of magnitude more param-
eters (gpt-3.5-turbo). The high text similarity
scores achieved by the LLM-PROMPTING ORA-
CLE, often outperforming even the best-performing
ACTIONPLAN and COMPLIANCEOPT models in
terms of metrics like BLEURT and BLEU, vali-
date the value of using guided prompts to improve
response compliance. We note that RL optimiza-
tion of LLMs requires much larger computational
resources and remains an interesting future work.

Compliance

Model Score

BertScore BLEURT METEOR BLEU | dist-3

Baseline

NOACTION | 0.7446 | 04711 02476  0.0959 0.0108]0.4366
Proposed Methods

ACTIONAWARE | 08451 | 08575 04001  0.1959 0.0252]0.8086
ACTIONPLAN

P 0.8463 | 0.8496 03928  0.1936 0.0249|0.8027
COMPLIANCEOPT

. 0.8853 | 0.8616 0.4310  0.1917 0.0265|0.8267
ACTIONPLAN | 6573 | 08506  0.3897  0.1900 0.0242|0.7962

ORACLE
COMPLIANCEOPT
ORACLE

Ground Truth

0.9153 0.8622  0.4271  0.1951 0.02780.8137

0.8946 N/A N/A N/A N/A 0.8237

Table 3: Automated Evaluation Results on MultiwOZ
2.2. PREDICTED variants of ACTIONPLAN and COM-
PLIANCEOPT achieved 69% and 75% workflow accu-
racy respectively.

6.6 MultiwOZ Experiment Results

In our MultiWwOZ experiments, we find consistent
support for our approach. Workflow-aware models,
particularly ACTIONPLAN and COMPLIANCEOPT,
outperform NOACTION and ACTIONAWARE in
both PREDICTED and ORACLE settings, showcas-
ing their capacity to generate compliant and con-
textually relevant responses.

However, there are several differences when
compared to the ABCD experiments. MultiwOZ
introduces increased response diversity, especially
noticeable in the COMPLIANCEOPT models, a de-
parture from the ABCD dataset’s behavior. More-
over, workflow-aware models benefit significantly
from action annotation, as seen in the NOACTION
versus ACTIONAWARE comparison. We conjecture
that these disparities may be attributed to differ-
ences in action annotation and the nature of actions,
which are typically resolved in a single interac-
tion in MultiWOZ, in contrast to the more intricate
workflows in the ABCD dataset.

7 Conclusion

In this paper, we propose the problem of workflow-
guided response generation and introduce a novel
RL-based framework to train workflow-compliant
models for task-oriented dialogue. By integrating
workflow information during training and directly
optimizing for compliance, our approach improves
upon baseline models and generates responses that
are both workflow-compliant and linguistically nat-
ural. We evaluate our models on both ABCD and
MultiWoz datasets and show empirical improve-
ments in automated and human evaluation metrics.



8 Limitation

This paper introduced a novel RL-based framework
that generates workflow-guided responses for task-
oriented dialogue. While this is promising, sev-
eral limitations warrant discussion. Higher fidelity
user simulator models: Fully simulating real-
world customer service interactions would provide
a more comprehensive evaluation. For instance,
our user model was intentionally kept simple to
facilitate the development and testing. Using more
sophisticated models that incorporate diverse user
behaviors can potentially help with better general-
ization. Using the same models for users and agents
can also increase efficiency. Workflow require-
ments: We consider dialogue settings where work-
flow information is available, e.g. policy guide-
lines in customer-service interactions, and indeed
more useful to follow compared to slot-value ob-
jectives. However, for datasets that do not have
explicit workflows, one would have to proxy work-
flows, e.g. in MultiWoz we had to create workflows
from from user intent and system act annotations.
This can limit the applicability of our method.
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A Appendix

A.1 Human Annotation Metrics &
Inter-annotator Agreement

We include the complete human annotation metrics
and inter-annotator agreement in Table 4.

ACTIONAWARE ACTIONPLAN COMPLIANCEOPT
PREDICTED PREDICTED
0.35

0.29
0.53 0.47
0.24

0.19
0.8 0.75

Ground Truth

0.31
0.41
0.2

0.79

0.46
0.57
0.38

0.62

Avg Compliance
At least 1 Compliant (1)
All Compliant (1)

Atleast 1
Non-Compliant ()
All
Non-Compliant ()
Fleiss Kappa

0.58
0.66

0.47
0.65

0.53
0.67

0.42
0.73

Table 4: Complete Human Annotation Metrics & Inter-
annotator Agreement

A.2 ComplianceReward Analysis

Model Compliance Reward

Baselines & Ablations

NOACTION 0.4963
GUIDELINE ORACLE 0.5713
LLM-PROMPTING PREDICTED 0.6421
LLM-PROMPTING ORACLE 0.8410
ACTIONPLAN ALL FUTURE ORACLE 0.6043
Proposed Methods
o __ ACTIONAWARE | 0.6012
ACTIONPLAN PREDICTED 0.6762
COMPLIANCEOPT PREDICTED 0.6742
. ACTIONPLAN ORACLE | 07925
COMPLIANCEOPT ORACLE 0.8670
Ground Truth 0.8676

Table 5: ComplianceReward Results

Table 5 shows that our proposed framework, as
expected, outperforms other methods on this metric.
We also computed the correlation between Com-
plianceReward scores and human evaluation (Ta-
ble 6) on the human-annotated subset of our model-
generated responses and found that there is a posi-
tive correlation. There is a similar positive correla-
tion between ComplianceReward and LLM compli-
ance (Table 7). This validates that ComplianceRe-
ward as a training signal is indeed well correlated
with human measures of compliance. Moreover,
the model performances across human and LLM
scores are generally similar to that of the Com-
plianceReward rankings, with GroundTruth and
COMPLIANCEOPT receiving the highest scores.
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Annotator Model Pearson Spearman
Avg Score Avg Score earson spearmal
Ground Truth 0.4631 0.6290 0.2414 0.2437
ACTIONAWARE 0.3100 0.4349 04075 04146
ACTIONPLAN
PREDICTED 0.2867 05416 0.2114  0.1645
COMPLIANCEOPT
PREDICTED 03533 0.6394 0.2819 0.2702

Table 6: Comparison of the ComplianceReward with
human judgment. All correlations are significant with
p < 0.05.

Workflow Action
Accuracy B-Slot Value (Joint)
Ground 1 0.5737 0.5789 0.4895
Truth
COMPLIANCEOPT || 7911 | 05632 0.6000 0.5105
PREDICTED
COMPLIANCEOPT | /) | 05506 0.6211 0.4895
ORACLE
ACTIONPLAN 0.6821 | 0.5526 0.5632 0.4684
PREDICTED
ACTIONPLAN
ORACLE N/A | 05632 0.5474 0.4579
ACTIONAWARE N/A 0.5632 0.5789 0.4789

LLM Score AModel Pearson Spearman
vg Score
Ground Truth 0.4552 0.6290 0.3526  0.5030
ACTIONAWARE 0.2553 0.4349 0.3012 0.3549
ACTIONPLAN
PREDICTED 0.2254 0.5416 0.4362 0.5502
COMPLIANCEOPT
PREDICTED 0.2802 0.6394 0.3252 0.4256

Table 7: Comparison of the ComplianceReward with
LLM compliance. All correlations are significant with
p < 0.05.

A.2.1 Action State Tracking Evaluation

While our framework focuses on response gener-
ation and does not directly predict slot values, we
extract these values from the generated responses
and compute model performances on Action State
Tracking (AST) metrics, which is a set of perfor-
mance benchmark metrics proposed for the ABCD
dataset (Chen et al., 2021a). Specifically, we adopt
the approach of Lee et al. (2021) that has compet-
itive performance in extracting slot values from
generated responses and train a t5-base model
to extract slot values from generated system re-
sponses.

We additionally report the workflow accuracy
performances of the PREDICTED versions of AC-
TIONPLAN and COMPLIANCEOPT models for
comparisons. The PREDICTED models first predict
the next planned workflow action and condition the
next response generation on the predicted action.

From Table 8, we find that ground truth and
our models perform similarly on both b-slot and
value predictions. We note that our framework
does not optimize these metrics, and this evalu-
ation shows that our optimization does not lead
to a strong degradation of the standard dialogue
metrics.

A.3 User Simulator

We instantiate the user simulator with the NOAC-
TION model.
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Table 8: Action State Tracking Metrics Results on the
ABCD dataset.

A.4 Experiment Details

A.4.1 Block Processing

To generate workflow blocks described in Sec-
tion 3.1 for training the ComplianceReward model,
we use the following simple approach:

e For each conversation in the dataset, we tra-
verse the utterances in reverse order, starting
from the final turn.

e At each moment of the traversal, we main-
tain an index of the latest completed workflow
action. We begin by initializing the latest com-
pleted action as "Send-off/Goodbye", which is
a placeholder to account for the final moments
of the dialogue where no action is completed.

* When a new completed action is seen, the in-
dex is updated. Moreover, agent utterances
between the old index and the new action in-
dex are marked with the old workflow action,
and the marked utterances are considered as
making up a “block* of exchanges, which then
can be used for training the ComplianceRe-
ward model.

A4.2 Input Formatting

For both training and inference, ACTIONPLAN
and COMPLIANCEOPT models use a simple input
format (Figure 4) which interleaves dialogue his-
tory, planned action, and completed actions, similar
to that of SimpleTOD (Hosseini-Asl et al., 2020).
NOACTION and ACTIONAWARE models use vari-
ants of the format, each without planned and com-
pleted action, and completed actions, respectively.

A.4.3 Training Procedure

Our method comprises two stages: teacher-forcing
training and RL training with direct compliance



Output: Response generation and workflow action prediction is trained with next
token prediction.
| |

st ettt ReR

Autoregressive LM ‘

I R EEREEEREERERES
0000808

Agent Utterance

User Next Action

Utterance

Completed
Actions

Input: Dialogue context, complete actions and planned workflow are formatted into
a single sequence.

Figure 4: Our framework uses an autoregressive LM
with interleaved utterances, actions, and workflow ac-
tions as the input.

optimization. ACTIONAWARE, ACTIONPLAN use
teacher-forcing training with different workflow
action inputs while the third (COMPLIANCEOPT)
uses RL training with direct compliance optimiza-
tion. ACTIONAWARE conditions only on com-
pleted actions {a;}, while ACTIONPLAN addi-
tionally conditions on predicted future actions.
In teacher-forcing training (ACTIONAWARE, AC-
TIONPLAN), the LM is trained with the standard
negative log-likelihood loss, while in RL training,
it is trained based on a reward signal generated by
the ComplianceReward model.

ACTIONAWARE. A simple way to include work-
flow action information is to include the history of
past workflow actions in the dialogue context C}.
In this way, an action execution a; is treated as an
utterance, and indicates that the system completed
a workflow action at time ¢. Thus, an example con-
text might be C; = [ug, $1, U2, $3, a4, - - - |. Condi-
tioned on CY, the LM can then generate the system
utterance S;1. This implicitly models the relation-
ship between workflow policy and agent utterances,
since the LM may learn to use patterns between
completed actions and the next system response.

ACTIONPLAN. Including only the previously
completed actions does not directly model future
compliance with policy guidelines. To explicitly
model this, we introduce a future workflow action,
as the next workflow action that must be completed.
Given a completed ground truth dialogue, we con-
struct this input sequence by backpropagating the
action execution a; to all previous utterances {sg},
k < t, before another action occurs. We define
this action assignment as a planned workflow ac-
tion p; associated with every system utterance s;.
We also include past actions in the context to help
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model workflow dynamics. An example context

is Ct = [U[), <p17 31)7 uz, (p37 83)7 A4, ]7 where
b1 = p3 = aq.
COMPLIANCEOPT. Next, we apply reinforce-

ment learning to directly optimize workflow com-
pliance. Specifically, a teacher-forcing trained AcC-
TIONPLAN model is used as an initial model for
this step and uses the same input formatting. To
apply the interactive sampling model to generate
a block of utterance, we use a frozen copy of a
teacher-forcing trained response generator.

At each training step, the agent and user models
simulate a “block* session by generating one turn at
atime. A turn is defined as a consecutive sequence
of utterances made by the same party. A block
session is terminated either when the agent com-
pletes the planned action, or the turn count reaches
a predefined limit. When a session is terminated,
the dialogue history and the simulated exchange
are then scored by the ComplianceReward model,
which are then quantized and trained according to
the modified Quark algorithm (Algorithm 1).

A.4.4 Inference

The inference procedure for generating a block of
interaction between the user and agent models is
identical to the interactive sampling step used for
optimizing the COMPLIANCEOPT model.

A.4.5 Parameters & Hyperparmeters

We list the parameters and hyperparameters we
used for our experiments in Table 9. We tune our
learning rate, interactive sampling temperature, and
the number of quantiles K using grid search.

Teacher-Forcing Setting

Agent model

LLM prompting model
Scoring model detail
Training epochs
Learning Rate

Special tokens

distilgpt2
gpt-3.5-turbo
roberta-base
10 (ABCD)/ 1 (MultiwOZ)
2e-5
START_USER, START_WORKFLOW,
END_WORKFLOW, START_AGENT,
END_AGENT, START_ACTION,
END_ACTION, START_DIALOG,
END_DIALOGUE

Compliance Optimization RL Setting

Agent model distilgpt2 (Warm-start ACTIONPLAN)

Client model distilgpt2
Learning Rate 2e-5
Sampling Temperature 0.5
Number of Interactions 3
Number of Quantiles K 5

KL weight 8 0.05

Training Steps 80k (ABCD) / 160k (MultiWOZ)

Table 9: Experiment Models & Parameters



A.5 LLM Prompts

generation_prompt = f

evaluation_prompt = f

A.6 Human Evaluation Guidelines (Abridged)

Compliance: Assess if the agent’s behavior aligns with
the specified workflow action, taking into account the action’s
name and policy guideline. If the agent has already completed
certain steps or the entire policy guideline behavior in the
dialogue history, they should not be penalized for not repeating
those corresponding steps.

Coherence: Rate the coherence of the agent’s interac-
tion on a binary scale (O=not coherent, 1=coherent). In this
evaluation, please do not consider repetitive agents as coher-
ent. Additionally, do not include incoherent or disfluent client

behavior in the evaluation (only evaluate agent behavior).

A.7 Human Evaluation Guidelines (Full)

Agent Quality Annotation Task
Task

Evaluate the agent's performance in an
interaction with a customer based
on a set of categories to gain
insights into various aspects of
agent behavior. The primary
category to consider is workflow
compliance, which determines if
the agent has successfully
achieved the objectives outlined
in the provided workflow action
during their interaction with the
client. The other category is
coherence.

Relevant Documents

ABCD Guideline: This document consists
of comprehensive descriptions for
each customer assistance subflow,
including specific action steps
within each subflow.

To locate a particular workflow
action, begin by referring to the
relevant subflow section (e.g.,
Initiate Refund), and then
identify the corresponding
workflow action enclosed within
brackets (e.g., [Pull Up Account]).

In the annotation sheet, we will also
provide brief policy guidelines
alongside examples to aid in the
annotation process. Ideally,
policy guidelines should be
sufficient for the annotations.

Categories

1. Compliance

Assess the degree to which the agent's
behavior aligns with the specified
workflow action, taking into
account the action's name and
policy guideline. Please refer to
the provided document for more
detailed information. If the agent
has already completed certain
steps or the entire policy
guideline behavior in the dialogue
history, they should not be
penalized for not repeating those
corresponding steps.




1 = Compliant: The agent successfully
executes all the steps outlined in
the policy guideline.

0 = Non-compliant: The agent fails to
execute any of the steps mentioned
in the policy guideline.

Examples:

0 = Non-compliant

Subflow: out_of_stock_general

Workflow Action: notify-team

Policy Guideline: Let the customer
know that you will write up a
report and let the Purchasing
Department know about this, so
they can do a better job.

Enter 'purchasing department' into the
input box and [Notify Internal
Team]

Dialog History: Omitted Here

Target Generation

Agent: i m sorry for your
inconvenience
Client: ok

Agent: i can offer you a promo code

1=Compliant:

Subflow: out_of_stock_general

Workflow Action: notify-team

Policy History: Let the customer know
that you will write up a report
and let the Purchasing Department
know about this, so they can do a
better job.

Enter 'purchasing department' into the
input box and [Notify Internal
Team]

Dialog Context: Omitted Here

Target Generation

Agent: okay, i'm sorry for this
situation, what item is out of
stock?

Client: product: jacket brand:
michael_kors amount: $49

Agent: the most i can do for you is
write up a report to the
purchasing department about this.
would that be alright?
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Subflow: shipping status

Workflow Action: update-order

Description: If the Oracle says No,
then the customer will not be
happy. To resolve, enter how you
will fix the problem

Options include: 'change date',
'change address', 'change item',
or 'change price'

Enter into [Update Order]

Dialog Context: Omitted Here

Target Generation

Agent: it seems the email was
incorrect. when were you expecting
it to arrive?

Client: tomorrow pm.

Client: i'm just trying to verify if
it is still coming or something
weird happened.

Agent: okay, i can change the date to
be sure you receive by tomorrow.

Client: ok, that's fine, thanks.

2. Coherence

Please rate the coherence of the
agent's interaction on a binary
scale (0=not coherent,
1=coherent). In this evaluation,
please do not consider repetitive
agents as coherent. Additionally,
do not include incoherent or
disfluent client behavior in the
evaluation (only evaluate agent
behavior).

Coherence Standard: Are all of the
system responses in the
conversation coherent with respect
to each other?

Examples:

0=not coherent (agent repeats oneself,
contradicts oneself, or says
illogical things):

Agent: thank you albert. may i also
have your order id?

Client: it was 9940404040




Agent: thank you albert. may i also
have your order id?

Client: sure, it's 9940404040

Agent: thank you albert. may i also
have your account id and order id?

Agent: how much was the service?

Client: it was $40.

Agent: how much was the extra price?

Client: i was charged $40

Agent: how much was the price you were
charged?

Agent: unfortunately, since the order
has already been shipped i can not
cancel the order. since it has
already been shipped i can only
cancel the order.

Client: ok, thank you

Agent: i apologize for the
inconvenience

Agent: since the order has already
been sent i can not cancel the
shipment.

Client: ok, i understand

Client: that is all i needed

Agent: great. have a nice day!

1=coherent:

Agent: ok, i see your refund is in
progress and it looks like it
should be going through to
completion later today or by
tomorrow at the latest

Client: okay, thank you

Agent: you're welcome

Agent: can i help with anything else?

Client: that will be all

Agent: ok, have a good day

Agent: thanks for your information.

Agent: the system said that your
shipping address is the same as
the one you stated above. the
email was incorrect. you can
ignore it.

Client: thank you that's all i needed
to know

Agent: great, is there anything else
that i can help you with?

Client: no, that is all.

16

Agent: have a nice day!
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