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Abstract

The past years have seen Large Language Models (LLMs) strive not only as
generative models but also as agents solving textual sequential decision-making
tasks. When facing complex environments where their zero-shot abilities are
insufficient, recent work showed online Reinforcement Learning (RL) could be
used for the LLM agent to discover and learn efficient strategies interactively.
However, most prior work sticks to on-policy algorithms, which greatly reduces the
scope of methods such agents could use for both exploration and exploitation, such
as experience replay and hindsight relabeling. Yet, such methods may be key for
LLM learning agents, and in particular when designing autonomous intrinsically
motivated agents sampling and pursuing their own goals (i.e. autotelic agents).
This paper presents and studies an adaptation of Soft Actor-Critic and hindsight
relabeling to LLM agents. Our method not only paves the path towards autotelic
LLM agents that learn online but can also outperform on-policy methods in more
classic multi-goal RL environments.

1 Introduction

In recent years, LLMs have demonstrated impressive capabilities in solving various tasks, from
following instructions to complex reasoning and real-world interactions [[Ahn et al., 2022 |L1 et al.,
2022, Wang et al.|[2023c|b]. Despite these successes, challenges remain in applying LLMs as agents
in sequential decision-making tasks, mainly due to misalignment when understanding environmental
states and action spaces. In a recent line of work [[Carta et al., 2023 [Wen et al.| 2024a, Putta et al.,
2024, [Wen et al.,[2024b] the use of online RL has been explored to interactively align LLM agents
with complex environments. Following these promising results, one could wonder whether such
agents could learn in a more autotelic way where goals are not directly provided by the environment.

A natural next step would be giving these LLM agents more autonomy, allowing them to freely
explore environments and set their own goals [Colas et al.,[2021]]. When designing such agents, prior
work notably showed how language can be leveraged to imagine new goals and shape the agent’s
curriculum [Colas et al., 2022, 2020]. Recent studies successfully showed LLMs could generate
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goals [Wang et al.,[2023al |Zhang et al., 2024] and reward functions [[Fan et al.|[2022| Du et al., 2023
for an autonomous agent, leveraging their world-modeling capabilities and commonsense knowledge
to drive the agent towards interesting goals. While mixing prior work using LLMs as goal generators
and LLMs as RL agents may appear straightforward, several challenges remain in obtaining autotelic
LLM agents.

Among them, autotelic architectures usually involve experience replay and hindsight relabelling to
best utilize all trajectories, even unsuccessful ones, which can be predominant when agents set their
own goals. However, most current approaches to fine-tune LLM agents with RL rely on on-policy
algorithms that cannot handle experience replay and trajectory relabeling mechanisms. While a
handful of attempts [Wen et al.|[2024al], [Putta et al.|[2024] to use off-policy RL on LLMs exist,
they consider token-level actions (better suited for text generation tasks) and complex architecture
balancing token-level actions and environment-level actions (usually sequences of tokens). As a step
towards autotelic LLM agents, this work introduces a version of Soft Actor-Critic (SAC) [Haarnoja
et al.| 2018] explicitly designed for LLMs as RL agents combining the simplicity of prior on-policy
methods focusing on environment-level actions (e.g. GLAM [Carta et al.,2023|]) and the advantages
of off-policy learning. We then extend it with Hindsight Experience Replay (HER) [Andrychowicz
et al.l [2017]] and show our new method (SAC-GLAM) outperforms GLAM (called PPO-GLAM
below) in a classic multi-goal environments while showcasing better sample efficiency while staying
on par in time efficiency in spite of the stability and efficiency challenges of using an actor-critic
approach with a pre-trained LLM actor and a randomly initialized critic.

2 SAC-GLAM

We consider a textual RL setting where, given a language vocabulary V, the environment returns an
observation o € VN and a reward r € R after an action a € A C VM (j.e., actions are sequences
of tokens). The task or goal description g € G C V¥ conditions the reward. This environment
can be modeled as a goal-augmented Partially Observable Markov Decision Process (POMDP)
M= (SV,AT,R,G,0O,~), where S is the state space, A is the action space, G is the goal space,
T :S8 x A — S is the transition function, R : S x A x G — R is the goal-conditioned reward
function, @ : S — V¥ is the observation function that maps a state to a textual description, and v is
the discount factor.

In such settings, PPO shined for its efficiency and simplicity when finetuning stochastic pre-trained
policies such as LLM agents [Carta et al., 2023|, [Wen et al., [2024b]]. However, it cannot leverage
HER as analyzed in Appendix [G] We propose in sections below an off-policy alternative that keeps
GLAM’s simplicity on how the LLM is used as a stochastic policy over discrete environment-level
actions (i.e. sequences of tokens).

2.1 Soft Actor Critic with an LLM actor

We adapt the discrete version of SAC [Christodoulou), [2019] to our stochastic LLM-based policy.
We first follow GLAM’s approach to obtaining a stochastic policy with an LLM by computing the
probability of each action a; € A from our environment as the probability of its token sequence
a; = {wi,wa, ..., w|q,| } (With w; € V) to follow a prompt containing both o and g:

il
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Subsequently, a softmax function is applied to generate a probability distribution over all possible
actions and obtain our stochastic policy:
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Then, we follow SAC and simultaneously learn both this policy and a Q-function, which we implement
as an MLP added on top of the final decoder block of our LLM.
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Figure 1: The SAC-GLAM method. (a) depicts the agent’s architecture when an encoder-decoder
LLM is used: the actor computes an action probability as the probability computed by the LLM of
the action’s tokens to follow the observation and goal concatenated in the prompt p, while the critic
computes the Q-value for each action a and the prompt p with an MLP attached to the decoder’s last
hidden state. (b) illustrates the agent-environment interaction, where trajectories are generated and
added to the replay buffer. We used an environment where a social partner relabels these trajectories
with hindsight goals.

2.2 Pre-trained policy and randomly initialized critic

When running SAC with a pre-trained LLM as the policy, several unique challenges arise. In SAC,
the actor’s updates rely on feedback from the critic. While poor estimates from a randomly initialized
critic may not significantly impact a randomly initialized policy, our situation is different. We aim to
protect the pre-trained LLM actor from harmful updates that could degrade its performance. One
potential solution is to introduce a warm-up period where only the critic is trained.

To make this warmup period as short as possible, one must seek for faster critic convergence. First,
one could speed up its learning not only backpropagating gradients through the MLP but also through
the LLM’s weights, while potentially impairing the actor’s pre-trained capabilities. Second, while
a natural choice would be to have an MLP with |.A| outputs that take as input the representation
produced by the LLM for the observation and goal in the prompt, we also investigated leveraging
the LLM’s capabilities by rather using an MLP with a single output with the LLM encoding the
concatenation of the prompt and an action. This requires |.4| forward passes through the LLM and
MLP to obtain all the actions’ Q-value but may also ease the MLP’s task leading to faster convergence.

Finally, the critic’s sample efficiency can also be improved after the warmup period. One way to
achieve this is through the use of n-step returns with a target expressed as:

n—1
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In the standard SAC algorithm, a single-step return is used, which corresponds to setting n = 1. This
approach reduces the reliance on bootstrapping by accumulating rewards over multiple steps before
bootstrapping, often leading to faster critic convergence. However, n-step returns introduce the risk
of older transitions becoming highly off-policy, as intermediate rewards and actions depend on the
policy in place when the transitions were collected. To mitigate this issue, we focus on minimizing



the age of the oldest transitions (i.e., the number of policy updates since the transition was recorded).
One effective way to achieve this, without altering the update-to-data ratio, is by reducing the size of
the replay buffer.

2.3 Hindsight Experience Replay

We augment our SAC-GLAM agent with HER, enabling the algorithm to learn from failed attempts
by relabeling portions of the failed trajectories with accidentally reached goals. At the end of an
episode, the trajectory with its initial goal and the relabeled sections of the trajectory are added to the
replay buffer. When training, we randomly sample a batch transitions from this buffer such that the
batch contains 50% of relabeled transitions.

3 Experiments

We evaluated our method in the Playground-text environment, a text-based adaptation (goals, observa-
tions, and actions are represented as text) of the original Playground environment [Colas et al., 2020].
We selected this environment because it features a social partner describing goals reached during
a trajectory. In this environment, the agent receives a textual goal and must interact with different
objects (plants, animals, food and water) to complete the task. It features a sparse reward context
where the agent receives 1 if the task is completed and 0 otherwise. In the original Playground
environment, the agent moves along the x and y axes to reach objects. In the text-based version,
we simplified this by introducing actions like "Go to {object}", which directly move the agent to
the selected object. The environment features two types of tasks: "Grasp {object}" and "Grow
{object}". Animals can be grown using either water or food, while plants can only be grown using
water. We also introduced sequential tasks, where the agent must complete two tasks in the correct
order, significantly expanding the task space to 8,470 tasks. A detailed description of the environment
is given in Appendix

We compared SAC-GLAM with and without HER to PPO-GLAM using Flan-T5-base [[Chung et al.,
2024] as the pre-trained actor for both approaches. Our results in Figure [J]indicate that for a fixed
budget of 400K steps, SAC-GLAM alone outperforms PPO-GLAM in sample efficiency while being
slower. When equipped with HER, SAC-GLAM becomes even more sample efficient and achieves
comparable performance in terms of training time.
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Figure 2: Performance comparison of SAC-GLAM and PPO-GLAM in the Playground-Text
environment. We show the average success rate as a function of the number of steps (left) and the
average success rate over time in seconds (right). The mean and standard deviation are calculated
across 4 seeds.

3.1 Ablations

We study in Appendix [B|different possible architectures for the critic as proposed in Section
We show that sharing the policy’s weights and using an MLP with a single output leads to better
sample efficiency and greater stability. We hypothesize that the increased stability is due to the latent
representation provided to the MLP, which directly incorporates information about both the prompt
and the action.



We also study the impact of the update frequency and number of epochs (Appendix [D)), replay buffer
sampling strategies (Appendix [E) and n-step returns (Appendix [F) on the critic’s convergence speed.
We found that doing frequent updates (every 32 steps) with multiple epochs (2), using n = 3 and
balancing transitions relabeled by HER in batches (50%) was leading to the best performance.

4 Discussion

In this paper, we introduce SAC-GLAM, an off-policy RL approach adapting SAC and HER to LLMs
as RL agents. We notably highlight how Actor-Critic methods applied to pre-trained policies such
as LLMs introduce challenges in balancing the policy and critic convergence and showed using a
warmup period, weights sharing, single Q-value head and n-step returns make SAC-GLAM obtain
comparable time efficiency to PPO-GLAM while surpassing it in sample efficiency. Finally, in
addition to outperforming PPO-GLAM in a classic multi-goal RL setting, SAC-GLAM also paves
the path toward autotelic LLM agents where using HER and off-policy RL is key.
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A Playground-Text

The Playground-Text environment is a text-based environment where goals, observations, and actions
are all represented in natural language. The environment consists of a scene with N=6 objects. The
agent can move toward these objects using the action "Go to {object}", and can interact with them
using "Grasp" to pick up objects and "Release" to put them down. There are four types of objects:
furniture, supplies, plants, and animals. The "supplies" category contains two items: food and water.
When the agent brings water to a plant, it grows; animals can grow with either water or food. The
colors of the objects are irrelevant and serve only as distractions for the agent. Observations from the
environment fully describe its state, as shown in FigureEl

Goal: Grow green mouse then grow blue rose

You see: green water, green mouse, blue rose, red rose, blue lion, red food
You are on: nothing

You are holding: nothing

You have grown: nothing

Action:

Figure 3: An observation in the Playground-Text environment. All necessary information is
provided in the observation, making the environment fully observable.

There are two types of goals in the environment: "Grasp {object}" and "Grow {object}." Additionally,
we introduce sequential goals such as "Grow {object A} then grasp {object B}" or "Grow {object A}
then grow {object B}." Rewards are set to 0 at each step, with a reward of 1 when achieving the goal.
The agent is trained on goals sampled uniformly from all available goals. However, the distribution
of goal types is not uniform, with the majority being sequential goals (Figure ).
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Figure 4: Proportion of each goal type. The distribution of goals is highly imbalanced, with
sequential goals making up 98% of the total.



B Critic architecture

In our setup, the critic is implemented as an MLP, positioned on top of the final decoder block. We
experimented with different methods of integrating the critic with the actor:

1. Shared parameters with backpropagation: The critic shares parameters with the actor
and allows gradient backpropagation through these shared layers, enabling joint learning of
the underlying representations.

2. Shared parameters without backpropagation: In this case, the critic shares parameters
with the actor, but gradients are backpropagated only through the critic’s MLP head, keeping
the shared layers frozen.

We also explored two approaches for computing action Q-values:

1. Observation input: The critic takes the observation as input and outputs Q-values for each
possible action. This method is commonly used in discrete actions value-based algorithms
like [Mnih et al|[2015]].

2. Observation-action input: The critic takes the concatenation of the observation and action
as input, producing a single Q-value. This approach is more typical in continuous action
spaces.

These architecture variations were tested in a simplified version of the environment, which omits
sequential goals and uses only N = 3 objects (see Figure [5).

As shown in Figure 3] the critic architecture that uses both observation and action as inputs outper-
forms the one that relies solely on the observation. Additionally, the configuration where gradients
are propagated through both the MLP and shared parameters yields better results compared to the
version where gradients flow only through the MLP head.

Shared parameters without backpropagation Shared parameters with backpropagation
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Figure 5: Comparison of Critic Architectures. The blue curve represents the architecture where
both the observation and action are inputs, producing a single Q-value. The orange curve corresponds
to the architecture where only the observation is input, producing Q-values for each action. The left
plot illustrates the case where gradients are backpropagated only through the MLP head, while the
right plot shows the case where gradients propagate through both the MLP and shared parameters.
Mean and standard deviation are computed across two seeds.

C Implementation details

In our approach, the actor is modeled using a pre-trained encoder-decoder LLM, with the critic
positioned as an MLP attached to the final decoder block, similar to the GLAM architecture. To
optimize GPU VRAM usage during training, we employed LoRA [Hu et al. 2021] and 4-bit
quantization techniques as described in [Dettmers et al., [2023]].

We implemented SAC with automatic tuning of the entropy coefficient, initializing it at 0.005 and
setting a target entropy of O for the SAC-GLAM version and initializing it at 0.05 and setting a target



entropy of 0.01 in SAC-GLAM+HER, both using a learning rate of 2e—3. Both the actor and critic
were trained using the Adam optimizer with a learning rate of le—4. Detailed hyperparameters are
provided in Appendix [H] The critic MLP has two hidden layers, each with 1024 units and ReLU
activation functions.

We used a vectorized version of Playground-Text with 32 instances of the environment running
(synchronously) in parallel. In order to accelerate the use of an LLM as the trained RL policy
(and critic), we leveraged Lamoreﬂ as in GLAM and deployed 4 instances of the LLM in parallel
(distributing both the forward passes to compute the actions’ probability and the training in a Data
Parallelism setting). When using Flan-T5 250M, each LLM instance is distributed (Vertical Model
Parallelism) over one Nvidia V100 32GB GPUs requiring thus a total of 4 Nvidia V100 32GB GPUs
to run an experiment (1 GPU x 4 LLM instances). In total, each experiment and ablation requires 80
GPU hours per seed on the Nvidia V100 32GB.

D Update frequency and epochs

Update frequency usually plays a key role in Deep RL balancing between sample efficiency and
overfitting to data collected. This issue is particularly pronounced in on-policy settings, where updates
are based solely on the data gathered between each update. However, when considering very large
policy models such as LLMs, properly setting the update frequency also becomes key in off-policy
settings as updates may become slower than data collection. Moreover, both PPO and SAC possess a
parameter controlling the number of gradient updates performed on collected data, which also affects
sample efficiency.

We studied different values for these parameters for both SAC and PPO on a simplified version of
the environment. In the case of PPO, we observed that updating the model too frequently (every
1024 steps) leads to the method plateauing at a suboptimal policy. Additionally, performing too many
epochs (32) at each update introduces instability in the training process (Figure[6). Concerning SAC,
the method benefits from frequent updates with multiple epochs, inducing a balance between sample
and time efficiency (frequent updates and multiple epochs imply slower training).
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Figure 6: Comparison of different update frequencies and epochs for PPO and SAC. In PPO,
nb_epochs refers to the number of times the model processes each transition during an update, while,
for SAC, it represents the number of batches sampled from the replay buffer during each update.

E Batch sampling with HER

In order to optimize sample efficiency, we analyzed the impact of diversity in batches sampled from
our replay buffer in order best exploit collected data. We use HER with the future strategy proposed
in|Andrychowicz et al.|[2017], using all the hindsight goals returned by the social partner, and found
that the replay buffer was predominantly filled with relabeled trajectories, as shown in Figure[7]

This could present two potential issues:

"https://github.com/flowersteam/lamorel



1. In our environment, "grasp" goals are subgoals of "grow" goals (i.e. achieving a "grow"
goal requires the agent to first grasp an object). Similarly, "grow" goals are subgoals of
more complex goals like "grow then grasp" or "grow then grow." This hierarchy means that
once a goal is achieved, many of the trajectories added to the replay buffer by HER are from
simpler goals, which should be a minority in this environment (Figure [)).

2. Because HER adds only successful trajectories, the replay buffer becomes dominated by
positive examples, with very few negative ones. However, negative trajectories are also
important in the learning process.

1.04

0.8

0.6

0.4+

0.2+

Proportion of HER transitions

0.0+

0 100000 200000 300000 400000
Steps

Figure 7: Proportion of HER transitions in the replay buffer when uniformly sampling. The plot
shows the proportion of transitions relabeled by HER compared to those directly collected from the
environment.

To address issue (1), we adjusted the batch sampling strategy to align with the goal distribution
of the environment. Instead of uniformly sampling from the replay buffer, batches were sampled
with transitions that reflected the goal distribution illustrated in Figure[d] For issue (2), we balanced
the batches by sampling 50% of transitions from HER and 50% from the environment. A similar
approach was used in [Colas et al.| [2020]], where they also employed HER and sampled an equal
proportion of positive and negative transitions, comparable to our method. We compared these
methods in Figure[8] These strategies did not affect sample efficiency significantly, so we opted to
use the "HER + ratio" strategy in our experiments, as the "prior" method makes the strong assumption
of knowing the environmental goal distribution.

—— HER
1.0 HER + ratio
Q —— HER + prior
® 0.8{ —— HER + ratio + prior
a
8
0 0.6
3
]
3]
g0.4-
g
< 0.2
0.0
0 100000 200000 300000 400000
Steps

Figure 8: Comparison of different sampling strategies. "prior" refers to the sampling strategy used
to address issue (1), while "ratio" refers to the strategy used to address issue (2).
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F N-step returns parameters

We looked at how the Temporal Difference loss was influencing our sample efficiency. Increasing
the n parameter of the n-step return increases the magnitude of the bootstrap, allowing returns to
be propagated more quickly to earlier steps in the episode, which speeds up convergence. However,
setting n too high leads to highly off-policy updates, introducing instability. We tried to mitigate
this instability by using a smaller replay buffer. We compared the performance of our method across
different values of n and various replay buffer sizes in Figure[9]

Based on these results, we chose to use 3-step returns in our experiments, as 5-step returns introduced
instability. Additionally, we opted for a replay buffer with a capacity of 100000, which provided
greater stability compared to using a larger buffer.

Impact of n-step returns Impact of replay buffer size
— 1-step — buffer_size=100000
1.0 3-step 1.0 buffer_size=400000 r.,-..,_
9 —— 5-step ]
208 2038 f
0 0 /
] ] J
506 S 06
%] %]
[ [
? 0.4 g 0.4
$ $
<o0.2 < 0.2 /,,,/MV'
0.0 0.0 -
0 100000 200000 300000 400000 0 100000 200000 300000 400000
Steps Steps

Figure 9: Comparison of n-step parameters and replay buffer size. The left plot illustrates the
impact of the n parameter (using a replay buffer with a capacity of 100000), while the right plot
shows the effect of the replay buffer capacity parameter (when using 3-step returns).

G PPO with HER

While initially designed for off-policy RL methods leveraging experience replay, answering whether
HER could be applied to PPO is not straightforward. While PPO is usually presented as an on-policy
method, only the first epoch of its update mechanism is strictly on-policy. Subsequent epochs become
increasingly off-policy, relying on importance sampling and either clipping or KL regularization to
manage the discrepancy.

In the case of the CLIP loss, the clipping mechanism is not engaged in the first epoch because the
importance sampling ratio is 1:

LCLIP(Q) = Et[min(Tt(G)At, Clip(?"t(e), 1-— €, 1+ E)At)] . (4)
For the KL loss, the KL penalty is O in the first epoch:

LKL(G) = IAE:t [rt(e)At + BKL(WHOM(W 8t7gt)7 7T9(~7 St, gt))] . (5)

The importance sampling ratio is given by r;(6) = % When using HER, we relabel the
old &

goal as ¢g’. Consequently, the importance sampling ratio with HER becomes 7 () = %.
old ’
This adjustment means that even during the first epoch for an update, the ratio is no longer 1.

G.1 HER with the PPO KL Loss

When HER is used, the KL regularization term changes to K L(mg,,, (., $t, gt), 7o (., 8¢, g¢)). This
adjustment forces the policy for ¢’ to converge towards the policy for g, which can be problematic if
¢’ is not a subgoal of g. For example, if g is "Grasp red lion" and ¢’ is "Grasp blue tree", we want
two distinctly different policies.
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To mitigate this issue, we attempted to filter relabeled goals that are aligned with the original goal. By
aligned, we mean goals that are subgoals of the original goal. For instance, if the goal is "Grasp red
lion", a valid subgoal could be "Go to red lion." In such cases, the KL term is more appropriate because
the optimal policies for g and ¢’ should be similar. However, even with this filtering mechanism,
relabeled goals make PPO KL unstable and lead to worse results than PPO KL without HER, as
shown in Figure [I0]
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Figure 10: PPO KL with and without HER. "HER aligned" refers to relabeling trajectories only
with goals that are subgoals of the target goal.

G.2 HER with the PPO CLIP Loss

The situation is slightly different with the clipped version of PPO as, in addition to the alignment
between the policies for g and ¢, the clipping mechanism requires adaptations. Indeed, the clipping
mechanism can be conceptualized as a ball with a radius of € around a center of 1 (which should be
the value of the ratio at the first epoch), constraining the updated policy from moving too far from
the old policy (i.e. the policy used to collect data). However, when using HER, the first ratio is not
necessarily 1, and the first ratio may not be at the ball’s center or outside of it. We, therefore, tried
to adjust the center of the ball to correspond to the value of the ratio at the first epoch rather than
1 in addition to the goal alignment filtering. Results from Figure [l 1|indicate that using only goal
alignment filtering leads to on-par results with PPO without HER and that centering the clipping
objective leads to even worse results.

Lo| — PPOCiip
’ PPO Clip + HER aligned

Q9 —— PPO Clip + Center + HER g
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%]
0
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Figure 11: PPO CLIP with HER. "Center" refers to using the ratio between the new policy for ¢’ in
the clipping mechanism and the old policy for g, instead of 1.
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H Hyperparameters

Tables [I] 2] and [3] summarize all the hyperparameters used in the experiments whose results are
presented in Figure[2}

Table 1: PPO-GLAM hyperparameters

Variable Value
Number of transitions collected between two updates 2048
Number of epochs per update 16
Batch size 256
Entropy loss coefficient 0.01
Value function loss coefficient 0.5
Discount factor 0.99
Optimizer Adam
Learning rate 1x 1074
A factor of the Generalized Advantage Estimator 0.99
Clipping parameter € 0.2
Maximum gradient norm 0.5

Table 2: SAC-GLAM hyperparameters

Variable Value
Update frequency 32
Number of updates 2

Batch size 256
Discount factor 0.99
Optimizer Adam
Critic learning rate 1x1074
Actor learning rate 1x1074
Entropy coefficient auto
Entropy coefficient initialization  0.005
Target entropy 0
Entropy coefficient learning rate 2 x 1073
n-step 3

Replay buffer capacity 100000

Table 3: SAC-GLAM + HER hyperparameters

Variable Value
Update frequency 32
Number of updates 2

Batch size 256
Discount factor 0.99
Optimizer Adam
Critic learning rate 1x1074
Actor learning rate 1x10~*
Entropy coefficient auto
Entropy coefficient initialization ~ 0.05
Target entropy 0.01
Entropy coefficient learning rate 2 x 1073
n-step 3

Replay buffer capacity 100000

Hindsight proportion per batch 0.5
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