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Figure 1: The overall of our Leader360V dataset.

Abstract

360 video captures the complete surrounding scenes with the ultra-large field of
view of 360×180. This makes 360 scene understanding tasks, e.g., segmentation
and tracking, crucial for appications, such as autonomous driving, robotics. With
the recent emergence of foundation models, the community is, however, impeded
by the lack of large-scale, labelled real-world datasets. This is caused by the
inherent spherical properties, e.g., severe distortion in polar regions, and content
discontinuities, rendering the annotation costly yet complex. This paper introduces
Leader360V, the first large-scale (10K+), labeled real-world 360 video datasets
for instance segmentation and tracking. Our datasets enjoy high scene diversity,
ranging from indoor and urban settings to natural and dynamic outdoor scenes.
To automate annotation, we design an automatic labeling pipeline, which subtly
coordinates pre-trained 2D segmentors and large language models (LLMs) to fa-
cilitate the labeling. The pipeline operates in three novel stages. Specifically, in
the Initial Annotation Phase, we introduce a Semantic- and Distortion-aware
Refinement (SDR) module, which combines object mask proposals from multiple
2D segmentors with LLM-verified semantic labels. These are then converted into
mask prompts to guide SAM2 in generating distortion-aware masks for subsequent
frames. In the Auto-Refine Annotation Phase, missing or incomplete regions
are corrected either by applying the SDR again or resolving the discontinuities
near the horizontal borders. The Manual Revision Phase finally incorporates
LLMs and human annotators to further refine and validate the annotations. Ex-
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tensive user studies and evaluations demonstrate the effectiveness of our labeling
pipeline. Meanwhile, experiments confirm that Leader360V significantly enhances
model performance for 360 video segmentation and tracking, paving the way
for more scalable 360 scene understanding. We release our dataset and code at
https://leader360v.github.io/Leader360V_HomePage/ for better understanding.

1 Introduction

360 cameras, a.k.a, panoramic cameras, provide an ultra-large field of view (FoV) of 360×180 for
the surrounding environment. Therefore, 360 video enables comprehensive situational awareness
that surpasses the FoV limitations of perspective 2D cameras. This makes 360 camera-based
scene understanding popular and crucial for applications such as autonomous driving [1, 2, 3, 4,
5], robotics [6, 7], and virtual reality [8, 9]. A commonly used representation for 360 videos is
the equirectangular projection (ERP), which maps the spherical content onto a 2D rectangular
plane to ensure compatibility with the standard imaging pipeline. However, ERP poses several
challenges specific to 360 video, including projection distortions in polar regions, and horizontal
discontinuities [5] that break content continuity across the left and right borders. These challenges
significantly increase the cost and complexity of manual annotation for 360 videos.

Although several 360 video benchmarks [5, 10, 11] have been proposed for scene understanding tasks,
such as segmentation and tracking, the scale and diversity of these datasets remain limited by far in
the community, especially with the recent emergence of foundation models [12]. For segmentation,
360VOS [10] contains 290 panoramic sequences annotated across 62 categories, while PanoVOS [5]
provides 150 high-resolution videos with instance masks. For the tracking task, 360VOT [13]
focuses on single-object tracking with 120 omnidirectional videos covering 32 object types, and
QuadTrack [11] introduces a small-scale multi-object tracking benchmark under non-uniform motion.
However, the modest size and task-specific design of these datasets limit their ability to support
large-scale, generalizable model training. In contrast, recent 2D video benchmarks such as YouTube-
VOS [14], with over 3,400 videos and 540K segmentation annotations, and SA-V [12], with 50.9K
videos and over 640K masklets, have demonstrated the value of dense, large-scale annotation for
training foundation models.
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Figure 2: Samples from different scenarios of the
Leader360V dataset.

This disparity raises a key scientific question:
Can we build a large-scale 360 video dataset
with rich annotations for both segmentation
and tracking tasks, while substantially reduc-
ing the human labeling cost? In this paper, we
present Leader360V (Sec. 3.1), the first large-
scale (10K+), real-world 360 video dataset with
dense, frame-level annotations for scene under-
standing tasks across segmentation and tracking.
Leader360V covers 198 object types and covers
a wide variety of scenes, including both indoor
and outdoor environments, as shown in Fig. 2.
Leader360V is constructed by integrating exist-
ing public datasets with our self-collected 360
videos captured in diverse real-world environ-
ments, yielding a scalable and representative
benchmark for panoramic understanding.

To enable the construction of Leader360V, we
also propose A3360V (Automatic Annotate
Any 360 Video)(Sec. 3.2), a novel annotation
pipeline tailored for 360 videos. A3360V is de-
signed to reduce manual labeling burden while
maintaining high annotation quality through a
three-phase pipeline: Initial Annotation Phase(Sec. 3.2.1): We first extract keyframes and use
multiple 2D segmentors (e.g., CropFormer [15], OneFormer [16]) to generate semantic and instance
segmentation proposals. These outputs are unified and aligned via LLM-based semantic matching,
then refined through a Semantic- and Distortion-aware Refinement (SDR) Module that leverages
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Table 1: Comparison of 360 video datasets on segmentation (VOS) and tracking (VOT). “Mobile”: videos
shot with motion. “Still”: videos shot without any motion. “Vehicle”: videos shot on vehicles. “Human”:
videos shot by humans while walking or running. “Attr”: characteristics of tracking (Single-Object and
Multi-Object Tracking) and segmentation (Partial Frame and Whole Frame Segmentation). “Auto”: no human
involvement except revise. “Manu”: no assistant model involvement.

Task Dataset Vol State Foundation Avg Class Attr Anno
Mobile Still Vehicle Human

360VOT

360VOT [10] 120 96 24 89 7 940f 32 SOT Semi
PanoVOS [5] 150 21 129 13 8 20s 35 SOT Semi

QuadTrack [11] 32 32 0 32 0 60s N/A MOT Manual
JRDB [17] 54 32 22 32 0 70s N/A MOT Manual

Leader360-T (Ours) 10180 5K+ 5K+ 2K+ 3K+ 15s 198 MOT Auto

360VOS

360VOS [10] 170 135 35 124 11 940f 32 PFS Semi
PanoVOS [5] 150 21 129 13 8 20s 35 PFS Semi

WOD [18] 1150 1150 0 1150 0 20s 28 WFS Manual
Leader360-S (Ours) 10180 5K+ 5K+ 2K+ 3K+ 15s 198 WFS Auto

SAM2 to produce high-quality panoramic masks. Auto-Refine Annotation Phase(Sec. 3.2.2): For
subsequent keyframes in the video, we iteratively propagate annotations and identify low-quality
regions based on mask coverage. Frames failing coverage thresholds are reprocessed using a GPT-
guided Motion-Continuity Refinement (MCR) module, which resolves annotation inconsistencies
across left-right ERP and recovers missing masks caused by occlusion or distortion. Manual Revise
Phase(Sec. 3.2.3): Finally, human annotators validate and correct the outputs from the previous
stages. Multi-annotator review ensures consistency and completeness across frames, producing the
final high-quality annotations.

Extensive validation confirms the effectiveness of our pipeline. User studies show that A3360V
significantly reduces annotator workload while preserving annotation quality. Experiments on
standard 360 video segmentation and tracking benchmarks demonstrate that Leader360V enhances
model performance, paving the way for robust, scalable, and generalizable 360 video understanding.

In summary, our contributions are three-fold: (I) We propose Leader360V, the first large-scale
(10K+), labeled real-world 360 video dataset specifically designed for instance segmentation and
tracking in diverse and dynamic environments. (II) We also propose A3360V (Automatic Annotate
Any 360 Video) pipeline, which integrates pre-trained 2D segmentors with large language models
to automate the annotation process and significantly reduce human effort without compromising
label quality. (III) Extensive user studies and experimental results validate the effectiveness of our
Lead360V and proposed pipeline and highlight the potential of Leader360V to advance robust 360
video understanding.

2 Related Works

Video-based panoramic datasets for object tracking and segmentation. 360 video, with its
omnidirectional coverage, offers advantages over conventional 2D video, such as a broader field
of view, richer spatial context, and greater understanding of the continuous scene. These benefits
have led to the development of various 360 video datasets across different tasks, including object
tracking [13, 11, 17], and segmentation [5, 10, 18]. Object tracking in 360 videos has been explored
through single-object and multi-object tracking benchmarks. For instance, 360VOT [13] provides the
first dataset for omnidirectional single-object tracking, while QuadTrack [11] captures non-uniform
motion using a quadruped robot to establish a multi-object tracking challenge. Segmentation, which is
more annotation-intensive, demands pixel-level masks and is mainly represented by datasets focused
on instance and panoptic segmentation, such as PanoVOS [5] and 360VOS [10]. These datasets help
address 360-specific challenges such as distortion and content continuity. However, most existing
datasets remain limited in scale and task diversity, restricting their ability to support robust and
generalizable learning. To this end, we introduce Leader360V, a large-scale 360 video dataset
constructed by integrating publicly available resources and newly self-collected videos, enhanced by
an automatic annotation pipeline for multi-task learning. Detailed comparison is shown in Tab. 1.
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Automated Annotation Frameworks for Scalable Dataset Construction. As large-scale video
datasets continue to grow, the demand for efficient annotation has led to the emergence of semi-
automatic and automatic pipelines aimed at reducing manual labeling costs. For the annotation of 360
video, it is a complex task that necessitates specialized attention due to its unique characteristics, such
as severe distortion, a wide field of view, and discontinuous context across panoramic borders. 360
video annotation methods such as 360Rank [19] and PanoVOS [5] adopt semi-supervised pipelines
using pre-trained segmentors and keyframe propagation, but still rely heavily on manual mask
drawing and semantic labeling, limiting scalability in 360 settings. However, these methods are not
essentially different from 2D video annotation strategies [12, 20, 21] and do not take into account
the special characteristics of 360 videos. To address these gaps, we learn from recent automatic
annotation systems [22, 23], which have incorporated large language models (LLMs) to further
reduce human involvement. We propose A3360V, a unified annotation framework tailored for 360
videos. By integrating LLMs for semantic role assignment and pre-trained 2D segmentors for initial
mask generation, A3360V enables scalable segmentation and tracking from keyframes to full video
sequences under omnidirectional conditions.
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Figure 3: Category distribution of
Leader360V dataset.

Large-Scale 2D Video Segmentation and Tracking Datasets.
Compared to the challenges faced in constructing large-scale
360 video datasets, the field of 2D video understanding has wit-
nessed the emergence of numerous large-scale datasets for seg-
mentation and tracking tasks. YouTube-VOS [14], LVOS [20],
MeViS [24], VIPSeg [21], SA-V [12] for segmentation task
and TrackingNet [25], LaSOT [26], TAO [27] for tracking task
have a large base or long shots of a single video, the largest of
which can exceed 50K, and a single video can exceed 7 hours.
Motivated by the gap between the rapid expansion of 2D video
resources and the limited availability of large-scale 360 video
datasets, we introduce Leader360V, a richly annotated 360
video dataset designed for segmentation and tracking tasks.

Higher Diversity in Scenarios, Especially Cityscape. Exist-
ing 360 video datasets provide limited coverage of cityscape
scenarios. This gap hinders the development of practical 360VOTS applications in real-world ur-
ban environments. Therefore, we prioritize the inclusion of a wide range of urban environments
in Leader360V, capturing variations in architectural styles, traffic conditions, and other dynamic
elements. Our Leader360V is also rich in categories, as shown in Fig. 3

3 Methodology

3.1 The Leader360V Dataset

To address the scarcity of large-scale 360 video datasets, we present Leader360V—the first real-
world dataset of this scale with diverse scene dynamics and comprehensive annotations for instance
segmentation (Leader360V-S) and tracking (Leader360V-T).

3.1.1 Date Source Analysis
Table 2: Our Data Source. “Pct”: percentage of
selected data. “Sel”: specific number of selected data.
VG: Video Generation. VC: Video Caption

Source* Task Pct Sel Relabel

360VOTS* [10] 360VOT 80% 232 ✓
PanoVOS* [5] 360VOS 60% 90 ✓

WEB360* [28] 360 VG 50% 1K+ ✓
360+x* [8] 360 VC 30% 1K+ ✓

YouTube360* [29] 360 VC 20% 3K+ ✓
Open Source N/A N/A 1K+ ✓

Self-Collected 360VOTS N/A 2K+ ✓

The Leader360V dataset includes videos col-
lected from existing 360 video datasets, such as
360VOTS [10], PanoVOS [5], etc. The specific
information is shown in Tab. 2. To address
the limited scene diversity in prior datasets, we
additionally collecte new videos and relabel ex-
isting videos. Departing from the collection
protocols used in previous 360 video datasets,
our self-collected videos exhibit three distinctive
properties, as described below.

Richer Data Acquisition Methods. We em-
ploy a variety of recording techniques to capture
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Figure 4: The overall of our A3360V pipeline. It consists of three phases: Initial Annotation Phase, Auto-Refine
Annotation Phase, and Manual Revise Phase.

diverse camera motion patterns, including static camera setups, handheld recordings by moving pho-
tographer, and vehicle-based capture. In contrast to previous datasets that rely on limited recording
methods, our approach enriches the diversity of 360 videos by simulating a wider range of real-world
camera movements, as shown in Tab. 1.

More Various Perspectives. We collect data from multiple viewpoints and perspectives within each
scenario. For example, in vehicle-based videos, we include footage from both the roof and the side of
the car. This multi-perspective collection is often ignored by previous works.

3.1.2 Pre-Processing

All videos in our Leader360V, whether sourced from existing datasets or self-collected, underwent a
standardized pre-processing stage to ensure consistency and quality within the Leader360V dataset.
This process included video clipping, face anonymization, and other privacy-preserving operations.
Additionally, we removed biased videos and balanced the distribution of different scenarios. More
details can be found in the Supplement.

3.2 Automatic Annotation Pipeline

Due to the inherently large field of view (FoV), severe geometric distortion, and content discontinu-
ities, annotating 360 video becomes particularly challenging and labor-intensive. To alleviate the
burden on human annotators, we propose the Automatic Annotate Any 360 Video (A3360V) pipeline,
as shown in Fig. 4, which efficiently integrates pre-trained 2D segmentors and large language models
(LLMs) to streamline the labeling process. A3360V operates through a three-stage pipeline: Initial
Annotation Phase (Sec. 3.2.1), Auto-Refine Annotation Phase (Sec. 3.2.2), and Manual Revise Phase
(Sec. 3.2.3), which will be introduced in detail below.

3.2.1 Initial Annotation Phase

In the Initial Annotation Phase, given a 360 video Vi, A3360V begins by selecting the first frame F1

as the starting point for annotation. To mitigate the issue of horizontal content discontinuity caused
by ERP—particularly at the left and right image borders, we first apply horizontal padding to F1,
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resulting in an extended frame denoted as F p
1 . The F p

1 is then divided into a series of overlapping
patches using a horizontal sliding window. Each of these patches is subsequently processed by a
diverse set of pre-trained segmentors, which we categorize into two groups: the first group comprises
entity segmentors (e.g., SAM [30], CropFormer [15], E-SAM [31]), which produce class-agnostic
instance-level masks capturing perceptual entities without relying on predefined taxonomies. We
denote their output on frame F1 as E i

1. The second group consists of panoptic segmentors (e.g.,
Mask2Former [32, 33], OneFormer [16], OMG-Seg [34]), each trained on different datasets to
generate class-aware predictions. We denote one model’s output on frame F1 as Pi

1. These models
produce segmentation results aligned with various large label spaces (e.g., COCO [35], ADE20K
[36], and Cityscapes [37]), enriching the annotation pool with complementary semantic categories.

To address the object distortion introduced by ERP and unify the semantics across heterogeneous
predictions from multiple segmentors, we propose the Semantic- and Distortion-aware Refinement
(SDR) Module, as illustrated in Fig. 5. This module plays a central role in the Initial Annotation
Phase by consolidating outputs from both entity and panoptic segmentors into a coherent, distortion-
aware annotation for the first frame F1. While the framework supports an arbitrary number of
panoptic segmentors, we illustrate our approach using three representative models in this paper.
Based on the overlapping patch divisions, the SDR module first aggregates patch-wise predictions
from the 2D segmentors into full-frame segmentation maps, denoted as E i

1, Pi
1, Pi

2, and Pi
3, using a

window-stitching operation defined in Eq. (1).

Match(Mk,Ml) =

{
1, if IoU(Mk,Ml) > τ,

0, otherwise
(1)

where Mk and Ml denote instance masks predicted from overlapping regions of different patches,
and τ is a predefined threshold to determine whether two masks represent the same object.

To resolve class labeling inconsistency, we incorporate a large language model (LLM)-based semantic
label checker within SDR. For each entity mask proposal from E i

1, the pipeline retrieves corresponding
label candidates from Pi

1, Pi
2, and Pi

3, and feeds them into the semantic label checker via a structured
prompt Ts. The semantic label checker selects the most semantically appropriate label, yielding a
harmonized set of final semantic labels for all entities. To obtain distortion-aware masks, we leverage
the robustness of video foundation models by feeding each Mp

1 as a mask prompt into the model in an
iterative manner. Taking SAM2 [12] as an example, we first input Mp

1 to obtain a coarse prediction
Mp

T . To improve its reliability under 360 distortion, we perform Mask Prompt Shifting by applying
spatial shifts to Mp

T and refeeding the shifted masks into SAM2. Since SAM2 returns a single mask
per query, this process yields a set of candidate masks Mp

T = {Mp,δ
T | δ ∈ D}. We then select the

most frequently returned result as the final refined mask M̄p
T :

M̄p
T = argmax

M∈Mp
T

∑
δ∈D

I [IoU (M, SAM2(Shift(Mp
1 , δ))) > τ ] , (2)

6



D denotes the set of shift directions, I[·] is the indicator function, and τ is the IoU threshold for mask
consistency. The M̄p

T is used to track the entity across subsequent frames, generating a sequence of
annotations Lp

1, which, combined with LLM-verified labels, form the initial video annotation Yini.

3.2.2 Auto-Refine Annotation Phase

Given the initial annotated frame Yini produced in the previous stage, the Auto-Refine Annotation
Phase aims to propagate and correct annotations across the remaining frames in the 360 video Vi.
This stage iteratively processes each frame Ft using a coverage-guided strategy and performs dynamic
refinement for missing or misaligned regions. At each timestamp t, we evaluate the coverage rate
of the current annotation Y t

ini against a predefined threshold ρ. If the coverage is sufficient (i.e.,
coverage rate > ρ), we accept Y t

ini and use it to generate the initial annotation for the next frame,
Y t+1

ini . Otherwise, the Motion-Continuity Refinement (MCR) Module is triggered to improve the
annotation quality before propagation.

To identify unannotated areas in the current frame, we employ an LLM-based agent, referred to as
the Blank Area Checker, which is guided by a task-specific text prompt TB . The prompt instructs
the agent to infer the nature of each blank region. Based on this semantic inquiry, the blank region is
classified into one of three types: 1. Left/Right Border Mask: If the blank region lies near the left
or right boundary of Y t

ini, we crop and horizontally stitch the current frame Ft to form a complete
view of the context F l

t . This operation addresses the content discontinuities inherent in ERP, allowing
entity segmentors to reprocess the region with improved spatial continuity. 2. Existing Mask: If
the blank mask M i

B corresponds to a previously annotated object Ma
t−1, we invoke an LLM-based

agent, referred to as the Object Retriever, to search for a matching mask within the prior frame’s
annotation Y t−1

ini . If a match is successfully retrieved, the blank region inherits the same semantic
label. Otherwise, it is reclassified as a new mask. 3. New Mask: If the area represents a newly
emerged object not seen in earlier frames, we treat the M i

B as a novel instance and re-enter it, together
with the current frame Ft, into the SDR module. This process yields a refined entity segmentation
and assigns an accurate semantic label. After resolving all incomplete regions, the annotated frame is
updated to Y t

ref. This refined annotation is then passed to a VOT Model (e.g., SAM2 [12], EdgeTAM
[38], SAM2MOT[39]) for temporal smoothing and consistency adjustment. The final result is
appended to the refined annotation set Yref, which accumulates high-quality annotations.

3.2.3 Manual Revise Phase

Although the Auto-Refine phase significantly reduces the need for human intervention, ensuring
high-quality and consistent annotations across the entire video Vi still requires a final verification
step. In this stage, we introduce an LLM-based agent, referred to as Annotation Checker, which
analyzes the refined annotation Yref and generates natural language modification suggestions, denoted
as CM . These comments highlight potential issues in spatial consistency, class accuracy, or temporal
coherence. A group of human annotators then reviews and edits Yref based on the LLM-generated
feedback CM , making targeted refinements rather than re-annotating from scratch. This human-in-
the-loop revision process results in the final high-fidelity annotation set, denoted as Yfinal.

4 Experiment

4.1 Implementation details

Auto-Annotation Settings. During the dataset construction, we employ CropFormer [15] as the
entity segmentation model and OneFormer [16] as the panoptic segmentation model. Furthermore,
GPT-4o [40] is incorporated as an LLM to function as a checker for semantic labels, blank areas, and
annotations. More details can be found in the Supplement.
Table 3: Evaluation on samples of Leader360V for
SAM [30] -based methods.

Model
Leader360V-S Test

J&F ↑ J ↑ F ↑

PerSAM[41] 18.7 13.1 24.3
SAM-PT[42] 45.1 37.8 52.4
GoodSAM[4] 27.4 20.9 33.9

Evaluation Subset. We selected 500 videos as
our sample dataset, ensuring that the distribution
of scenarios and categories was similar to that
of the entire dataset. Inspired by 360VOTS [10]
and PanoVOS* [5], we divided the 500 videos
into a training set (250), a validation set (125),
and a test set (125). For the validation set and
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Table 5: Qualitative comparison between VOS mod-
els for 2D video and 360 video on samples of the
Leader360V dataset.

Task Model
Leader360V-S Test

J&F ↑ J ↑ F ↑

2D

XMem[44] 42.4 35.9 48.9
AOTL[45] 43.1 37.7 48.5

R50-AOT-L[45] 43.9 39.0 48.8
SwinB-AOT-L (Untrained) [45] 38.8 34.2 43.4
✰SwinB-AOT-L (Trained) [45] 58.3↑19.5 49.4↑15.2 67.2↑23.8

360 GoodSAM (Untrained) [4] 27.4 20.9 33.9
✰GoodSAM (Trained) [4] 60.6↑33.2 51.5↑30.6 69.7↑35.8

Table 6: Qualitative comparison between VOT mod-
els for 2D video and 360 video on samples of the
Leader360V dataset.

Task Model
Leader360V-S Test

Sdual ↑ Pdual ↑

2D

SiamX[46] 0.217 0.183
AiATrack[47] 0.286 0.252

ProContEXT[48] 0.308 0.270
SimTrack (Untrained)[49] 0.291 0.256
✰SimTrack (Trained)[49] 0.417↑12.6 0.373↑11.7

360 SiamX[46] 0.282 0.254

test set, 66% of the clips are clipped from the
original train set videos as val and test sets, and the rest are used as the train set. The remaining clips
in the validation and test sets were selected from new and unseen scenarios.

Evaluation Metric. For VOS task, we choose region accuracy (J ), boundary accuracy (F), and
combined average (J&F) as evaluation metrics, following the standard protocol [43, 5]. For VOT
task, we utilize metrics of dual success (Sdual) and dual precision (Pdual), following 360VOTS [10].

4.2 Comparison Result Analysis

Results via SAM-based Model. Inspired by [5], we assess various SAM [30] versions on our
Leader-360V test set, as shown in Tab. 3. Due to the domain gap between 2D and 360 images,
PerSAM [41] shows poor performance. Similarly, SAM-PT [42], a SAM-based VOS model, also
delivers unsatisfactory results. Additionally, GoodSAM [4], a 360 image segmentation model, is
evaluated and yields disappointing outcomes. These results highlight the need for further exploration
to bridge the domain gap and improve tracking performance for 360 videos.

Table 4: Comparison of results from different
components.

Phase Component
Updated Frame

J&F ↑ J ↑ F ↑

Phase I 2D Segmentor 25.1 16.4 33.8
After SDR 67.3↑42.2 61.1↑44.7 73.5↑39.7

Phase II SAM2 35.8 26.5 45.1
After MCR 75.9↑40.1 69.3↑42.8 82.5↑37.4

Results of VOS Task. We demonstrate the effective-
ness of the Leader360V dataset for the VOS task in
Tab. 5. While traditional 2D models show unsatisfac-
tory performance on 360 video (e.g., XMem at 42.4
in terms of J&F), PSCFormer, trained specifically
on our train subset, exhibits significant improvement
(+36.3 for J&F). This highlights the necessity of
Leader360V for the 360VOS task.

Results of VOT Task. Tab. 6 presents comparison
results among several trackers for both 2D and 360
tasks. Based on the quantitative results, it is evident

that our dataset significantly enhances the performance of the tracker. The performance of 2D tracker
SimTrack [49], which is originally designed for 2D video tasks, is obviously improved, +12.6 for
Sdual and +11.7 for Pdual. However, the performance of the popular 360 model [46] on our dataset
does not meet our expectations.

4.3 Ablation Study

Effectiveness of Phase I. In Tab. 4, we sampled 100 frames from the dataset that necessitate
auto-refinement, using the final annotations as the ground truth benchmark.

The outputs from the 2D segmentor and the semantic label checker in Phase I, are evaluated. The
initial performance of the 2D segmentor is hindered by the exclusion of masks with uncertain labels,
resulting in relatively low accuracy scores. Nevertheless, the SDR Module facilitates the assignment
of suitable labels to previously unlabeled masks, which substantially enhances the J&F metric by
+42.2. An example of mask results at various stages is depicted in Fig. 6. Upon comparison, it is
evident that the 2D segmenter encounters difficulties in annotating novel objects that fall outside
its distribution, and some pre-existing labels exhibit low accuracy, especially those located at a
distance. The semantic label checker adeptly addresses these challenges by supplementing new
labels and unifying existing labels from the our category spaces, thereby enhancing overall accuracy.
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Input Image

After ADE20KAfter COCO After CityScapesAfter CropFormer

2D Segmentor Labeled LLM New Label Frame Annotation

Figure 6: Example visualizations of the sequential application of entity segmentor, 2D segmentor, and semantic
label checker in SDR Module.
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Figure 7: Example visualizations for the ablation of Auto-
Refine Annotation Phase.
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Figure 8: Example visualizations for the ablation
of Manual Modification.

As demonstrated in Fig. 6, instances initially labeled ambiguously as "tree" and "vegetation" are
ultimately unified as "tree." Additionally, the label "signboard, sign," which was overlooked by the
2D segmenter, is successfully added by the semantic label checker.

Effectiveness of Phase II. Tab. 4 presents a comparison of SAM2 outputs and Phase II’s auto-
refinement process against final annotations. SAM2 results in large blank areas for updated frames,
leading to low J&F scores. Phase II’s process increases these scores by +40.1, refining existing
masks and adding new ones via the MCR Module. Fig. 7 illustrates three cases. The first case involves
a deer that exits the right boundary of the frame and reenters from the left boundary, a scenario caused
by the panorama effect. In Phase II’s SDR Module, the left part of the deer is successfully segmented
and assigned the same object ID as the right part, ensuring continuity. The second case illustrates a
person who is obscured in the last frame but appears in the current frame. Here, the MCR segments
the person and assigns a new label appropriately. The final case highlights a failure in SAM2’s
tracking, caused by panoramic distortion, which introduces a domain gap. The MCR Module corrects
the segmentation error and restarts tracking at this frame, effectively restoring consistency.

Effectiveness of Phase III. The Comparison between auto-refinement masks and manual-refined
masks is shown in Fig. 8. Although auto-refinement masks from our A3360V pipeline demonstrate
high quality, we still manually revise these masks to further enhance performance. During the revision,
we specifically address issues related to object boundaries, label hallucinations, and incorrect masks.

4.4 Discussion

Flexibility of A3360V. A3360V’s flexibility stems from its modular design, allowing users to select
from various 2D segmentors for auto-annotation. For entity segmentation, options include SAM [30],
CropFormer [15], and E-SAM [31], providing robust object delineation. For panoptic segmentation,
models like Mask2Former [32, 33], OneFormer [16], and OMG-Seg [34] can be integrated for
comprehensive scene understanding. A3360V also supports the flexible selection of LLMs for label
checking, ensuring compatibility with different user needs. This pipeline is versatile, applicable
to both 360 and 2D videos, making it suitable for diverse video annotation tasks and adaptable to
various datasets and applications. More discussions are in the Appendix.
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5 Conclusion and Limitations

Conclusion. In this paper, we presented Leader360V, the first large-scale, labeled real-world 360
video dataset specifically designed for instance segmentation and tracking in diverse and dynamic
environments. To reduce human labeling effort, we also proposed the A3360V pipeline, a three-phase
framework that integrated pre-trained 2D segmentors with large language models to automate the
annotation process, with minimal human intervention limited to final refinement. Extensive user
studies and experimental results demonstrated the effectiveness of each stage in the pipeline and
highlight the potential of Leader360V to advance research in robust, scalable 360 video understanding.

Broader Impacts. Leader360V has the potential to stimulate future research in 360VOT and
360VOS, and to support the development of foundation models tailored to 360 video understanding.
Additionally, our A3360V pipeline offers a practical paradigm for combining large language models
with pre-trained vision models to reduce manual annotation costs, which may inspire more scalable
and efficient dataset construction methods in future work.

Limitations and Future Work. Our current Leader360V dataset does not yet cover all object classes
commonly encountered in daily life, nor does it include annotations for the motion states of moving
objects. In future work, we plan to further enrich the dataset annotations to support a broader range
of tasks. We also aim to leverage Leader360V to explore the development of foundation models for
360 visual understanding.

Acknowledgement. This work is supported by the MOE AcRF Tier 1 SSHR-TG Incubator Grant
FY24 (Grant No. RSTG7/24), the National Natural Science Foundation of China (Grant No.
62206069, U22B2060), the National Key R&D Program of China (Grant No. 2023YFF0725100),
and the Guangdong-Hong Kong Technology Innovation Joint Funding Scheme (Project No.
2024A0505040012).
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A User Study
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Figure 9: The user study of
our Leader360V dataset.

To further investigate the effectiveness of our annotation pipeline,
we randomly selected 100 videos (0.98% of the entire dataset) from
Leader360V, along with 500 images randomly selected from these
videos. We invited three groups of human testers with junior, aver-
age, and senior skill levels in 360 video-related tasks, each consisting
of 10 members. In Fig. 9 illustrates testers’ ability to distinguish
between the manually revised image/video masks and the automat-
ically annotated masks from Phase I (masks are produced by an
open-source pre-trained model) or Phase II (masks are generated
by our annotation pipeline, A3360V). A higher score indicates that
testers can more accurately identify differences.

We employed a 10-point scoring system for testers to evaluate these
images and videos based on three metrics: the extent of mask missing (M), the extent of mask
incorrectly annotated (W), and the annotation level on distorted objects (D). Detailed information is
listed in the table of right Table 7. For image evaluation, a greater number of missing masks results
in a lower M-score, and a higher number of incorrectly annotated masks leads to a lower W-score.
Besides, the better the masks fit distorted objects, the higher the D-score. For video evaluation, we
focused on moving objects. A greater number of missing masks for moving objects results in a lower
M-score, and a higher number of incorrectly annotated masks for newly appeared objects leads to a
lower W-score. Besides, the better the masks fit distorted moving objects, the higher the D-score.

Table 7: The user study of our Leader360V dataset.

Modality Human
Auto Revised

Phase I Phase II Phase III
M W D M W D M W D

Junior 7.9 7.2 8.4 8.4 7.9 9.0 9.7 9.8 9.7
Image Average 7.5 6.6 7.3 9.0 8.6 9.0 9.3 9.9 9.7

Senior 8.0 5.7 7.3 9.1 7.7 8.9 9.5 9.7 9.6

Junior 5.3 5.1 6.4 7.4 7.0 7.9 9.1 9.8 9.5
Video Average 4.9 5.0 6.2 7.4 7.0 7.9 9.1 9.8 9.5

Senior 4.4 3.3 6.2 6.8 6.3 7.8 8.9 9.6 9.2

14



B More Discussions

B.1 Bounding Box Annotation.

AnnotationsFrames

Frames Annotations

Figure 10: Samples of the bounding box annota-
tion for VOT in the Leader360V dataset.

In addition to mask annotations, the Leader360V
dataset includes bounding box annotations, which
play a critical role in supporting various computer
vision tasks such as object detection and tracking.
Fig. 10 demonstrates a sample image from the dataset,
highlighting how bounding box annotations accu-
rately localize objects. The inclusion of these detailed
annotations not only complements the mask annota-
tions but also significantly broadens the dataset’s ap-
plicability. This makes Leader360V a comprehensive
and versatile resource, enabling researchers and de-
velopers to tackle a wide range of challenges in com-
puter vision, particularly for 360 image and video
analysis.

B.2 Origin of Semantic Labels

Our semantic labels are derived from COCO[35], ADE20K[36], and Cityscapes[37]. During the
merging process, we encountered conflicts and duplications among labels, which required careful
resolution. To address this, we adhered to three key rules:

• Labels with similar or identical semantics across datasets were merged into a single unified
category to ensure consistency (e.g., building-other-merged from COCO[35] was unified
into the broader building category).

• Unique labels appearing in only one dataset but distinctly different from others were retained
(e.g., fountain from ADE20K[36]).

• Rare or ambiguous subclasses (e.g., rider) were either removed or merged into broader
categories like person.

Throughout this process, we prioritized maintaining the diversity of labels to ensure that the dataset
remains comprehensive and effective for a wide range of segmentation tasks.

B.3 Analysis of Annotation Cost

Annotation is an essential yet highly time-consuming process for creating pixel-level segmentation
datasets. For full manual annotation, processing a single video at 1 fps can take over 20 hours.
However, with our innovative A3 360V pipeline, this time is significantly reduced to just 2 hours
for the same frequency, greatly improving efficiency. For automatic annotation, we utilize eight
powerful 80GB H100 GPUs, which enable us to annotate 250 videos in just 2 days. The pipeline is
capable of simultaneously tracking up to 63 objects, ensuring robust multi-object segmentation. This
streamlined approach saves considerable time while maintaining high-quality results.
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C Licensing and Hosting

Author Statement. We bear all responsibilities for the licensing, distribution, and maintenance of
our dataset.

License. Leader360V are under CC BY 4.0 license.

Hosting. Leader360V can be viewed and downloaded on our homepage at https://leader360v.
github.io/Leader360V_HomePage/index.html We assure its long-term preservation for future
reference and use. The annotations for questions and answers are provided in JSON file format.

Metadata. Metadata can be found at https://huggingface.co/datasets/Leader360V/
Leader360V

D Datasheet and Maintenance Plan

D.1 Motivation

For what purpose was the dataset created?

Answer: The dataset was created to advance research in Video Object Segmentation (VOS) and
Video Object Tracking (VOT) within 360 video environments. By providing panoptic annotations,
it enables comprehensive pixel-level understanding of dynamic scenes, addressing unique chal-
lenges like spherical distortions and occlusions, while supporting applications in AR/VR, robotics,
autonomous systems, and immersive video analysis.

Who created the dataset (e.g., which team, research group) and on behalf of which entity (e.g.,
company, institution, organization)?

Answer: Due to the dual-anonymous reviewing mechanism of the conference, we are unable to
disclose the identities of the creators or the affiliated entity at this stage.

Who funded the creation of the dataset?

Answer: Due to the dual-anonymous reviewing mechanism of the conference, we are unable to
disclose the information of the funders or the funding affiliation at this stage.

D.2 Composition

What do the instances that comprise the dataset represent? (e.g., documents, photos, people,
countries)

Answer: Each instance in the Leader360V dataset represents a video, masks within each frame, an
instance ID, and a semantic label. Videos are stored in MP4 file format, while the masks, instance ID,
and the semantic label are all stored in JSON format files.

How many instances are there in total (of each type, if appropriate)?

Answer: Due to the complexity of real-world scenes, it is currently challenging to provide precise
instance counts. We plan to conduct a detailed statistical analysis and will share the results in future
work.

Does the dataset contain all possible instances or is it a sample (not necessarily random) of
instances from a larger set?

Answer: All instances in the Leader360V dataset were newly annotated by the proposed pipeline
automatically and us manually. 60% of videos are from another 360 video dataset.

Is there a label or target associated with each instance?

Answer: Yes, each instance provides the masks within the corresponding frame.

Is any information missing from individual instances?

Answer: All instances are complete.
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Are relationships between individual instances made explicit (e.g., users’ movie ratings, social
network links)?

Answer: No, relationships between individual instances are not explicitly annotated in the dataset.
The focus is on panoptic segmentation and tracking, with all instances treated independently within
their respective scenes.

Are there recommended data splits (e.g., training, development/validation, testing)?

Answer: Yes, we have provide details in our Experiment section.

Are there any errors, sources of noise, or redundancies in the dataset?

Answer: No.

Is the dataset self-contained, or does it link to or otherwise rely on external resources (e.g.,
websites, tweets, other datasets)?

Answer: The annotations of our dataset are annotated by our designed pipeline and human
annotators. All metadata will be publicly accessible in the dataset repository. The videos are collected
from websites or open-source datasets. We have taken measures such as changing the resolution,
modifying the aspect ratio, changing the format, and editing to minimize the impact on the original
work rights. However, it is still possible that the copyright holder may request the deletion of certain
data. If this happens, we will edit the content without affecting the questions and answers. If retaining
images is also not allowed, we will still keep the annotation data and provide metadata (including
URL) for the corresponding images.

Does the dataset contain data that might be considered confidential?

Answer: No.

Does the dataset contain data that, if viewed directly, might be offensive, insulting, threatening,
or might otherwise cause anxiety?

Answer: No.

D.3 Collection Process

The distribution of our dataset and the details of the preprocessing are described in Sec. 3.1

D.4 Uses

Has the dataset been used for any tasks already?

Answer: Yes, our dataset can already enhance the performance of existing models on 360 video
object segmentation and tracking tasks.

What (other) tasks could the dataset be used for?

Answer: While our dataset is mainly intended for 360 video object segmentation (360VOS) and
tracking (360VOT), it is also applicable to a variety of other tasks, including image-level segmentation,
360 video captioning, and video generation.

Is there a repository that links to any or all papers or systems that use the dataset?

Answer: No.

Is there anything about the composition of the dataset or the way it was collected and prepro-
cessed/cleaned/labeled that might impact future uses?

Answer: Our dataset is constructed from a combination of existing video datasets and newly
collected videos. The annotations are automatically generated using large language models and
pre-trained 2D segmentors. However, it is still possible that the copyright holder may request the
deletion of certain data. If this happens, we will edit the content without affecting the questions and
answers. If retaining images is also not allowed, we will still keep the annotation data and provide
metadata (including URL) for the corresponding images.

Are there tasks for which the dataset should not be used?
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Answer: No.

D.5 Distribution

Will the dataset be distributed to third parties outside of the entity (e.g., company, institution,
organization) on behalf of which the dataset was created?

Answer: No.

How will the dataset will be distributed (e.g., tarball on website, API, GitHub)?

Answer: The code are available in https://leader360v.github.io/Leader360V_HomePage/
index.html.

Will the dataset be distributed under a copyright or other intellectual property (IP) license,
and/or under applicable terms of use (ToU)?

Answer: CC BY 4.0.

Have any third parties imposed IP-based or other restrictions on the data associated with the
instances?

Answer: No.

Do any export controls or other regulatory restrictions apply to the dataset or to individual
instances?

Answer: No.

D.6 Maintenance

Who will be supporting/hosting/maintaining the dataset?

Answer: The authors will be supporting, hosting, and maintaining the dataset.

How can the owner/curator/manager of the dataset be contacted (e.g., email address)?

Answer: We will make our contact email available after the publication of the paper.

Is there an erratum?

Answer: No. We will make announcements if there are any.

Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete instances)?

Answer: Yes. We will post new update in https://leader360v.github.
io/Leader360V_HomePage/index.html or on Huggingface at https://huggingface.co/
datasets/Leader360V/Leader360V if there is any.

If the dataset relates to people, are there applicable limits on the retention of the data associated
with the instances (e.g., were individuals in question told that their data would be retained for a
fixed period of time and then deleted)?

Answer: People may appear in the newly collected video. People may contact us to exclude specific
data instances if they appear in the video.

Will older versions of the dataset continue to be supported/hosted/maintained?

Answer: Yes. Old versions will also be hosted in https://huggingface.co/datasets/
Leader360V/Leader360V.

If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for
them to do so?

Answer: If others wish to add data, they can apply to do so provided the data is compliant and
reasonable. However, making other modifications based on our dataset is currently not allowed.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our paper’s contributions and scope are presented in the abstract and introduc-
tion accurately.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations of our work are discussed in Sec. 5
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Guidelines:
• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Details of experiments are presented in the Section of Experiments (Sec. 4)
and Appendix A. The results can be reproduced by following these details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We release our dataset and code at
https://leader360v.github.io/Leader360V_HomePage/ for anonymous review.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Details of training and test are provided in Experiment (Sec. 4)
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Error bars are not included as running our method and all competing baselines
multiple times on both tasks would incur significant computational cost.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Experiments Compute Resources are stated in the Appendix B.3.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research conform, in every respect, with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Broader Impacts are stated in Sec. 5

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no risks for misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The license and terms of use are explicitly mentioned and properly respected.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We provide details about our new dataset and annotation pipeline in the section
of experiment. We provide details about our code by a anonymous link.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: In our annotation pipeline, we employ large language models to unify semantic
labels, identify blank regions, and provide suggestions for refining existing annotations. We
provide detailed information on how the LLM is utilized, as well as its role and function
within our annotation pipeline. Please refer to Sec. 3.2 for more details.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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