
Extracting Parallelism from Large Language Model Queries

Anonymous ACL submission

Abstract001

Optimization engines for LLM query serving002
typically focus on workloads with known003
structure, treating the query itself as a black004
box. In this work, we investigate extracting005
parallelization opportunities from individual006
queries that have decomposable subtasks.007
Using the LMSYS-chat-1M dataset, we identify008
three query categories that are amenable to009
decomposition into parallel LLM calls, and010
curate a dataset of these queries as a benchmark011
for this type of within-query parallelization. We012
develop a prototype system to parallelize such013
queries and report initial performance results,014
showing that parallelization can result in a015
speedup of 5× over serial execution with com-016
parable or even improved generation quality.017

1 Introduction018
LLM interfaces must process diverse, unstructured019

queries at interactive latencies. Existing LLM serv-020

ing systems focus on optimizing structured batch021

workloads, missing opportunities for intra-query022

parallelization.023

In this paper, we observe that users of inter-024

active LLM interfaces submit queries that have025

optimization opportunities within the initial query026

itself, embedded in the language. Executing these027

queries naïvely as a single call to the LLM may miss028

important optimization opportunities present in029

the query. As a simple example, asking a language030

model to generate ten short stories will intuitively031

take longer than making ten language model calls032

for a single short story in parallel (e.g., see Figure 1).033

Developers have built ad-hoc systems to take ad-034

vantage of parallelism opportunities within natural035

language (e.g., Shenoy and Derhacobian, 2024),036

but these systems are tailored to particular query037

types and require users to provide structured queries038

(essentially asking users to provide the structure039

needed for extracting opportunites for parallelism).040

Within the LMSYS-chat-1M dataset (Zheng et al.,041

2023a), an open-source dataset of real user queries,042

Generate 10 variations of detailed descriptions
of a room, describing the type of room, the style,
and the included furniture. The description is
based on the following list:
["bed", "table", "nightstand", "lamp", "mirror"]

(a) An example of a repeated-generation query. The 10
generations can be executed in parallel.

How acceptable are the following
English sentences on a scale of 1 to 10?

1. The book is brown.
2. The book are brown.
3. The books on the table is brown.
4. The books on the table are brown.
5. The books that are on the table is brown.
6. The books that are on the table are brown.

(b) An example of a classification query. The task (rating sen-
tences) can be parallelized across the queries (each sentence).

Figure 1: Examples of parallelizable natural language
queries.

we found hundreds of examples of parallelizable 043

queries written in raw natural language. Using 044

the capabilities of the language model itself and 045

in-context examples of query structure, we can 046

extract the parallel structure from these queries 047

rather than requiring users to identify the structure 048

in their queries and format them uniformly. 049

In this paper, we show that there are many com- 050

mon user queries that support parallelism and that 051

they can be served in a unified interface rather than a 052

collection of ad-hoc systems. We analyze examples 053

from the LMSYS-chat-1M dataset, focusing on three 054

main types of queries that can be unified into a single 055

data-parallel execution interface: repeated genera- 056

tion, reading comprehension, and keyword extrac- 057

tion. We additionally construct a dataset of synthetic 058

examples of these three categories to be released as 059

a benchmark.1 We build a prototype system to paral- 060

lelize and serve these queries and show that execut- 061

1While we currently are unable to release the real examples
from LMSYS-chat-1M due to licensing restrictions, we hope
to work with the authors to release this dataset in the future.
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ing these queries in a data-parallel, rather than serial,062

way can improve performance to around 3×. When063

accounting for the number of tokens generated, we064

observe even greater gains, with improvements of065

up to 5.7×. Furthermore, we evaluate the quality of066

the outputs and find that parallelizing queries can067

lead to higher-quality responses within the same068

generation time, underscoring both the efficiency069

and the effectiveness of our approach. We hope this070

work will be a useful starting point for future work071

that aims to study parallelization in LLM queries.072

2 Related Work073

Chain-of-Thought models. Prior work has ex-074

plored structured generation and optimization075

techniques for LLM queries. Chain-of-Thought076

prompting (Wei et al., 2022) and Skeleton-of-077

Thought (Ning et al., 2024) introduce structured rea-078

soning to improve LLM outputs, though they do not079

explicitly focus on parallelization. Branch-Solve-080

Merge (Saha et al., 2023) and Parsel (Zelikman et al.,081

2023) decompose reasoning tasks to improve re-082

sponse quality but do not address execution speed.083

LLM query optimization. Programming models084

like DSPy (Khattab et al., 2022), APPL (Dong085

et al., 2024), SGLang (Kwon et al., 2023) and086

LangChain (Chase, 2022) provide structured087

interfaces for writing generation queries and088

controlling execution, while LLM compilers (Kim089

et al., 2023; Singh et al., 2024) optimize external090

API function calls. Unlike these, we extracts091

implicit parallelism from unstructured queries092

without requiring explicit user formatting.093

3 Dataset094

We identify three types of naturally paralleliz-095

able queries from LMSYS-chat-1M (Zheng et al.,096

2023b): (1) Repeated generation, where a prompt097

requests multiple variations of output; (2) Reading098

comprehension, where a passage is used to answer099

multiple questions; and (3) Keyword extraction,100

where specific terms must be identified in a passage.101

This is not an exhaustive list of possibly paralleliz-102

able, real-world queries, but in our current work we103

focus on a structured evaluation of these three types.104

While these queries from the dataset are repre-105

sentative of the tasks in each category, many are106

not clean or standardized in format. In order to107

facilitate benchmarking and pinpoint performance108

issues, we also generated synthetic datasets for the109

reading comprehension and keyword extraction110

datasets (we found that repeated generation queries111

were both plentiful in the data and also generally 112

clean and easy to parse, so the benefit of synthetic 113

data was minimal). We used GPT-4o with two 114

one-shot examples each to generate a diverse set of 115

100 synthetic queries per category, ensuring broader 116

coverage for evaluation. In Table 1 we list the final 117

size of the query set for each setting. 118

Query type Real queries Synthetic queries

Repeated generation 101 n/a
Reading comprehension 87 100

Keyword extraction 101 100

Table 1: Comparison of real and synthetic queries
For our initial performance baseline, we 119

structured the queries into JSON format for 120

standard evaluation using a combination of manual 121

inspection and automated translation with GPT-4o. 122

In particular, we prompted GPT-4o to 1) clean up 123

the initial raw queries from the LMSYS-chat-1M 124

dataset by polishing the formatting and filling 125

in anonymized entities, and 2) decompose the 126

queries into the structured data parallel format, 127

which we provide in Appendix A. The “serial” 128

entry represents the cleaned version of the query. 129

The “template”, “context”, “data”, and “n” 130

entries define the data parallel execution format. 131

We manually created five in-context examples 132

demonstrating the conversion of an original query 133

into this schema for each of the three task categories. 134

We envision this benchmark as a series of pro- 135

gressively more difficult parallelization tasks – from 136

the simplest task of parallelizing a computation 137

already in structured format to the most complex 138

task of deciding whether to parallelize, and then 139

cleaning and parallelizing, a stream of unstructured 140

queries. We present comprehensive evaluation 141

results for the parallel execution task in §5. 142

Due to licensing restrictions, we are currently 143

only able to publicly release the synthetic dataset, 144

but we report baseline performance on both 145

our curated LMSYS-chat-1M data as well as our 146

synthetic data. 147

4 Execution Baseline 148

We develop a simple performance baseline to 149

parallelize queries in our dataset. Our observation 150

is that many parallelizable LM queries can be 151

represented in a common, structured schema, which 152

we represent in our system as a JSON object 4. 153

The schema consists of a context or template that 154

is common across the parallel queries (such as a 155

passage for reading comprehension queries), and a 156
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Dataset Avg Parallel Avg Serial Normalized
Task Source Duration (s) Duration (s) Speedup Speedup

Keyword extraction LMSYS 2.38 3.23 2.54× 1.36×
synthetic 1.81 3.54 1.89× 1.95×

Reading comprehension LMSYS 3.49 10.27 5.72× 2.94×
synthetic 2.96 7.48 3.22× 2.52×

Repeated generation
LMSYS 3.79 9.51 4.39× 2.50×
synthetic — — — —
LMSYS (E2E) 4.88 9.51 3.41× 1.70×

Table 2: Performance metrics for real (LMSYS) and synthetic data not including time for schema extraction, as
well as total e2e time (including schema extraction) for repeated generation. Improvements over serial execution
times are consistent across all tasks.

list of data to parallelize over (such as independent157

queries to ask about the passage). We represent158

repeated generation queries separately in the159

schema with a field for the number of repetitions.160

In order to ensure some diversity of output for161

repeated generation queries, we implement a simple162

heuristic, asking for each generation to start with163

a different letter of the alphabet.164

From a raw query string, we can prompt an165

LLM with few-shot examples to generate the query166

schema, and then execute data-parallel LM calls.167

5 Evaluation168

5.1 Implementation169

We implemented our parallelization backend in170

C++, as it offers more fine-grained control over171

threading and concurrency; and this afforded us172

more efficient parallel processing, which was more173

challenging to implement with Python. Through the174

OpenAI API, we use the GPT-4o model for parsing175

schema and GPT-4-1106-preview for LLM calls.176

As the number of parallel calls grows signifi-177

cantly, we encountered challenges related to API178

rate limits. To address this, we implement an expo-179

nential backoff strategy that involves automatically180

retrying failed requests with progressively longer181

wait times between attempts.182

5.2 Performance183

We evaluated the latency improvements achieved184

through parallelization across the three primary185

tasks in both real-world and synthetic datasets. For186

all tasks, we measured the execution latency after187

the query has been converted into JSON format (a188

less challenging task compared to the complete,189

end-to-end task including conversion to the schema190

format) as we found that clean conversion was191

challenging for keyword extraction and reading192

comprehension. However, for “repeated generation”193

queries, where the conversion was relatively clean 194

for our query set, we also include the end-to-end 195

latency including the schema conversion. 196

Table 2 presents the performance metrics, 197

including the average execution times for both 198

the standard serial formats and the data-parallel 199

versions, the speed-up from parallelization, and the 200

“normalized” speedup accounting for the number 201

of tokens per query (parallel execution typically 202

generated longer responses). 203

Generally, we notice notable improvements in 204

the execution time when parallelized. It is apparent 205

that these tasks benefit from parallelization, as 206

parallelization consistently outperforms serial 207

executions across all tasks and datasets. The E2E 208

evaluation for repeated generation, which includes 209

the total overhead of converting raw prompts into 210

parallelizable format, shows that the parallelized 211

version still yields a significant speedup, with a 1.7× 212

improvement compared to the serial counterpart. 213

Scaling parallelization: To investigate the 214

scalability of our parallelization approach, we 215

performed an in-depth analysis using a subset of the 216

repeated generation task. We systematically varied 217

the value of n from 1 to 50, where n represents 218

the number of outputs specified in a given original 219

prompt. Figure 2 shows that we achieve the 220

expected linear speedup from parallelization, even 221

in spite of rate limiting (and the exponential backoff 222

mechanism) beginning to take effect when n>26. 223

5.3 Quality 224

To compare the quality of parallel and serial 225

outputs, we use an LLM (GPT-4o) to judge the 226

two versions of the generations according to their 227

accuracy, grammar, and specificity, as well as an 228

overall preference. In particular, our evaluation 229

prompt included the following questions which the 230

model had to answer by selecting either the serial 231

generation, the parallel generation (concatenation 232
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Figure 2: (a) Comparison of execution durations between serial and parallel approaches. The serial time grows
linearly with n while the parallel time stays roughly constant. (b) Performance improvements achieved through
parallel execution. The speedup factor, calculated as the ratio of serial to parallel execution time. Serial outputs
tend to shrink and become less verbose as n increases, while parallel outputs continue to be longer and often higher
quality, making the normalized speedup grow with n.
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(c) Repeated generation

Figure 3: A qualitative comparison of serial generations versus parallel generations using a language model (GPT-4o)
as a judge. We show the number of times the language model selected the serial generation or parallel generation
for each evaluation question.
of the individual parallel outputs), or a tie:233

1. Accuracy: Which response more accurately234

follows the instructions given in the prompt?235

2. Grammar: Which response is more236

grammatically accurate?237

3. Detail: Which response provides more detail238

and specificity?239

4. Preference: Which response do you person-240

ally prefer overall, considering all factors?241

Figure 3 presents the results. Across the three242

tasks, the language model consistently judged the243

serial outputs to be more accurate and grammat-244

ically correct than the parallel outputs; however,245

its overall preferences varied significantly across246

tasks. For the reading comprehension task, the247

model showed no clear preference between serial248

and parallel outputs. In contrast, it exhibited249

a moderate preference for serial outputs in the250

keyword extraction task and a strong preference251

for serial outputs in the repeated generation task.252

This is because the serial outputs more closely253

followed the output format requested in the prompt,254

especially in cases where the prompt specified a255

particular output schema like JSON. Furthermore,256

the language model found the independent parallel 257

responses for the repeated generation task to be 258

too redundant as a result of the parallel outputs not 259

having shared context during generation. This was 260

not an issue for the reading comprehension task as 261

each question can be answered independently; this 262

also means that parallel generations enable more 263

targeted focus on each question as evidenced by the 264

parallel outputs scoring higher in terms of detail. 265

6 Future Work 266

These results suggest that a unified, data-parallel 267

interface for LLM query execution has the potential 268

to significantly enhance both the speed and quality 269

of user interactions, making it a scalable solution 270

for interactive LLM interfaces in real-world 271

applications. However, the qualitative analysis 272

demonstrates that a naïve parallelization approach 273

may not be robust for queries which require specific 274

output formats or expect independent content across 275

parallel executions. For these queries a subsequent 276

language model step may be necessary to assemble 277

the parallel generations into the specified output 278

format or filter redundant generations. We defer 279

such exploration to future work. 280
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Limitations281

While intra-query parallelization improves effi-282

ciency, challenges remain. Our evaluation excludes283

full end-to-end execution time for complex queries284

due to schema extraction overhead. Additionally,285

our system does not yet infer the appropriate paral-286

lelization schema automatically, limiting real-world287

applicability. Finally, parallelization may introduce288

inconsistencies when queries require shared context,289

suggesting the need for context-aware methods.290
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A Query Schema352

Figure 4 presents the schema used to encapsulate data parallel queries.

{
# Original prompt string without parallelization transform
"serial": str = None,

# A template for data parallel generation which may include some context
"template": str = None,

# Context common to all executions of this query
"context": str = None,

# List of data parallel items to instantiate the template with
"data": [str] = None,

# Number of times to execute the prompt (mutually exclusive with "data")
n: int = None

}

Figure 4: Schema used to describe data-parallel tasks.

353

B Output Samples354

Figure 5 presents an example of a raw, original query and Figure 6 demonstrates how this query can be355

adapted into the schema. Figures 7 and 8 present the serial and parallel outputs respectively for this query.356

Figure 3 then demonstrates the reasoning provided by GPT-4o for its automated quality evaluation.357

original = \
"""Answer the questions about the given text:

Has the structure in the text been followed: 1. introduction 2. personal opinion 3. conclusion?
Have words

and expressions in the text been used correctly and appropriately, both simple and more complex?
Are there any lexical errors in the text?
Have grammatical constructions in the text been used correctly?
Are there any grammatical errors in the text?
Are there any spelling errors in the text?
Are there any punctuation errors in the text?
What is the CEFR level of this text?
In my opinion, success is mostly

related with hard work. If you start work on you, youll become better than you were yesterday. This
fact is very simple, but on the other hand, it will grow a great person inside you. You shouldnt
look to other people because the great enemy of yours is yourself. What is success? Is it having
a will to get something or become someone? I think, if you have an opportunity to buy something
, it can not be called a success. But if you made that opporutniy from nothing, I can say that you
succeed. But how did you get an opportunity? If you only depend on NAME_1 , it is possible to get
some opportunity, but then nothing can use it but you, even your NAME_1. Hard work is basic. Due
to hard work you can get anything you want. Maybe it takes much time , but the result would be sweet.
NAME_1 is only a small percent of your success. I dont believe in talant from birth, only hard work.
Many people think that money and success is equal, some poeple think that NAME_1 and success is equa

Figure 5: An example of an original query from the reading comprehension task.
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{
"serial": """Answer the questions about the given text:

Has the structure in the text been followed: 1. introduction 2. personal opinion 3. conclusion?
Have words

and expressions in the text been used correctly and appropriately, both simple and more complex?
Are there any lexical errors in the text?
Have grammatical constructions in the text been used correctly?
Are there any grammatical errors in the text?
Are there any spelling errors in the text?
Are there any punctuation errors in the text?
What is the CEFR level of this text?

In my opinion, success is mostly related
with hard work. If you start work on you, you’ll become better than you were yesterday. This fact
is very simple, but on the other hand, it will grow a great person inside you. You shouldn’t look
to other people because the great enemy of yours is yourself. What is success? Is it having a will
to get something or become someone? I think, if you have an opportunity to buy something, it can not
be called a success. But if you made that opportunity from nothing, I can say that you succeed. But
how did you get an opportunity? If you only depend on luck, it is possible to get some opportunity
, but then nothing can use it but you, even your luck. Hard work is basic. Due to hard work
you can get anything you want. Maybe it takes much time, but the result would be sweet. Luck is only
a small percent of your success. I don’t believe in talent from birth, only hard work. Many people
think that money and success is equal, some people think that talent and success is equal.""",

"template": """Answer the following question about the given text:

{context}

Question: {data}""",

"context": """In my opinion, success is mostly related
with hard work. If you start work on you, you’ll become better than you were yesterday. This fact
is very simple, but on the other hand, it will grow a great person inside you. You shouldn’t look
to other people because the great enemy of yours is yourself. What is success? Is it having a will
to get something or become someone? I think, if you have an opportunity to buy something, it can not
be called a success. But if you made that opportunity from nothing, I can say that you succeed. But
how did you get an opportunity? If you only depend on luck, it is possible to get some opportunity
, but then nothing can use it but you, even your luck. Hard work is basic. Due to hard work
you can get anything you want. Maybe it takes much time, but the result would be sweet. Luck is only
a small percent of your success. I don’t believe in talent from birth, only hard work. Many people
think that money and success is equal, some people think that talent and success is equal.""",

"data": [

"Has the structure in the text been followed: 1. introduction 2. personal opinion 3. conclusion?",
"Have words

and expressions in the text been used correctly and appropriately, both simple and more complex?",
"Are there any

lexical errors in the text?", "Have grammatical constructions in the text been used correctly?’,
"Are there any grammatical errors in the text?",
"Are there any spelling errors in the text?",
"Are there any punctuation errors in the text?",
"What is the CEFR level of this text?"

]

}

Figure 6: The full schema generated from the example query presented in Figure 5.
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**1. Has the structure in the text been followed: 1. introduction 2. personal opinion 3. conclusion?**
- Yes, the structure has been followed. The text starts with an

introduction to the concept of success, presents the author’s personal opinion on what constitutes
success, and concludes with a reflection on the role of hard work versus luck and talent.

**2. Have words
and expressions in the text been used correctly and appropriately, both simple and more complex?**

- Mostly, yes. The text uses a mix of simple and more complex
expressions appropriately to convey the author’s opinions on success. However, there are minor
issues with the accuracy of some expressions, such as "related with" which should be "related to."

**3. Are there any lexical errors in the text?**
- Yes, there is a lexical error with "related with" which should be "related to."

**4. Have grammatical constructions in the text been used correctly?**
- Generally, yes, but there are some issues, such as the incorrect

use of "but then nothing can use it but you," which is awkwardly phrased and could be clarified.

**5. Are there any grammatical errors in the text?**
- Yes, there are grammatical errors. For example

, "If you start work on you" could be rephrased for clarity to "If you start working on yourself."

**6. Are there any spelling errors in the text?**
- No, there do not appear to be any spelling errors in the text.

**7. Are there any punctuation errors in the text?**
- Yes, there are a few punctuation errors. For instance

, the use of commas is occasionally off, such as in "I think, if you have an opportunity to buy
something, it can not be called a success," where the placement of the first comma is unnecessary.

**8. What is the CEFR level of this text?**
- Based on the complexity of the vocabulary and sentence structures, along with the errors present,

this text could be placed around the B1-B2 level of the Common European Framework of Reference for
Languages (CEFR). It demonstrates an intermediate level of language use, with the ability to convey
personal opinions and abstract concepts, but with noticeable grammatical and lexical inaccuracies.

Figure 7: The serial output generated in response to the query given in Figure 5.
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Yes, the structure in the text has been followed: 1. introduction 2. personal opinion 3. conclusion.

Yes, the words and expressions in the
text have been used correctly and appropriately, encompassing both simple and more complex language
to convey the author’s viewpoint on success, its relation to hard work, and its distinction
from luck, talent, and monetary wealth. The text effectively communicates the idea that success
is primarily the result of hard work rather than external factors such as luck or innate talent.

Yes, there are lexical errors in the text.
For example, "start work on you" should likely be "start working on yourself," and "nothing can use
it but you" could be more clearly expressed. Additionally, phrases like "made that opportunity from
nothing" might be better as "created that opportunity from nothing," and expressions like "money
and success is equal" should be "money and success are equal," to correct subject-verb agreement.

The text contains
several grammatical errors and awkward constructions. Here are a few corrections and observations:

1. "related with
" should be "related to" in the sentence "In my opinion, success is mostly related with hard work."

2. "If you start work on you," could be
more clearly stated as "If you start working on yourself," for clarity and grammatical correctness.

3. The phrase "it will grow a great person
inside you" could be rephrased for clarity, such as "it will help you grow into a great person."

4. The sentence "What is success? Is it having
a will to get something or become someone?" could be streamlined for conciseness and clarity.

5. "I think, if you have an opportunity to buy something, it can not be called
a success." The phrase "it can not" is more conventionally written as "it cannot" or "it can’t."

6. In "But if you made that opportunity from nothing, I can say that you succeed," "succeed
" should be in the past tense, "succeeded," to maintain consistency with the past tense "made."

7. "Due to hard work you
can get anything you want." could be improved with a comma after "Due to hard work," for clarity.

8. The overall structure
and punctuation of the text can be refined for better readability and coherence. For example
, breaking down longer sentences into shorter, more concise ones could improve clarity and impact.

These adjustments would make the text grammatically correct and easier to understand.
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Yes, there are several grammatical errors in the text. Here are a few examples:

1. "related with hard work" should be "related to hard work."
2. "If you start work on you" could be better phrased as "If you start working on yourself."
3. "This fact

is very simple, but on the other hand, it will grow a great person inside you." could be clearer
. A possible revision could be, "This concept is simple, yet it fosters great personal growth."

4. "You shouldn’
t look to other people because the great enemy of yours is yourself." could be rephrased for clarity
, such as "You shouldn’t compare yourself to others because your greatest enemy is yourself."

5. "But if you made that opportunity from nothing, I can say that
you succeed." should be "But if you create that opportunity from nothing, then you have succeeded."

6. "But how did you get an opportunity
?" could benefit from a smoother transition, like "But how does one obtain an opportunity?"

7. "nothing can use it but you, even your
luck." could be clearer, perhaps "nothing but your own efforts, not even luck, can utilize it."

8. "Due to hard work you can get anything you want
." could be more grammatically correct as "Due to hard work, you can achieve anything you want."

9. "Maybe it takes much time, but
the result would be sweet." could be "It may take a long time, but the result will be rewarding."

10. The overall text could benefit
from more precise punctuation and clearer sentence structures to improve readability and coherence.

Yes, there is a spelling error in the text. The phrase "start work on you"
should likely be "start working on yourself" for clarity and grammatical correctness. Additionally
, the text uses "depend on luck" and "nothing can use it but you," which might be considered awkward
or imprecise phrasing rather than spelling errors. However, there are no conventional spelling
mistakes in terms of incorrect letter sequences within words as presented in the original query.

Yes, there are punctuation errors in the text. For instance, commas are missing in several places
where they are needed for clarity or grammatical correctness, such as after introductory phrases
("In my opinion," "But how did you get an opportunity?"). Additionally, the text could improve
its clarity and readability with the use of commas or other punctuation in complex sentences.

The text provided does not strictly align with a specific Common European Framework of Reference for
Languages (CEFR) level because it is not originally designed for language learning or assessment
purposes. However, based on the complexity of the vocabulary, the sentence structure, and the
conceptual depth of discussing success, hard work, and personal development, it could be roughly
placed at a B2 level. This level is characterized by the ability to understand the main ideas
of complex text on both concrete and abstract topics, including technical discussions in their
field of specialization, and the capacity to interact with a degree of fluency and spontaneity
that makes regular interaction with native speakers quite possible without strain for either party.

Figure 8: The parallel output generated in response to the query given in Figure 5. Note that the individual parallel
generations are concatenated together.

Both responses accurately follow the prompt’s instructions
by addressing the required questions regarding the text’s structure, word usage, lexical errors
, grammatical correctness, spelling, punctuation, and CEFR level. They both identify similar issues
within the text such as lexical and grammatical errors, thus scoring equally in terms of accuracy.

In terms of grammar, both responses are similar in terms of their grammatical construction and clarity
. There are no significant differences between them that would affect their grammatical assessment.

Regarding detail, both responses provide
similar levels of detail. They each identify key areas where the original text has linguistic
issues and make specific suggestions for improvements, thus making them equally detailed.

Lastly, for preference, there is no clear
standout between the two responses as they both provide equally valid analyses of the text and are
written with comparable clarity and detail. Thus, there is no preferred response over the other.

Figure 9: The reasoning provided for an automated evaluation by GPT-4o for the responses given in Figures 7 and 8.
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