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ABSTRACT

The transition matrix plays a critical role in label-noise learning tasks, which refers
to the transition from clean labels to noisy labels. The majority of recent meth-
ods for inferring the transition matrix concentrate on the manually hand-crafted
label noise but with bearing the high cost of time and labor. In light of this,
several straightforward and effective algorithms are introduced for automatically
annotating the label noise. However, the automatic annotation algorithms easily
generate wrong pseudo labels for similar semantic categories. Moreover, a spe-
cial instance-dependent transition matrix is launched due to the mapping from a
specific category to other similar categories during the annotation process. To
address this issue, we propose a semantic adaption estimator (SAE) to indirectly
infer the instance-dependent transition matrix. Specifically, we decouple the orig-
inal instance-dependent transition matrix to several easy-to-estimate semantic-
dependent transition matrices by introducing a semantic adaption loss function.
In this way, the original datasets can be decoupled into some simple semantic re-
gions. Then the instance-dependent transition matrix can be built from multiple
learned semantic-dependent matrices. Empirical evaluations on two real-world
datasets (i.e., S3DIS and ScanNet) demonstrate the superior performance of our
method, in comparison with the state-of-the-art.

1 INTRODUCTION

Deep learning techniques have shed light on the point cloud semantic segmentation tasks. The ma-
jority of existing models are derived based on large annotated training datasets Qi et al.[(2017ajb);
Li et al.| (2018); Huang et al.| (2018); |[Wang et al.| (2018)); Ren et al.| (2022)); Wang et al.| (2019b).
Nevertheless, accurately annotating large datasets is generally expensive and sometimes impractica-
ble, especially for the point cloud data which is unordered, unstructured, and non-uniform Hu et al.
(2021). To address this issue, the researchers have turned their appetites to the cheap datasets with
label noise Wu et al.| (2020); Veit et al.|(2017)); |Vahdat| (2017)); [Han et al.| (2018a)); |Guo et al. (2018));
Tanaka et al.| (2018)); Ma et al.|(2018)); Jiang et al.| (2018); [Ren et al.| (2018); [Han et al.| (2018b); ' Yu
et al.| (2019); Liu & Guo|(2020); |Xu et al.| (2019); Yu et al.| (2018); 'Thekumparampil et al.| (2018));
Patrini et al.| (2017); |Goldberger & Ben-Reuven| (2016)); [Kremer et al.| (2018)); Reed et al.| (2014).
Up-to-date results demonstrate that the label noise has the tendency in notably degenerating the per-
formance of semantic segmentation models, as the deep models are capable of over-fitting the label
noise |Wei et al.|(2020)).

Existing solutions with noisy labels generally fall into two categories: model-free and model-based
algorithms. The former one refers to employing several heuristic ways to decrease the side reactions
of label noise, such as the robust regularization |Guo et al.|(2018)); [Veit et al.|(2017); Vahdat (2017);
Li et al.| (2020; 2017), the samples selection scheme |Yu et al.| (2019);|Yao et al.| (2020a); |[Ren et al.
(2018);Malach & Shalev-Shwartz| (2017);|Jiang et al.|(2018)); [Han et al.|(2020; |2018b)), and the loss
designation [Ren et al.| (2018); [Ma et al.| (2020); Lyu & Tsang (2019); Wang et al.| (2019a); /Amid
et al.[(2019bja));|[Zhang & Sabuncu|(2018));|Ghosh et al.[(2017). Their credibility is usually uncertain
due to the failure to model the label noise, although several tremendous progress has been made.
Alternatively, the model-based algorithms aim to converge to the optimal solution defined on the
clean samples, where the model is learned by exploring noisy data systematically.
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The transition matrix T'(x) € [0, 1]°*¢ plays an essential role in model-based algorithms that trans-
fers the model from clean domain to noisy domain, where T;;(z) = P(Y =j | Y =4, X = z).

We further set P(A) as the probability of the event A, X as the data feature space, ) and ) as
the clean and noisy label space, respectively. Then we assume the x is a data example of X, T}; is

the probability of flipping the clean label } = 7 to the noisy label Y= j. Given T'(z), the basic
idea is that the clean label ) can be inferred by utilizing the transition matrix 7'(x) and noisy label

posterior (which can be estimated from noisy label ))). Yet the transition matrix 7'(x) is unspecified
which incurs the difficulties in learning 7'(«) from noisy data. Despite several valid techniques have
been explored such as the robust loss designation, the regularization scheme, and meta learning,
semi-supervised learning schemes, it is still difficult to model the instance-dependent label noise
transition matrix, especially for the noise labels caused by annotation algorithms.

Motivated by the fact that the instances are annotated in accordance with their semantic features
rather manually hand-crafted, we in this paper propose a semantic adaption estimator (SAE) to in-
directly infer the instance-dependent transition matrix to address the aforementioned issue. Specifi-
cally, we decouple the original instance-dependent transition matrix T'(z) to several easy-to-estimate
semantic-dependent transition matrices T'(z); (¢ = 1,2, ..., N) by introducing a semantic adaption
loss function. We assume that the probability of flipping the semantic-dependent transition matrix
T'(x); to another semantic-dependent transition matrix 7'(z); is independent, and the contribution
of semantic-dependent transition matrices to T'(x) is identical El In this case, the transition matrix
T'(z) can be approximately reconstructed from several simple semantic-dependent transition ma-
trices T'(x)1, T'(x)2, ..., T(z)n that are learned by the semantic adaption estimators. The whole
process can be found in Figure. [, Moreover, the empirical evaluations on two real-world datasets
(i.e., S3DIS and ScanNet) demonstrate the superior performance of our method, in comparison with
the state-of-the-art.
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Figure 1: Framework of our semantic adaptation estimator (SAE). It consists of two key compo-
nents: (1) The interpretable compositional layers work with semantic adaptation loss, which are
responsible for decoupling the input scene datasets to different semantic regions. The estimators
take these semantic regions as input and model semantic-dependent transition matrices. (2) The
instance-dependent transition matrix for each instance can be approximated by a coupled of the
semantic-dependent transition matrices.

The rest of the paper is organized as follows. In Section 2] we discuss how to learn semantic-
dependent transition matrices. In Section[3] we describe the details of SAE and prove the statistically
consistent of the SAE. In Section[d] we provide empirical evaluations of the SAE. In Section 5] we
conclude our paper.

!'The assumption holds since the similar semantic-dependent categories are easy to be annotated, and noisy
labels from semantic-independent categories are few.
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2  ESTIMATING TRANSITION MATRIX IN THE LABEL-NOISE LEARNING

In this section, we give a thorough description of the transition matrix with a mathematical formu-
lation. First, we show the problem setup of the objective function in the label noise point cloud. To
learn a robust model from noisy labels, we then give the definition of the transition matrix. Finally,
the mathematical form of the transition matrix estimation is given.

2.1 PROBLEM SETUP

In this paper, we set the point cloud sample as X with the corresponded semantic label being Y,
and we have (X,Y) € X x {1,...,C}, where X represents the data feature space, and C is

the size of semantic categories. Let D be the clean training data having D = (X,)), D be the
distribution of the noisy pair (X', ) with ) being the noisy semantic label space. We further detail
Das D = {(z;,7i)};—,. where (z;, ;) is a subset of noisy pair (X, V) Yao et al.| (2020b).

Then the goal is to design a loss function ! making the performance of the semantic segmentation
model f trained on the noisy dataset D is similar to the model performed on the clean dataset D,

. 1 n_o ~
Fop=argmin 3 1(f ()50 o

2.2 TRANSITION MATRIX

It is noteworthy that the semantic segmentation model is trained on the noisy label )N) but validated
on the clear label ). In this case, a transition matrix T'(x) € [0, 1]°*¢ is inevitable. We denote the

T'(x);; as the transition probability of flipping the clean label Y = i to the noisy label Y= 7, which

is mathematically formulated as T;;(z) = P(Y = j | Y = i, X = z). Then clean class posterior
can be inferred by the transition matrix 7'(x) and noisy class posterior by means of the Bayesian

inference, i.e., P() | ©) = T(z)P(Y | =). Generally, the transition matrix can be leveraged to
combat noisy labels following three common ways. The first way is to utilize an adaptation layer
that imitates the transition matrix in an end-to-end way to connect the clean labels and noisy labels.
The second way is to correct the cross-entropy loss using the estimated transition matrix. The third
way is to ease the model burden using the prior transition matrix.

2.3  TRANSITION MATRIX ESTIMATION

Anchor points method is widely used for estimating the transition matrix, where anchor points are
some data samples belonging to certain semantic categories, which is mathematically denoted as
P (3) =1] xl) =1, 2* € X. Then we can acquire the transition matrix provided that anchor points
exist and the label noise is instance-independent.

C

P(fizﬂxi)=’;P(37=j|y=k,xi)13(y=k|xi)=P(§=jyzi,w)zTij,
3 17 k:Z7
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)

According to the Equation (2)), to estimate the transition matrix, it is necessary to find anchor points
and estimate the noisy class posterior, and then the transition matrix is formulated as follows,

P(Y=jly=ha')P(¥=k|a') =P =j|Y=ia)=Py.
3)

M

P(Y=jla')=

=~
Il

1



Under review as a conference paper at ICLR 2023

However, the anchor points are hard to identify by annotation algorithms during the estimation of
the transition matrix. This de facto motivates us to consider an alternative way of avoiding approxi-
mating the transition matrix directly.

3 SEMANTIC ADAPTATION ESTIMATOR

To tackle the problem of semantic-dependent label noise caused by the anchor points, we resort to
indirectly regressing the transition matrix by means of the proposed semantic adaptation estimator
(SAE). Here we give a specific introduction in the following section.

3.1 SEMANTIC-DEPENDENT TRANSITION MATRICES

We formulate the transition matrix T'(x) using several introduced semantic-dependent transition
matrices T'(z)1, T'(2)2, . .., T'(z) N, which can be found in Equation ().

N C
T@) =PI =j|Y=i)=> Y P(N=il%=LYy=i) PQi=1]Y=1)

N oo =1 =1
=33 P(=iN=1y=i)= ZT
=1 i=1

where jivl is the noisy labels for similar semantic categories group , ) is the clean labels for similar
semantic categories group. C} is the /th similar semantic categories group, where C' = leil C.

“4)

We assume that the probability of flipping any one semantic category in semantic-dependent tran-
sition matrix T'(x); to another semantic category in semantic-dependent transition matrix 7'(z);
is independent. Then we have P (), =1|Y =14¢) = 1fori € Ciand P (), =1|Y =14) = 0,
otherwise.

G
D=3 P(N=jlN=1Y=i). 5)
i=1

Then we formulate the semantic-dependent label noise problem related to the semantic-dependent
transition matrices T'(z)1, T'(x)a, ..., T'(x) x as follows,

fDlargmle<ZT WS (x:),7 1) 7argm1anl x)1f (x:),3i)
=1

+argm1n72l x)of (), 5:) + - —|—argm1n72l )N (z:),3:) -

(6)

Intuitively, we decouple a complicated instance-dependent transition matrix to N sample semantic-
dependent transition matrices shown in Equation (€). In such a manner, a hard problem can be de-
composed into several simple sub-problems and conversely be solved by composing the correspond-
ing sub-solutions. Nevertheless, inferring semantic-dependent transition matrices from /N semantic
category groups is still difficult. Based thereon, we in this work propose a semantic adaptation
loss to partition the point cloud, where the proposed loss can be used to decouple similar semantic
categories data and estimate each semantic-dependent transition matrices in the training phase.

3.2 SEMANTIC ADAPTATION LOSS

We modify the point cloud semantic segmentation backbone with an interpretable compositional
layer Shen et al|(2021). Each filter in the encoder layer is assumed to stably decouple the similar
semantic categories or the same region through different point cloud scenes. To ensure the similar
semantic categories of the visual regions are decoupled by each filter, we design a group of filters
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to represent the same point cloud region. The filters Q = {1,2,--- ,d} in the encoder layer are
organized by different independent groups of similar semantic categories A1, Ao, -+ , Ay, where
AjUA U UAN =Q, A;NA; =0. A ={A,Ay,---, Ay} is the combination of different
filters. Given a series of point cloud scenes P, our goal is to decouple the training samples ensuring
that filters in the same group consistently denote the same region through different scenes, and
samples in different groups distribute different semantic adaptation estimator.

Given a point cloud data block p, the x? represents the feature map of the ¢th filter, and X; =

{xp } _ represents a series of feature maps of the ith filter. Then, K is a kernel function, s;; =
pEP

K (X;, X;) € Rmeasures the similarity between the ith and jth filter that represents the same region
through different point cloud scenes. Then we propose a semantic adaptation loss to measure the
differences between filters and train the filters as follows,

ol Z S
I semantic 0 Q S H 7.1]€ 1 — , (7)
=1 ZieAl,jEQ Sij

where @ is the parameters of the backbone, Slm = D ijea Sii = 2ijea K(X;, X;) repre-
sents the similarity between filters in the similar semantic group A;, S{' = 3. A jeq Sij

> e, jea K (Xi, X;) represents the similarity between filters in A; and all filters in Q2. Clearly, it
is reasonable for the filters in the similar semantic group A; have similar feature, which ensures that
the same group consistently represent the same region through different scenes. Meanwhile, the part
difference of these feature maps translates a variety of the same semantic of regions. Besides, the
proposed loss makes filters in different groups have different feature maps, which ensures that the
different semantic regions are decoupled by different groups of filters.

In addition, another loss is necessary to ensure that filters of the different semantic group A, are able
to respond to the same semantic of regions|Shen et al.|(2021)). Given a point cloud data block with ¢

semantic categories, we use P, € P to represent the subset of point cloud of the semantic category
I, =1,2,...,N). Note that the filters in a specific semantic category group will be activated by
several specific semantic regions and kept silent on remained semantic regions. For this purpose,

we design a quantification of distribution to represent each filter’s activation on different categories.

Given the pth point cloud data block, let zl(p ) represent the average activation score of filters in

semantic group A;, and we have z(p ) =

\AL\ D e Ay Douet Th s Where | Ay| represents the number

of filters in semantic group Aj, xi,u represents the uth element in xf . Spg = K (z(”),z(q)) =

(z(p)) ’ (z(q)) € R is the similarity of activation quantify distribution of different semantic groups
on the pth and gth data block of point cloud. Next, we propose a semantic decouple loss to decouple
the samples of different categories as follows,

- K (Z(p) z(q))

Ldecouple p qeb 5 _ P gePR, ) (8)
Z { 2 pePiqeh Spa Z Y pepger K (20),209)
Finally, the semantic adaptation loss is summarized as follows,
L(@, A) — )\Lsemanlic (07 A) + ﬁLdecouple(a) 4 Lseg7 (9)

where the coefficients A, 5 are tuned during the training phase. We set A = 0.1 and 8 = 0.1 in our
work.

3.3 ANCHOR-FREE ESTIMATOR

As aforementioned, the anchor points are hard to be identified during the estimation of the transi-
tion matrix Xia et al.| (2020). In this section, an anchor-free self-attention mechanism estimator is
introduced for measuring the influence from one semantic category to another semantic categories.
Specifically, the predicted semantic labels ) € C' x 1 performs matrix multiplication with its trans-
posed form VYT €1 x C. Then a semantic transition matrix is derived as follows Ren et al.| (2022),
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exp (Vi - V)
PORERAVERN

where T'(x);; represents the probability of flipping the clean label ) = i to the noisy label Y= J-

Algorithm 1 Semantic Adaptation Estimator (SAE)

Input: Label noise training point cloud D.
1: Train a deep model according to Equation (T));
2: Minimize Equation (9 to decouple the training noisy label samples;
3: Use Equation (6)) to decouple the instance-dependent transition matrix to semantic-dependent
transition matrices;
4: Use Equation to estimate the semantic-dependent transition matrices 7'(x);;
5: Couple the instance-dependent transition matrix for each semantic instance T'(z);; according to
Use Equation (@);
Output: The estimated transition matrix 7'(z).

3.4 THEORETICAL ANALYSIS

In this section, we aim to provide a proof showing that the proposed SAE ensures statistical consis-
tence of the optimal semantic segmentation within a reasonable assumption.

Assumption 1 The probability of flipping the semantic-dependent transition matrix 7'(z); to another
semantic-dependent transition matrix 7'(z); is independent.

Theorem 1 Under Assumption 1, the semantic segmentation model of the SAE is statistically con-
sistent.

Proof: We set the estimation error as E'rror, and we have:

N N N N
Error = T(x);; — T(2)%T = ZT(:E)Z —T(2)¢T = ZT(SL’)[ - Z ZT(:U)[GUT
1=1 1=1 u=1 =1
N
=T@)h+...+T@)y — (T@)F +.. +T@F +> > T
=1 u=1,u#l
N 1D
= (Tah —T@)F) +... + Ty - T@)F) =Y > T@iy
=1 u=1,us#l

N
=Y T@) - T@f)+C.
=1

The Equation (II) holds because there is no additional estimation error for the transition
matrices to decouple the transition from the instance-dependent to the semantic-dependent.
DORTD D wp T()f ] is a constant. T(x); — T(x)f" is risk-consistent, and the corresponded
estimator is therefore statistically consistent |Song et al.| (2022)). Then, it is reasonable to learn the
instance-dependent transition matrix by minimizing several statistically consistent semantic seg-
mentation transition matrices because a favorable transition matrix should make the semantic seg-
mentation risk small.

4 EXPERIMENTS

In this section, we perform several experiments to demonstrate the performance of our method.
First, we give an introduction of the datasets, and show the training details of our method. Then
an group experiments are conducted to show the effectiveness in point cloud semantic segmentation
tasks with various label noise levels. Furthermore, we provide the transition matrix estimation error
results with different label noise levels of two datasets to show the correctness of the SAE.
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4.1 EXPERIMENT SETUP

Datasets. We test the effectiveness of SAE on the corrupted version of two datasets, (i.e., S3DIS |Ar-
meni et al.| (2016), ScanNet Dai et al.|(2017)). S3DIS contains six large-scale indoor areas with 271
rooms. Following the same experimental setting as previous methods, Areal, Area2, Area3, Area4,
and Area6 are used as the training set, and Area5 for testing. There are in total 12 semantic elements,
which can be classified into window, door, and other structural elements. ScanNet is a popular 3D
real-world dataset with label noise from human annotators, which contains 2.5 million views in
1513 scans. The first 1201 scenes are adopted as the training set, and the remaining are used for
testing. We leverage the existing three annotation algorithms ((i.e., Kpconv Thomas et al.| (2019),
MPRM |Wei et al.| (2020) and PCAM [Wei et al.| (2020)) to corrupt the training samples. Given that
it is more realistic that annotation algorithms have no prior semantic knowledge, the loss function
of the above annotation algorithms is vanilla cross entropy loss. In Step 1, we use the same training
settings to train annotation algorithms as their papers are used. Taking Kpconv as an example, we
train Kpconv base on Tensorflow and use an NVIDIA GeForce RTX 3090 graphics card. During
the training phase, we use the batch size of 4 for S3DIS and ScanNet. In step 2, the training mod-
els are used to generate pseudo semantic labels. The final data format is (x,y, z,7, g, b, 1), where [
represents the semantic labels.

SAE implementation details and optimization In
this work, we take a comparison with five state- 39.00
of-the-art approaches (i.e. CE, MAE |Ghosh et al. 38.75
(2017), GCE|Zhang & Sabuncu| (2018]) focal loss|Lin 38.50
et al.| (2017), CGA Loss [Lu et al.| (2021)), and we s625 ,

use mean intersection over-union (mloU) to evalu- W
ate the performance of each model on the clean test
datasets. All experiments are implemented within

—*— SAE

lest miou
w
©
o
o

the TensorFlow framework, which is trained for 500 37.50
epochs and tested both on NVIDIA Tesla V100. We 3725
first use SGD with momentum being 0.98, the batch 37.00
size of 16, and an initial learning rate of 10~2 to ini- o 1?he nlusmbelreof filztoers zo

tialize the network. During the training phase, T'(z)

is initialized with an identity matrix. We use 16 fil- Figure 2: Illustration of the hyperparame-
ters in the interpretable compositional layer to de- ter sensitivity. The figure illustrates how
couple the datasets since we find that our method is the number of filters affects the test seman-
insensitive the amount of filters and can obtain the tic segmentation performance. The results
highest mloU with the number of filters being 16, (mean =+ std) are reported over the last 5
which is shown in Figure. 2] Additionally, clean epochs. The error bar for the standard de-
samples are not used for fine-tuning. And T'(x) viation figure has been shaded.

should be removed during the test stage.

4.2 SEMANTIC SEGMENTATION RESULTS EVALUATION

Table 1: Semantic segmentation mloU (%) of several baselines methods on S3DIS with different
label noise levels. The results (mean =+ std) are reported over the last 10 epochs. The best results are
boldfaced respectively.

S3DIS
~ Kpconv MPRM PCAM
Forward(|Patrini et al.|(2017)) 55.23£0.01 31.484+0.03 30.21+£0.02
S-model(|Goldberger & Ben-Reuven|(2016)) 55.14+0.02 32.73+0.04 31.04+0.01
Co-teaching(|Han et al.|(2018b)) 52.37+0.02  39.13+0.02 27.16+0.02
M-correction(|Arazo et al.|(2019)) 47.13+0.03  24.53+0.02 27.594+0.03
SAE 64.48+0.13  38.29+0.06 33.96+0.05

To further demonstrate the effectiveness of the SAE, five state-of-the-art approaches are imple-
mented and tested with the default setting on different label noise levels in two datasets. We use
the annotation algorithms’ name to represent three semantic-dependent label noise levels (i.e., Kp-
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S3DIS with label noise(Kpconv)

S3DIS with label noise(MPRM) S3DIS with label noise(PCAM)
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Figure 3: Illustration the effectiveness of SAE for point cloud semantic segmentation task with
different label noise levels of two datasets.

conv is low-level label noise, MPRM is middle-level label noise, and PCAM is high-level label
noise). The results are found in Table. [T]and Figure. 3] Obviously, our method improves the perfor-
mance of corresponded backbone Kpconv in terms of all three semantic-dependent label noise levels
in two datasets, which further demonstrates that our proposed method achieves consistent top results
on label noise levels. We also observe that more interesting phenomena appear when we compare
the robustness of different loss functions. MAE |Ghosh et al.[(2017) reports that MAE is much more
robust than CE loss, however, which is not applicable to the semantic-dependent label noise in point
cloud semantic segmentation task.

On the left of Table. 2} we give the specific semantic segmentation mloU. It can be seen that our
SAE for S3DIS with three label noise levels achieves 64.48+0.13%, 38.29+0.06%, 33.961+0.05%,
respectively. As shown on the right of Table. 2] the performance on three label noise levels is
significantly better than other algorithms. As a conclusion, these results show that the robust and
stable of SAE is useful to the semantic segmentation on semantic-dependent label noise.

Table 2: Semantic segmentation mloU (%) of state-of-the-art on S3DIS and ScanNet with different
label noise levels. The results (mean =+ std) are reported over the last 10 epochs. The best results are
boldfaced respectively.

S3DIS ScanNet
Kpconv MPRM PCAM Kpconv MPRM PCAM
CE 63.514+0.07 37.24£0.04 33.24+0.03 65.24+0.05 40.41+0.02 36.40+0.01
MAE 47.564+0.02 25.55+0.01 26.76+£0.01 23.67+0.00 10.61+0.00 10.14+0.00
GCE 57.704+0.02  36.01£0.03  31.24+0.01 44.09+0.01 23.284+0.01  17.9940.00

Focal loss r=5 61.17£0.07 36.12+0.03  32.45+0.01 61.85+0.06 40.46+£0.00 36.80+0.07
Focal lossr=10  58.71£0.09  36.07+0.01  32.32+0.01  60.46+0.03 40.984+0.02 35.70+0.02
CGA 63.01+0.06 35.57+0.02 32.71£0.02 65.21£0.05 40.57+0.01 35.63+0.01
SAE 64.48+£0.13  38.291+0.06 33.96+0.05 66.30+0.08 41.23+0.04 37.99+0.02

4.3 TRANSITION MATRIX ESTIMATION ERROR

We compare the estimation error between our SAE and the pure estimator (E) on two real-world
datasets (S3DIS |Arment et al.| (2016) and ScanNet Dai et al.|(2017)) under different testing epochs
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—— SAE E

Dataset: S3DIS. Noise: Kpconv. Dataset: S3DIS. Noise: MPRM, Dataset: S3DIS. Noise: PCAM.
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Figure 4: Transition matrix estimation error on S3DIS, ScanNet. The error bar for standard deviation
in each figure has been shaded. The lower the better.

and different label noise levels. The network is trained for 500 epochs, and converges after 200
epochs. The estimation error is calculated by measuring the ¢;-distance between the estimated
transition matrix and the ground truth T'(x). The average estimation error and the standard deviation
over 5 repeated experiments for the both estimators are illustrated in Figure. 4]

Note that the SAE is an anchor-free estimation method which is different from the original T'(z)
estimator |Patrini et al.|(2017). For a fair comparison, we use the pure anchor-free estimator (E) as the
baseline. Figure. d]illustrates the estimation error of the E and the SAE on two real-world datasets.
Obviously, the estimation error of E keeps unchanged during the whole procedure. Consequently,
the estimation error of the SAE is continuously smaller than the E. Moreover, the estimation error
of the SAE is less sensitive to different label noise levels compared to the E. Besides, the estimation
error of the E on MPRM noise is approximately doubled than the SAE on the convergence semantic
segmentation model. In contrast, when testing the SAE with convergence models, its estimation
errors on the different label noise levels show little difference. Similar to the results on the MPRM
noise level, the experiments on another two label noise level also show that the estimation error
of the SAE is continuously smaller than that of the E, which demonstrates the effectiveness of the
proposed SAE. Notably, on the ScanNet dataset, both estimators perform a bit different in terms of
estimation error, where the SAE surpasses the E after 100 epochs. Consequently, the proposed SAE
method can correctly recover the transition matrix 7'(x).

5 CONCLUSION

In this paper, we propose a new semantic adaptation estimator (SAE) to effectively model the
semantic-dependent label noise in estimating the transition matrix T'(z). A divide-and-conquer
paradigm is launched in our algorithm. Specifically, a semantic adaptation loss is used to decouple
the complicated relationship of semantic categories. Then we estimate the relation among same
regions. Finally, the coupled instance-dependent transition matrix is derived. Empirical evaluations
on two real-world datasets (i.e., S3DIS and ScanNet) demonstrate the superior performance of our
method, in comparison with the state-of-the-art. In the future, we are going to develop a contrast
selection strategy to maximize the merit of automatic annotation algorithms. Meanwhile, we also
will learn various prior constraints from different noise levels that in the same dataset. Overall, we
expect our work will make appropriate contributions to diverse label noise applications.
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