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ABSTRACT

Networks serve as efficient tools to describe close relationships among nodes.
Taxonomies consist of labels organized into hierarchical structures and are often
employed to describe rich attributes of the network nodes. Existing methods that
co-embed nodes and labels in a low-dimensional space all encounter an obstacle
called under-fitting, which occurs when the vector of a node is obliged to fit all
its labels and neighbor nodes. In this paper, we propose Hlerarchical Multi-vector
Embedding (HIME), which allows multiple vectors of a node to fit different sets
of its labels in a Poincaré ball, where the label hierarchy is well preserved. Ex-
periments show that HIME has comprehensive advantages over existing network
embedding methods in preserving both node-node and node-label relationships.

1 INTRODUCTION

A network is usually applied to depict the proximities among nodes, with extra node properties de-
scribed by labels organized as a taxonomy. For instance, in a co-authorship network with a research
taxonomy, a network edge between two researchers reveals their close academic relationship, while
the hierarchical labels ’artificial intelligence’, *natural language processing’ and ’sentiment analysis’
formed into a label-path in the taxonomy reveal a researcher’s areas of interest. Generally, a node
can have multiple label-paths in the taxonomy telling different properties, as shown in figure[I] (a).

Heterogeneous network embedding serves as an option for co-embedding nodes and labels. It learns
a low-dimensional vector for each entity, so that the distances among the embedding vectors indicate
the topographic distances among entities in the network with the taxonomy. However, the single
embedding vector of a node can be overloaded to preserve both the node-node and the node-label
relationships, which causes the under-fitting problem [Yang et al.| (2020). As illustrated in figure [1]
(b), single-vector embedding methods will possibly embed a node in the middle of all its labels in
order to minimize the overall node-label distances, resulting in the node not being close to any of its
labels. The under-fitting problem seriously worsens the performance on the distance-related tasks,
such as label retrieval for a certain node according to the node-label distances.

To solve the under-fitting problems, one way is to reform the embedding position of the labels so
as to minimize the chances of under-fitting, which can be achieved by using hyperbolic spaces. A
hyperbolic space is a non-Euclidean space, and it grows exponentially with the increase of the space
radius. It can be viewed as a continuous version of trees, which naturally caters to the hierarchical
label structure [Nickel & Kielal (2017). Labels in a label-path are embedded in the same direction
in the hyperbolic space, so that a node vector is less likely to under-fit the labels belonging to a
single label-path. But simply using hyperbolic embedding technique does not necessarily tackle the
under-fitting problem, since a node can have multiple label-paths in different directions. However,
by allocating multiple vectors to a node, with each fitting a small set of labels as shown in figure
(c), the under-fitting problem can be well resolved.

Therefore, we propose Hlerarchical Multi-vector Embedding (HIME), which co-embeds network
nodes and taxonomy labels in a hyperbolic space. HIME gives each label a single embedding vec-
tor to preserve the hierarchical structure, while a node has multiple vectors, with one specialized
in maintaining the node-node proximity, and the others overcoming the under-fitting problem in
preserving the node-label relationships.
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Figure 1: The difference between single-vector embedding and multi-vector embedding. Given a
network node with five circled labels in a taxonomy (a), single-vector embedding learns a vector
in the middle of all the five labels, which leads to under-fitting (b). However, by learning multiple
vectors for a node, the under-fitting problem can be overcome in a Poincaré disk (c).

Our work makes the following contributions: (1) We solve the under-fitting problem by allowing
multiple embedding vectors of a node to fit different sets of labels. (2) A Least Recently Used
(LRU) based algorithm balances the loads on the multiple vectors of a node. (3) Hyperbolic spaces
are applied to co-embed network nodes and hierarchical labels more effectively. (4) Experiments
show that HIME has better capability of preserving both node-node and node-label relationships
compared with existing network embedding methods.

2 RELATED WORK

In this section, we first introduce some classic approaches of network embedding, followed by the
taxonomy-related embedding methods most relevant to our background. Hyperbolic embedding
methods will then be presented. Finally we will introduce the concept of multi-aspect embedding.

Network Embedding. Approaches of network embedding can be mainly categorized into matrix
factorization, Skip-Gram with walk patterns [Mikolov et al.| (2013) and neural networks from the
perspective of methodology. Algorithms based on matrix factorization Belkin & Niyogi|(2003));|Cao
et al. (2015);/Ou et al.| (2016)) obtain embedding vectors by factorizing either Laplacian eigenmaps or
the node proximity matrix. Methods using Skip-Gram model with walk patterns are prevailed in both
plain network embedding [Perozzi et al.|(2014); Grover & Leskovec (2016); Tang et al.[(2015b)), and
heterogeneous network embedding \Dong et al.| (2017); [Tang et al.| (2015a)); [Hussein et al.| (2018]).
The neural network based methods [Kipf & Welling| (2016); [Hamilton et al.| (2017); Wang et al.
(2018 |2016); |Cao et al.| (2016); [Fu et al.| (2017) generate the embedding vectors by ways such as
graph convolution and adversarial training Goodfellow et al.| (2014). Though not customized for
networks with taxonomies, these classic methods laid the foundation for later embedding methods
varying for different tasks or data.

Taxonomy-Related Embedding. Several embedding methods on networks with taxonomies have
been proposed in recent years. Onto2Vec |Smaili et al.| (2018) first learns the embedding vectors
of the biomedical taxonomy, and then generates the vectors for biological entities based on the
learned taxonomy vectors. The drawback of Onto2Vec is that it ignores the label co-occurrences
when learning the vectors for labels. Tag2Vec [Wang et al.| (2019) applies meta-path patterns and
co-embeds nodes and hierarchical labels, while it still suffers from the under-fitting problem when a
node has multiple label-paths. Given a label in the taxonomy, TaxoGAN Yang et al.|(2020) spares an
individual embedding space for it, where its nodes and its child labels are embedded by adversarial
training. Although TaxoGAN well preserves the node-label proximity in small sub-graphs, it fails
to maintain the node-label relationships globally. The key issue of embedding lies in using globally
functional vectors to overcome the under-fitting problem, which has not been well addressed by
existing taxonomy-related methods.
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Hyperbolic Embedding. Previous researches have shown that preserving hierarchical structures
in Euclidean space requires large embedding dimension [Nickel et al.| (2014), while it can be eas-
ily achieved by using low-dimensional hyperbolic spaces |(Gromov| (1987); Boguna et al. (2010).
HGCN |Chami et al.| (2019) embeds nodes by using graph convolution operation defined in hyper-
bolic spaces. Poincaré|Nickel & Kiela|(2017)) embeds words into a Poincaré ball so as to maintain the
hypernym relationships, while HMLC|Chen et al.| (2020) performs hierarchical multi-label text clas-
sification by co-embedding words and labels into a hyperbolic space. The success of single-vector
hyperbolic embedding on words mainly attributes to the fact that most words are univocal in the
hierarchy. However, these methods are not capable of representing nodes with multiple label-paths.

Multi-Aspect Embedding. Contrast to existing single-vector embedding methods, several recent
works have revealed the necessity of learning multiple vectors for each node in different aspects.
PolyDW [Liu et al.| (2019) represents each facet of an item using an embedding vector; Splitter
Epasto & Perozzi| (2019) allows multiple node embedding vectors to encode different communities;
Asp2Vec |Park et al.| (2020) employs random walks to dynamically assign aspects to each node
according to its local context; JOIE Hao et al.| (2019) presents a two-view embedding model for
a knowledge graph. Though innovative, most multi-aspect methods preserve relationships among
nodes in different aspects, while neglecting either node-aspect proximity or hierarchical structures.
Differently, HIME preserve both node-node and node-label relationships under the label hierarchy.

3 PRELIMINARIES

In this part, we will first formally define our problem, and introduce the notations used throughout
the paper. Then we will briefly describe the Poincaré ball where nodes and labels are embedded.

3.1 PROBLEM STATEMENT

HIME takes the following data as inputs:

e anetwork N = {V,E}, where V = {v;},i = 1,2,..,n is the set of nodes, and E =
{eij},i,7 =1,2,..,n,i # j is the set of edges;

e a label taxonomy T' = {L, S}, where L = {[;},7 = 1,2,...,m is the set of labels, and
S ={si;},i,j =1,2,...,m,i # j is the set of parent-child edges;

e alabel assignment A = {A4;},i = 1,2,...,n, where A, is the set of labels that node v; has.
Once a label appears in A;, all its ancestors in the taxonomy will also appear in A;.

Given the inputs, HIME learns a single vector for each label and multiple vectors for each node.
Specifically, every node has a single 'root vector’ to preserve node proximity, and several *branch
vectors’ to fit its labels. Formally, given dimension d and branch vector number k£, HIME produces:

e The root vectors R™*¢ of the nodes, with R; referring to the root vector of v;;

e The branch vectors B™*¥* of the nodes, with Bij,i=1,2,..,n,5 = 1,2,..., k referring
to the j-th branch vector of v;;

e The label vectors Q™* ¢, with @; referring to the representation vector of /;.

In this way, R preserves the node proximity, () preserves the hierarchical taxonomy, while B and @)
together preserve the node-label relationships. All vectors function in a Poincaré Ball as follows.

3.2 THE POINCARE BALL MODEL

Let ||-|| denotes the Euclidean norm. A Poincaré ball with dimension d and radius 1 can be defined as:
D= {z e RY : ||z]|* < 1}, g, = A2I,, where g, is the Riemannian metric tensor, \, = —2

1=lz]|?
and I, is the identity matrix. The distance between two points x,y € D%! can be computed as:
: Iz —y|’
dist(z,y) = arcosh (1 +2 5 5 | - (1)
(= [l2[F)(X = [ly[I”)

Though having limited radius, the Poincaré ball has infinite space volume. A hierarchical structure
can be embedded in the ball by placing the root near the center while leaves near the open surface.
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4 METHOD

In this section, we will first introduce multi-vector embedding used for preserving the node-label re-
lationships. Then a load balancing strategy that optimizes multi-vector embedding will be explained.
Finally we will detail the whole learning procedure and discuss the complexities of HIME.

4.1 MULTI-VECTOR EMBEDDING

Traditional single-vector embedding methods generate a single embedding vector for each node.
When a node has numerous labels, the single vector is often overloaded to preserve all the node-
label relationships, and therefore stuck in an under-fitting position. However, by giving multiple
branch vectors to a node, the under-fitting problem will be significantly alleviated.

To implement multi-vector embedding, we should first define the distance Dist,,(-,) between a
node and a label. Since the label will be fit by the node if only one of the node’s branch vectors
is close to it, we define the node-label distance as the shortest distance from all the node’s branch
vectors to the label vector. With the distance function dist(-, -) defined by equation formally,

Disty (v, ;) = jlnén kdist(Bia,Qj). 2)

yeen

We optimize the branch vectors and the label vectors by Skip-Gram with negative sampling Mikolov
et al.| (2013). Specifically, we view all the ground-truth node-label pairs as the positive set R. Given
the negative sampling number p, for every node v;, we sample p|A;| labels not in set A4;, and form
the negative node-label pairs with v;. We gather all the negative node-label pairs as a set Rycg4.
Given the node-label distance defined by equation 2] the loss function of node-label relationships
can be written as:

Loss, = — Z log o(—Distpni(vi,15)) — Z log o(Disty(vs,15)). 3)
(vi,lj)ER (vi,lj)ERReq
where o(z) = (H%) We first randomly initialize the vectors of B and @) near the origin of

the Poincaré ball. By minimizing Loss,;, the negative samples serve as a strong force to push all
the vectors away from the origin, while the positive samples decrease the distances of the ground-
truth node-label pairs. Finally, the node-label distances of the positive node-label pairs will become
relatively smaller, while those of the negative ones will become larger.

Here we show how B and () are optimized by minimizing Loss,,;. Given a node v; and a label /;,
Lossy; first computes their node-label distance by equation [2| Suppose B;; is the branch vector
closest to (); among all v;’s branch vectors. In this way, Dist,,; (v, ;) = dist(B;1, Q;). Therefore,
during the back propagation process, only ¢); and B;; are updated by pair (v;, [;), with the gradients
of v;’s other branch vectors being unchanged. Particularly, when (v;, [;) serves as a positive sample,
the label [; will be assigned to the closest branch vector of v;, and both the label vector and the branch
vector will be updated closer. The branch vectors and label vectors can be compared to centroids
and points in K -means clustering algorithm, where a point is always assigned to its closest centroid,
while a centroid fits a cluster of points.

4.2 LOAD BALANCING STRATEGY

Here, we will first discuss the problem of inactive branch vectors that penalizes multi-vector embed-
ding, then an LRU-based policy will be presented to settle this problem.

4.2.1 THE INACTIVE BRANCH VECTORS

As mentioned above, given a positive node-label sample (v;,l;),l; € A, [; is always assigned to
the branch vector closest to it during the optimization. We call a node’s branch vector ’active’ if
at least one of the node’s labels is assigned to it. Relatively, an ’inactive’ branch vector means that
none of the node’s labels is assigned to it, also indicating that it fits no labels. In order to balance
the loads of fitting labels on all branch vectors of a node, we aim at maximizing the number of the
active branch vectors.
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Figure 2: An illustration of the LRU replacement policy. Three red branch vectors are allocated to
fit the blue labels, with one continuously being lazy (a). After two LRU periods (b)-(c) and (d)-
(e), finally each branch vector fits a small set of labels (f). In real cases, the label vectors are also
updated, and the geodesic line between any two points in a 2D Poincaré disk is actually a curve.

For a node having a small number ¢ of labels where ¢ < k, unavoidably, at least k¥ — ¢ inactive
branch vectors exist at any time. However, there is no guarantee that all the k£ branch vectors will be
active if ¢ > k. Consider situation (a) shown in figure[2] A node is given k& = 3 red branch vectors
to fit its ¢ = 7 blue labels, with the third branch vector being inactive since it is not the closest
to any labels. Given the node-label loss function in equation [3|and the node-label distance defined
by equation [2] in the following iterations, the presently active branch vectors will be continually
updated by the positive node-label pairs of the node, with the inactive branch vector never being
optimized positively. Therefore, the second branch vector is continually pulled by five labels and
stuck in an under-fitting position, with contrast to the third branch vector always being lazy.

It should be pointed out that a node is allowed to have less than & active branch vectors, which is
similar to K -means clustering algorithm having less than K active centroids. But in order to prevent
the unbalanced loads shown in figure |Z| (a), we aim at making the most of the k branch vectors. We
present a solution to the unbalanced loads based on the LRU algorithm.

4.2.2 THE VECTOR REPLACEMENT POLICY

The least recently used (LRU) algorithm originally describes a cache replacement policy that swaps
out the least recently used cache pages to make room for frequently used pages. Here, we apply the
LRU algorithm to balance the loads among different branch vectors. The main idea is to move an
inactive branch vector to a place near the most active branch vector so as to share the burden of it.

Figure [2] illustrates the optimization process using the LRU policy. In (b), a vector replacement is
performed, and branch vector 3 is replaced by a new vector close to branch vector 2, with their
margin being 10~2 * ¢, where € is a random normal distribution vector. Extreme cases exist that
the new vector attracts all the labels of the original vector, as shown in (c), causing the previously
active branch vector 2 becomes inactive. However, iterations of the LRU policy will finally achieve
a correct vector replacement. As illustrated in (d), after an LRU period, the inactive branch vector 2
is relocated so that branch vectors 2 and 3 each attracts a set of labels, which is shown in (e). Finally
each of the three branch vectors is optimized to fit a small group of labels, as shown in (f).

In the implementation, we maintain a hit matrix H™** to support the LRU algorithm. Specifically,
H;; record the hit number of B;;. A hit of B;; means that B;; fits a label of node v;. H can be simply
maintained by sending a Boolean variable to the function [2]that calculates node-label distances. The
Boolean variable indicates whether the node-label pairs are positive samples. Specifically, if a node-
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Algorithm 1 The whole learning process.

Input: network [V, label taxonomy T, label assignment A, dimension d, the branch vector number
k, negative sampling number p, epoch number g, LRU period ¢
Output: root vectors R, branch vectors B, label vectors )
1: initialize H = 0; randomly initialize B, R and () near the origin of the Poincaré Ball
2: for epochin {1,2,...,¢} do

3:  negatively sample label-label, node-label and node-node pairs

4:  compute Loss;; and update ) by batches

5:  compute Loss,; and update () and B by batches meanwhile maintaining H
6:  compute Loss,, and update R by batches

7. if epoch mod ¢ == 0 then

8: update B by the LRU algorithm

9: H=0
10:  endif
11: end for

12: output R, B, Q and H

label pair is a positive sample, the function will remember the index a of the branch vector that fits
the label, and then plus H;, by 1 to record a hit. After a period of optimization, for every node with
inactive branch vectors, we replace one of its inactive vectors with a new vector initialized close to
the active branch vector with the highest hit value. We then clear H to 0 for the next LRU period.

4.3 THE WHOLE LEARNING PROCESS OF HIME

There are three kinds of relationships that need to be preserved: the node-node relationships pre-
sented by the network N, the label-label relationships given by the taxonomy 7°, and the node-label
relationships revealed by the label assignment A. We have mainly discussed how to preserve node-
label relationships by multi-vector embedding. Here we briefly present the loss functions of the
node-node and label-label relationships.

Node-Node Relationships. Node-node relationships are reflected by the edges of the network V.
Each node v; has a single root vector R;, and we use the root vectors to preserve the node-node
relationships. Given the edge set £ of the network N, let I/ denote the set of edges not being in E.
For every edge e;; in E, we negatively sample p edges from E either connecting node v; or node
v;. We combine these edges into a set of negative samples FE,.,. With equation 1| calculating the
distance between two vectors, we aim at minimizing the following loss function:

Losspn = — »_ logo(—dist(Ri, R;)) — Y logo(dist(R;i, R;)), (4)

e;;€E €i;€EEney

Label-Label Relationships. The label-label relationships are given by the label hierarchy T =
{L,S}, where S = {s;;},4,j = 1,2,...,m contains the parent-child relationships between label
pairs. Here, we view edges in S’ as un-directed. Similarly, we take the edges in S as positive
samples, and for every edge s;; in S, we negatively sample p edges from S connecting either I;
or l;, where S is the complementary set of 5. We gather these negative samples as set Sp,c5. The
objective function of label-label relationships is:

Loss; = — Z log o(—dist(Q;, Q;)) — Z log o(dist(Q;, Q;)). 5)

5i;E€S 5ijESneg

Given the three Loss functions 3] {f] and [5} the learning process aims at minimizing the following
loss function:
Lossiota; = L0SSy,, + Lossy + Lossy,.

During the back propagation, we use Riemannian Stochastic Gradient Descent (RSGD) Bonnabel
(2013) to update R, B and @ in the Poincaré ball.

Algorithm [1] shows the whole learning process of HIME. The space complexity of HIME is O((1 +
k)|V'|d+|L|d), which is the space occupied by R, B and Q. For simplicity, we use | A| to refer to the
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total number of ground-truth node-label pairs. Given the predetermined negative sampling number
p, during each epoch, (1 + p)|S| label-label pairs, (1 + p)|A| node-label pairs and (1 + p)|E]|
node-node pairs are passed to the model. The extra cost of our method lies in the minimization
computation defined by equation which is O(k). Therefore the total time complexity of learning
for g epochs is O(gp|S| + gkp|A| + gp|E|), which grows linearly with the increase of the branch
vector number k.

5 EXPERIMENTS

We conduct the experiments on datasets from different domains to evaluate HIME’s performance in
preserving node-label and node-node relationships compared with existing methods.

DBLP. Yang et al.| combines a DBLP, co-authorship network with ACM]|research taxonomy. The
nodes are authors, and the labels are hierarchical key words. A label will be assigned to an author
if the paper of the author contains that key word. Based on their dataset, we extract a dense sub-
network containing 12379 nodes and 268 labels organized into a 4-level hierarchy. Our DBLP
dataset has 12164 un-directed node-node links and 50402 node-label links, therefore a node has
1.97 neighbor nodes and 4.07 labels on average.

STRING-GO. We use the protein-protein interaction network of humans from STRING database
Szklarczyk et al.|(2021) ,with the Cellular Components domain of Gene Ontology (GO) |Ashburner.
et al.| (2000); |[GO2 (2021) being the taxonomy. The GO annotation of human proteins is given by
GOA database (Camon et al.| (2004); [Huntley et al.| (2015). The STRING-GO dataset consists of
13840 nodes and 4184 labels organized into a 4-level DAG, and has 348658 un-directed node-node
links and 205629 node-label links. On average, a node has 50.38 neighbor nodes and 14.86 labels.

Methods for Comparison. We include 7 existing network embedding methods either classic or
state-of-the-art for comparison. Node2Vec (Grover & Leskovec| (2016), LINE [Tang et al.| (2015b)
and GraphGAN |Wang et al.|(2018)) deal with plain networks, and we run these methods by viewing
labels as plain nodes and label-related edges as plain edges. GraphSAGE |[Hamilton et al.| (2017)),
PTE Tang et al.|(2015a) and TaxoGAN |Yang et al.| (2020) are embedding methods on heterogenous
or attributed networks, among which TaxoGAN is the state-of-the-art method on networks with
taxonomies. We also include Poincaré Nickel & Kielal (2017), which embeds nodes and labels in the
Poincaré Ball to better preserve the hierarchical structures. In the experiments, we set the embedding
dimension of all methods to 256. We test HIME with £ being 2, 4 and 8, and therefore the dimension
of branch vectors are 128, 64, 32 respectively so as to ensure that HIME has the total dimension of
256. All methods are trained for 50 epochs.

5.1 NODE-LABEL RELATIONSHIPS

We design three tasks to evaluate the performance of all methods in preserving node-label relation-
ships, namely label retrieval, label-path retrieval and node retrieval. For better describing the tasks,
we first define the proximity score of two objects as the inner product of their representation vec-
tors for methods in Euclidean spaces. For HIME and Poincaré, the score is the negative hyperbolic
distance between the two vectors.

Label Retrieval. In the Label-retrieval task, given a node, the method should recall all the ground-
truth labels of the node by ranking the scores of all labels with regard to that node. We use the
Mean Rank MR of the ground-truth labels to evaluate the label-retrieval performance on a node.
We average the MR, over all nodes to obtain MR.

Label-Path Retrieval. The label-path retrieval task evaluates a method’s capability of retrieving a
correct label-path for a node. Given the node, the method first predicts the label with the highest
score at the top level of the taxonomy. If the predicted label falls into one of the node’s label-
path, then the prediction will move to the sub-tree rooted at the predicted label. The prediction will
continue until either a false prediction occurs or the whole label-path is predicted correctly. The
accuracy Acc is computed as the ratio of the number of accurately predicted labels to the label-path
length. We use Acc averaged over all nodes to evaluate the label-path retrieval performance.

Node Retrieval. Given a label, the node-retrieval task aims at ranking the nodes of that label ahead
of those not belonging to that label. The method ranks the scores of all nodes with regard to the
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Table 1: The experiments on the two datasets with the embedding dimensions of all methods being
256. The dimensions of vectors of HIME_2, HIME 4, HIME_8 are 128, 64 and 32 respectively,
satisfying the constraint that all methods have 256 dimensions.

DBLP \ node-label \ node-node | 1abel-label
| MR  Acc AUPRC | AUPRC AUROC| MR
TaxoGAN | 124.61 5460 453 99.53 99.92 136.81
Node2Vec | 11120 3359  11.23 94.58 97.59 68.67
LINE 8557 29.83 2785 82.79 92.74 80.40
GraphSAGE | 5827 6646  27.56 65.39 87.62 81.51
GraphGAN | 90.74 2553  35.00 99.88 99.98 76.95
PTE 17248 1080  5.04 81.84 92.85 144.71
Poincare 2372 5239 45.69 96.12 98.92 81.20
HIME 2 772 8739 91.26 98.47 99.13 50.81
HIME 4 736 8744  96.51 98.38 99.10 49.75
HIME 8 6.69  68.95  76.61 97.25 98.42 68.44

STRING-GO | node-label \ node-node | label-label
| MR  Acc AUPRC | AUPRC AUROC| MR
TaxoGAN | 2356.12 7371  4.69 91.09 96.77 2053.35
Node2Vec | 617.73 12.80  19.10 69.49 87.36 611.01
LINE 111057 1498  27.61 78.06 91.09 1072.03
GraphSAGE | 125621 990  20.24 43.33 77.38 1165.21
GraphGAN | 1231.63 1245  25.74 92.98 97.84 1325.69
PTE 2891.33 1098  5.07 79.68 92.35 1644.75
Poincare 11039 1812 22.10 85.90 93.10 710.47
HIME 2 9133 26.00  53.64 86.59 94.84 596.30
HIME 4 8644 17.93  70.16 86.64 94.91 562.49
HIME 8 90.30  19.13  78.85 86.70 94.98 584.19

label, and we use the Area Under the Precision-Recall Curve AUPRC to evaluate the ranking. We
then average the AUPRC over all labels to obtain AUPRC evaluating the overall performance.

The three 'node-label’ columns of table (1| correspond to the three tasks. In the label retrieval task,
HIME and Poincaré are the best two methods on both datasets, mainly because the Poincaré Ball
has more embedding capacity compared to its Euclidean counterparts with the same dimension.
Moreover, HIME performs slightly better than Poincaré, in that HIME minimizes the distances
between a node and its labels by using multiple branch vectors, causing the ground-truth labels
ranked further ahead.

In the label-path retrieval task, HIME and TaxoGAN are the two methods having the overall best
performances on both DBLP and STRING-GO, mainly because they both allow multiple vectors of
a node in essence. On DBLP, HIME obtains higher Acc than TaxoGAN, While on STRING-GO,
TaxoGAN outperforms all other algorithms with a considerable margin. This is because TaxoGAN is
specialized in retrieving a node’s ground-truth label from the label’s siblings by embedding them into
a small sub-graph. Compared to DBLP which has only 268 labels, STRING-GO has 4184 labels,
which makes the effect of decomposing the taxonomy into different sub-graphs more remarkable.
However, the drawback of decomposition is also obvious since the embedding vectors of the nodes
only function locally in different sub-graphs, and this side-effect will be revealed by the task of node
retrieval as follows.

By allowing multiple globally functional vectors of a node, HIME significantly outperforms all other
methods on the task of node retrieval. HIME_4 and HIME_8 are the best on DBLP and STRING-GO
respectively. By contrast, TaxoGAN performs poorly on the node-retrieval task. This is because in
TaxoGAN, a local embedding vector of a node is not able to reflect the node’s relationship with
a label outside of the sub-graph. Therefore, the scores between most node-label pairs are almost
random, which accounts for the poor ranking performance of TaxoGAN.
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Figure 3: The research areas of an author in a 2D Poincaré disk. The blue points are the hierarchical
labels, with the red points being the author’s active branch vectors. ’Information retrieval’ and
‘retrieval tasks and goals’ are embedded apart in HIME_S.

5.2 NODE-NODE RELATIONSHIPS

We apply the task of node-pair retrieval to evaluate the performance in preserving node-node rela-
tionships. Specifically, we randomly sample positive and negative node-node pairs, with their ratio
being 1:4. The methods calculate the score of every node-node pair, and generate a ranking for all
node-node pairs. We use AUPRC and AUROC to evaluate the node-node pair retrieval performance.

The columns of 'node-node’ in table |1| display the results of node-pair retrieval. GraphGAN has
the highest AUPRC and AUROC values compared to other methods, followed by TaxoGAN, HIME
and Poincaré. The power of adversarial training can be inferred from the good performance of
TaxoGAN and GraphGAN. Though not the best on the node-node pair retrieval task, HIME performs
better than other Euclidean and hyperbolic methods. The success of HIME in preserving node-node
relationships can be partly attributed to the branch vectors, which liberate the root vectors from the
burden of fitting labels.

5.3 LABEL-LABEL RELATIONSHIPS

We use the retrieval of parent-child edges to evaluate the preservation of label taxonomy. Given a
label, the methods rank the scores of all other labels with respect to the label. We use the Mean
Rank MR of the its immediate child labels to evaluate the preservation of hierarchy. We average
the MR over all labels to obtain MR.

The ’label-label’ column in table [T] shows the results. HIME, Poincaré and Node2Vec are the three
best methods, with HIME_4 being the best on both DBLP an STRING-GO. It can be seen from
figure 3| and table (1] that the hierarchical label structure of HIME_8 is not well preserved compared
to that of HIME_2 and HIME 4. This is because the label vectors are mainly optimized by Loss,,;.
When £k increases, the branch vectors of nodes are given more degrees of freedom than the label
vectors. The decrease of Loss,,; is mainly contributed to the branch vectors instead of the label
vectors, causing the label vectors being optimized insufficiently. Therefore, we recommend setting
k less than 5 so as to gain a significant increase in performance compared to single-vector embedding
methods, meanwhile keeping a low time complexity.

6 CONCLUSIONS

We propose a method called HIME, which endows a node with multiple vectors to alleviate the
effect of under-fitting in the hyperbolic embedding space. Our multi-vector embedding can be easily
extended to Euclidean spaces by simply changing the distance function, and can also be applied in
plain networks where a node belongs to multiple communities. We point out that though multiple
vectors can help preserving the node’s relationships with labels, they may also distort the label
hierarchy by over-fitting. Therefore, we suggest setting a small multi-vector number so as to achieve
a notable improvement in performance with a small time cost. But how to strike an embedding
balance between the node-label relationships and the label hierarchy awaits future researches.
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A APPENDIX

A.1 RIEMANNIAN STOCHASTIC GRADIENT DESCENT

Riemannian Stochastic Gradient Descent (RSGD) [Bonnabel (2013) is a technique that updates pa-
rameters by back-propagation in hyperbolic spaces. Here we briefly introduce the RSGD process
applied by Nickel & Kiela (2017) in a Poincaré ball.

Suppose we are given a set @ = {6} ; of parameters in a Poincaré ball of radius 1: V@, €
O, ||6;|| < 1. Given a loss function L(®), We aim at optimizing © by minimizing L(©):

O + argmin L(©)
)

We should first calculate the Riemannian gradients for every parameters, and then update the param-
eters in the Poincaré ball. given the learning rate 7, the back propagation in the Poincaré ball can be
defined as:
0111 + Po,(—mVRrL(6:)),
where P is a retraction function, V i is the Riemannian gradient. The retraction is related to both
nV rL(6;) and €’s position at time ¢, and its function is similar to the optimization step in Euclidean
space simply achieved by:
0t+1 — Bt - 'I’]VEL(Bt)

The Riemannian gradient is not difficult to calculate. Given the Riemannian metric tensor: gg, =
)\gtl where \g, = ﬁ and [/ being the identity matrix, the Riemannian gradient can be calcu-

lated based on the Euclidean gradient V g:
VRL(6:) = g5, VEL(6,).

Therefore, given the loss function L, we can first calculate the Euclidean gradient V g of the pa-
rameter 6 at time ¢ by traditional back-propagation in Euclidean space, and then divided it by gg, to
obtain the Riemannian gradient of ;.

Given the Riemannian gradient V g L(8;), Nickel & Kiela|define their updating process as:

0111 < Q(0: —nVRL(6:)),
where
z/ |zl —€ [z =1

) = {w e <1°

and € serve as a small vector. In this way, if 6,4 falls out of the Poincaré ball with radius 1, e will
pull it back into the ball, therefore 8, always satisfies ||0;|| < 1.

The drawback of this linear retraction is that it neglects the characteristics of the hyperbolic spaces.
By contrast, We use exponential map to perform the retraction. Exponential and logarithmic maps
serve as transformation tools between a Poincaré Ball D%! and an Euclidean tangent space E¢. For
any point ¢ € D%!, the exponential map and the logarithm map for v # 0 and y # x are:

Az 0], v
eXpw(’U) =@ @ (tanh( 2 )m),
2 _ —rdy
1 = = tanh (|| g

where ) )
(1 +2(z,y) + yl")z + 1~ |lz|7)y

2 2
1+2(z, y) + =] [yl

rDy=

The Riemannian gradient V g L(6;) can be viewed as a vector in the tangent space of 6;. Therefore,
we can perform the optimization step on 8; by mapping the Riemannian gradient from 6;’s tangent
space to the Poincaré ball to obtain 0. Formally, we finally gets 8,1 by:

9t+1 — expgt (—VRL(Ot))
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Table 2: The experiments on preserving node-label relationships. HIME_k refers to HIME using &
branch vectors. All results are shown in percentage.

DBLP | 1 - MR/|L| | Acc | AUPRC
Dimension | 32 8 2 | 32 8 2 | 32 8 2

TaxoGAN 79.14 7947 7899 | 65.27 6522 63.31 | 1541 1397 824
Node2Vec 86.20 80.32 62.56 | 60.14 45.81 24.25 | 56.55 3437 10.39
LINE 84.56 8240 70.84 | 58.34 46.82 4271 | 49.34 3398 15.55
GraphSAGE | 8731 85.83 81.02 | 6294 47.60 41.69 | 54.64 38.39 13.10
GraphGAN | 85.01 69.58 62.86 | 52.62 31.18 24.23 | 53.75 3246 12.71
PTE 86.17 83.12 77.04 | 61.96 52.53 4638 | 58.13 36.01 18.40
Poincaré 96.60 96.28 94.64 | 62.28 59.85 55.57 | 50.62 4136 36.62
HIME_2 98.30 9843 9797 | 9478 90.46 82.81 | 87.97 8292 71.99
HIME_4 98.58 98.72 98.63 | 9456 92.08 90.82 | 93.78 90.96 86.50
HIME_8 98.92 9890 98.28 | 97.82 95.04 7294 | 9742 95.22 87.36

STRING-GO |  1-— MR/|L| Acc | AUPRC
Dimension | 32 8 2 | 32 8 2 | 32 8 2

TaxoGAN 8248 8037 78.11 | 53.09 49.12 43.34 | 5.03 492 4.0
Node2Vec 75.50 70.65 58.85 | 2338 13.10 6.08 | 27.58 16.02 7.19
LINE 72.03 68.54 5478 | 19.10 16,55 896 | 19.05 14.06 6.65
GraphSAGE | 76.35 7293 6222 | 2206 17.61 9.62 | 2493 16.28 8.25
GraphGAN | 76.88 69.79 60.07 | 2590 19.58 8.64 | 28.82 17.83 7.77
PTE 80.94 73.67 66.28 | 26.57 1842 932 | 29.10 18.80 10.12
Poincaré 97.02 96.56 90.96 | 24.89 18.61 14.31 | 2546 21.26 15.59
HIME 2 98.01 97.65 97.75 | 30.67 23.70 22.93 | 38.66 35.84 25.11
HIME_4 98.35 9831 98.17 | 33.77 29.06 25.90 | 57.76 55.56 38.76
HIME_8 98.66 98.72 98.37 | 40.18 32.63 29.69 | 69.67 68.30 43.66

A.2 EXPERIMENTS
A.2.1 DATASET CONSTRUCTION

DBLP. We sample a subset of the DBLP network with the research taxonomy, where each author
has at least one co-author in the network. Every author in the network has at least one label in the
research taxonomy.

STRING-GO. We use the protein-protein interaction network (PPI) of humans provided by
STRING |Szklarczyk et al.|(2021). We set a threshold of 800 to sample the edges in the original
data to form our PPI network. We then delete the proteins not appearing in GOA |Camon et al.
(2004); Huntley et al.| (2015), so that each protein has its GO-terms in the GO taxonomy.

A.2.2 PARAMETER SETTINGS

On both datasets, we set the learning rate of the root vectors R and the label vectors @ to 0.01, while
for the branch vectors B we set their learning rate to 0.02. The negative sampling number is set to
5, and the batch size is 1000. The LRU period is set to 5 epochs. We train HIME on both DBLP and
STRING-GO for 100 epochs.

A.2.3 RESULTS

Table [2| and figure {4 reveal the performance of all methods on the node-label preservation under
different dimensions. Besides, table [3|and figure [5tell detailed results of node-node preservation.
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Figure 4: The experiments on preserving node-label relationships.

A.2.4 THE DISTORTION OF THE HIERARCHY

As shown in figure [6] [7] and [8] with the increase of the branch vector number %, the hierarchy
structure of the labels is less preserved. Here we mainly present our understanding of hierarchy
distortion caused by multi-vector embedding. Given the total loss function:

Lossiotar = L0SSyy + Lossy + Lossy,

We should first figure out which part of the loss function contributes to the preservation of the label
hierarchy most, and then find the reason of the hierarchy distortion.

At first glance, one may first guess that Loss;; helps preserving the label hierarchy most, since it
depicts the parent-child relationships among labels. However, by using the taxonomy information
T alone, the machine are not likely to generate a correct tree structure in the Poincaré ball, with the
root label embedded close to the origin, while the leaf labels embedded near the border. This can be
explained by the fact that each label in a taxonomy tree with un-directed links can be equally viewed
as the root. The un-directed parent-child set S’ gives no extra information of the true root labels to
the machine.

Since Lossy,, is specialized in preserving node-node relationships, Loss,,; becomes the only an-
swer. Labels in a higher hierarchy level will be frequently updated by the positive node-label
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Table 3: The experiments on preserving node-node relationships.

Dataset | DBLP
Metric | AUPRC | AUROC
Dimension | 32 8 2 | 32 8 2

TaxoGAN | 99.12 98.18 64.34 | 99.70 99.29 90.67
Node2Vec 88.62 73.81 29.16 | 96.27 90.42 65.18
LINE 83.46 5430 26.14 | 93.22 78.67 53.22
GraphSAGE | 81.25 59.06 23.43 | 9094 79.11 55.67
GraphGAN | 99.38 9643 71.15 | 99.95 99.10 90.75
PTE 88.38 8545 47.02 | 96.04 95.07 73.89
Poincare 9442 9195 8123 | 97.52 96.04 89.32
HIME 99.56 99.46 98.03 | 99.93 9991 99.27

Dataset | STRING-GO
Metric \ AUPRC \ AUROC
Dimension | 32 8 2 | 32 8 2

TaxoGAN | 93.10 85.61 41.83 | 97.47 93.73 74.90
Node2Vec 87.84 79.10 43.10 | 96.02 89.11 71.01
LINE 75.98 5894 38.89 | 90.52 7998 64.96
GraphSAGE | 88.65 77.26 34.03 | 96.62 89.12 62.87
GraphGAN | 9385 86.49 55.00 | 97.89 95.15 82.03
PTE 89.29 7549 4140 | 97.09 88.78 73.57
Poincare 90.51 82.12 69.25 | 97.01 91.69 85.25
HIME 94.04 88.90 85.05 | 98.09 9595 94.13

DBLP STRING-GO
300 - . = 300
0 : on D —
- a® & Saga — oy S oy
250 g = = oy p"" 250 - ol iSO:QEQ
=) O oy ) s 2 5%
5 pabs 2000 337 o ¥
~ oY oS0 <
% 150| & 3

100

50

AUPRC AUROC AUPRC AUROC
I TaxoGAN N LINE GraphGAN Poincare
HE Node2Vec I GraphSAGE I PTE BN HIME

Figure 5: The experiments on preserving node-node relationships. The different shades of the colors

represent the results under dimension 32, 8 and 2 from bottom to top.

pairs, therefore single-vector Poincaré embedding will place high-level labels near the center of
the Poincaré ball so as to reduce the overall node-label distances. While low-level labels are pushed
away from the center by negative samples. But when excessive branch vectors are allowed, the
node-label distances call be decreased by updating multiple branch vectors, with labels being lazy
and stuck in the middle, as shown in ﬁgure@ Therefore, the hierarchy of the labels will be distorted.

To prevent the hierarchy distortion, a small branch vector number is suggested.
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Figure 6: The embedding vectors of the research taxonomy produced by HIME 2.
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Figure 7: The embedding vectors of the research taxonomy produced by HIME 4.
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Figure 8: The embedding vectors of the research taxonomy produced by HIME_S8.
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