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Abstract

Sarcasm is a complex form of sentiment expres-001
sion, widely used in human daily life. Previ-002
ous work primarily defines sarcasm as a form003
of verbal irony, which covers only a subset of004
real-world sarcastic expressions. However, sar-005
casm serves multifaceted functions and mani-006
fests through various rhetorical devices, such007
as echoic mentions, rhetorical questions, and008
hyperbole. To fully capture its complexity, this009
paper investigates fine-grained sarcasm classi-010
fication through the lens of rhetorical devices,011
and introduces RedSD, a RhEtorical Device-012
Aware Sarcasm Dataset with counterfactually013
augmented data. To construct the dataset, we014
extract sarcastic dialogues from situation come-015
dies (i.e., sitcoms), and summarize nine rhetori-016
cal devices commonly employed in sarcasm.017
We then propose a rhetorical device-aware018
counterfactual data generation pipeline facil-019
itated by both Large Language Models (LLMs)020
and human revision. Additionally, we propose021
duplex counterfactual augmentation that gen-022
erates counterfactuals for both sarcastic and023
non-sarcastic dialogues, to further enhance the024
scale and diversity of the dataset. Experimen-025
tal results on the dataset demonstrate that the026
fine-tuning models show more balanced perfor-027
mance over zero-shot models, including GPT-028
3.5 and LLaMA 3.1, underscoring the impor-029
tance of integrating various rhetorical devices030
in sarcasm detection.1031

1 Introduction032

Sarcasm is a subtle and peculiar form of sentiment033

expression, often employed to criticize or ridicule034

a person, situation or idea. Refer to the formal035

description of sarcasm as presented in A Dictionary036

of Modern English Usage (Fowler, 1926):037

“Sarcasm does not necessarily involve038

irony, and irony has often no touch of039

1Our dataset are avaliable at https://anonymous.4open.
science/r/RedSD-742D

A: Will you please take
that stupid hat off?
B: No, I want to blend in.
A: To what? Toy Story?

I love to be ignored.

Positive
Sentiment 

(1) incongruent

Actually kidding.

Negative
Situation

inconsistent(2)
A: I can drink a beer
underwater.
B: And I’m sure your
parents are proud.

Rhetorical devices

③ Irony

Sitcom 
Corpus

② Rhetorical
question

① Hyperbole

Figure 1: Comparison of traditional sarcasm and our
rhetorical device-aware sarcasm. The left side of the
figure defines sarcasm as a way of verbal irony, typi-
cally relying on complex model structures to recognize
(1) emotional incongruity or (2) logical inconsistency.
The right side illustrates three examples of our rhetori-
cal device-aware sarcasm in dialogue. The phrase "To
what? Toy Story?" employs ① hyperbole to emphasize
the absurdity of the speaker B’s hat and reinforces the
sarcastic tone through ② rhetorical question. Notably,
③ irony is also considered a rhetorical device for ex-
pressing sarcasm.

sarcasm. But irony... is so often made 040

the vehicle of sarcasm... The essence of 041

sarcasm is the intention of giving pain by 042

(ironical or other) bitter words.” 043

With the universal existence of sarcasm, Sarcasm 044

Detection (SD) plays a vital role in tasks such as 045

sentiment analysis, opinion mining and hate speech 046

detection (Rosenthal et al., 2014), all of which rely 047

on accurately capturing genuine human sentiments 048

(Li et al., 2021a). However, comprehending sar- 049

casm requires a considerable amount of facts, com- 050

monsense knowledge, and logical reasoning (Poria 051

et al., 2016). Additionally, in text-only settings, 052

sarcasm detection models are particularly sensitive 053

to the presence or absence of contextual cues (Kim 054

et al., 2024; Jang and Frassinelli, 2024). Even for 055

people, it is not always easy to identify sarcasm in 056

a single tweet without prior conversational context 057

(Riloff et al., 2013), highlighting the need to con- 058

struct a high-quality corpus of sarcasm in dialogue. 059

Most prior work defines sarcasm as a way of 060
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verbal irony where someone says the opposite of061

what they mean (Liu et al., 2022a; Min et al., 2023;062

Li et al., 2021b; Yue et al., 2024; Kim et al., 2024).063

Consequently, automatic sarcasm detection meth-064

ods predominantly focus on exploring the incon-065

gruity between the positive sentiment and the nega-066

tive situation (Riloff et al., 2013; Min et al., 2023),067

or evaluating the inconsistency between the actual068

intention and the literal content (Liu et al., 2023),069

as illustrated in Figure 1. Despite their effective-070

ness, a notable concern is whether current sarcasm071

detection models are robust enough to capture the072

complexity and diversity of sarcasm.073

Recently, some researchers argue that this nar-074

row definition of sarcasm provides a foundation075

that is neither necessary nor sufficient for sarcasm076

to occur (Oprea et al., 2021; Jang and Frassinelli,077

2024). Meanwhile, several studies have embarked078

on fine-grained sarcasm detection. For example,079

Oraby et al. (2016) operationalize classes of sar-080

casm in the form of rhetorical questions and hyper-081

bole, Abu Farha et al. (2022a) propose to further082

label each text into one of the categories: sarcasm,083

irony, satire, understatement, overstatement, and084

rhetorical question, and Ray et al. (2022) extend the085

MUStARD dataset with sarcasm types that specify086

the necessary information or modality for sarcasm087

detection. While these studies have advanced our088

understanding of sarcasm, they fail to encompass089

the full spectrum of sarcastic expressions or delve090

into the intrinsic nature of sarcasm itself. There-091

fore, it is imperative to explore a more nuanced and092

comprehensive classification system for sarcasm.093

Since sarcasm often manifests through various094

rhetorical devices that simultaneously contribute to095

its complex and multifaceted nature, this work ex-096

plores fine-grained sarcasm classification through097

the lens of rhetorical devices and integrating them098

into sarcasm detection. Specifically, we intro-099

duce RedSD, a RhEtorical Device-Aware Sarcasm100

Dataset with counterfactually augmented data. In-101

spired by Castro et al. (2019), we utilize sitcom102

corpus to extract sarcastic dialogues with various103

rhetorical devices. As shown in Figure 1, each104

sarcastic dialogue may involve multiple rhetorical105

devices. To learn more robust sarcasm detection106

models, we employ ChatGPT (OpenAI, 2023) to107

generate counterfactuals and incorporate rhetori-108

cal devices into the prompts. After automatically109

filtering and and human revision, we ultimately cu-110

rate a new sarcasm detection dataset with an equal111

number of sarcastic and non-sarcastic dialogues.112

To further enhance the scale and diversity of our 113

dataset, we propose duplex counterfactual augmen- 114

tation, which generates counterfactuals for both 115

sarcastic and non-sarcastic dialogues. In summary, 116

our contributions are as follows: 117

• To the best of our knowledge, we are the first 118

to explore fine-grained sarcasm classification 119

through the lens of rhetorical devices. 120

• We propose a novel counterfactual data gener- 121

ation pipeline and duplex counterfactual aug- 122

mentation based on rhetorical devices. 123

• We introduce RedSD, a new sarcasm detec- 124

tion dataset comprising 2k dialogues and nine 125

rhetorical devices, to develop more robust sar- 126

casm detection models. 127

• We conduct a series of experiments with our 128

dataset, demonstrating the necessity and effec- 129

tiveness of integrating rhetorical devices for 130

improved sarcasm detection. 131

2 Related work 132

2.1 Sarcasm Detection 133

Previous work on sarcasm detection can be broadly 134

classified into two main areas: creating datasets 135

and creating models. 136

Creating datasets The availability of high- 137

quality datasets is indispensable for sarcasm de- 138

tection. Traditionally, distant supervision (Ptáček 139

et al., 2014) and manual labeling (Filatova, 2012; 140

Abercrombie and Hovy, 2016; Oraby et al., 2016; 141

Khodak et al., 2018; Castro et al., 2019; Oprea 142

and Magdy, 2020; Yue et al., 2024; Jang and 143

Frassinelli, 2024) are utilized to collect sarcasm 144

datasets (Abu Farha et al., 2022b). Distant super- 145

vision is easy and scalable, but the data tends to 146

be saturated with casual expressions and lacks con- 147

textual information. Meanwhile, manually labeling 148

and annotation are inefficient, costly, and typically 149

limited in scale and diversity. For instance, Cas- 150

tro et al. (2019) propose MUStARD, a sarcasm 151

dataset compiled from sitcoms, which is relatively 152

small and may exhibit suboptimal performance in 153

text-only settings. Recently, leveraging LLMs for 154

data labeling and annotation has been applied to 155

sarcasm dataset construction (Kim et al., 2024), 156

presenting a promising research direction. 157
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Creating models The mainstream methods ei-158

ther explore the incongruity between the positive159

sentiment and the negative situation (Riloff et al.,160

2013; Min et al., 2023), or evaluate the inconsis-161

tency between the actual intention and the literal162

content (Liu et al., 2023). Nowadays, the surge163

in multimodal content has propelled the field of164

multimodal sarcasm detection (MSD), with the ob-165

jective of detecting both inter- and intra-modal in-166

congruities (Liang et al., 2022; Liu et al., 2022b;167

Jia et al., 2024; Chen et al., 2024). However, these168

efforts primarily address only irony and are there-169

fore not comprehensive. There are also a lot of170

work focusing on introducing new tasks to advance171

sarcasm detection models, such as Sarcasm Ex-172

planation in Dialogue (SED) (Kumar et al., 2022),173

Sarcasm Initiation and Reasoning in Conversations174

(SIRC) (Singh et al., 2024), aiming to capture the175

authentic essence of sarcasm. In this work, we176

leverage the internal knowledge and reasoning ca-177

pabilities of LLMs based on rhetorical devices.178

2.2 Counterfactual Sarcasm Detection179

Counterfactual Data Augmentation is an increas-180

ingly prevalent approach in many natural language181

processing (NLP) tasks (Kaushik et al., 2020; Qin182

et al., 2019; Wu et al., 2021; Paranjape et al., 2022;183

Ross et al., 2022). In the field of sarcasm detection,184

Oprea and Magdy (2020) ask the authors of sarcas-185

tic tweets to provide non-sarcastic rephrases, which186

aligns with the concept of counterfactuals. Jia et al.187

(2024) propose tailored augmentation methods to188

rewrite sarcastic and non-sarcastic samples sepa-189

rately. For sarcastic samples, they simply employ190

ChatGPT (Brown et al., 2020) to reverse the sen-191

timent polarity. For non-sarcastic samples, they192

select a target entity found in both the visual and193

textual modalities. However, the generated coun-194

terfactuals lack diversity and may contain potential195

inter- or intra-modal logical inconsistencies. Our196

work focuses on text-only sarcasm detection and197

incorporates various rhetorical devices to generate198

high-quality counterfactuals.199

3 Methodology and Dataset200

In this section, we present our Rhetorical Device-201

Aware Counterfactual Sarcasm Detection frame-202

work, which consists of three phases: Rhetori-203

cal Device-Aware Data Collection (RDDC, §3.1),204

Counterfactual Data Augmentation (CDA, §3.2),205

and Duplex Counterfactual Augmentation (DCA,206

§3.3), as illustrated in Figure 2. In addition, we 207

conduct dataset analysis in §3.4. 208

3.1 Rhetorical Device-Aware Data Collection 209

We compile a corpus of sarcastic dialogues from 210

The Big Bang Theory, a TV show whose characters 211

are often perceived as sarcastic. Since the show 212

vividly depicts human behavior and interactions 213

with richly detailed context, it enables us to reliably 214

infer the intentions of the authors and ensures our 215

interpretations align with them, thereby mitigating 216

labeling inconsistencies. Furthermore, the corpus 217

incorporates various rhetorical devices across di- 218

verse scenarios, establishing a foundation for our 219

fine-grained sarcasm classification. 220

Specifically, we manually extract 1,018 sarcastic 221

dialogues from season one to season twelve, and 222

identify a total of nine distinct rhetorical devices of 223

sarcasm. In addition to five previously examined 224

types of sarcasm, including irony, echoic mention 225

(Sperber and Wilson, 1981; Oprea et al., 2021), hy- 226

perbole, rhetorical questions (Oraby et al., 2016; 227

Oprea and Magdy, 2020), self-deprecation (Abu- 228

laish and Kamal, 2018), we further introduce the 229

following four types: 230

• Presupposition (Utsumi, 2000; Bajri, 2016): 231

an implicit assumption about a shared belief 232

or mutual knowledge between speakers. 233

• Innuendo: implying something negative or 234

critical without stating it explicitly. 235

• Intentional Reenactment: highlighting the 236

absurdity of a situation or contrasting one’s 237

words with their actions through detailed and 238

exaggerated depictions. 239

• Unexpected Twist: a sudden or surprising 240

shift, often starting with a seemingly straight- 241

forward or expected path. 242

For each sarcastic dialogue, we ensure its context 243

is sufficient for reliable sarcasm detection and man- 244

ually annotate the corresponding sarcastic segment 245

and rhetorical device. The rhetorical device annota- 246

tion process is guided by predefined definitions and 247

detailed examples. For each rhetorical device, we 248

manually annotate two samples as exemplars (ICL 249

examples ① in Figure 2). For example, if the sar- 250

castic dialogue involves hyperbole, we selectively 251

incorporate hyperbole-based ICL examples. No- 252

tably, all annotation processes are conducted by a 253
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3) Duplex Counterfactual Augmentation
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Bang 

Theory
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Intention

Explanation
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Not sarcasm
+

Rhetorical Device

ICL Examples ②
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GPT-4o
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Fine-tuning Model

Sarcasm Detection

Filter In

Figure 2: The illustration of our framework. The first two phases complete the construction of the sarcasm dataset,
RedSD, while the third phase further enhances the scale and diversity of the dataset without human revision.

single annotator with comprehensive contextual un-254

derstanding and domain knowledge of the corpus.255

To mitigate potential biasas, we implement iterative256

refinement by reviewing the entire dataset multiple257

times. For ambiguous cases, GPT-4 is used as an258

additional reference to facilitate decision-making259

and improve label reliability.260

3.2 Counterfactual Data Augmentation261

To obtain non-sarcastic dialogues from the exist-262

ing rhetorical device-aware sarcastic dialogues and263

construct a fine-grained sarcasm dataset, we em-264

ploy LLMs to generate counterfactuals, which is265

extensively utilized to mitigate spurious correlation266

by altering the causally salient parts of instances267

that contributes to the label assignment (Dixit et al.,268

2022; Chen et al., 2023). Although LLMs have269

shown impressive generative capabilities, directly270

prompting them to transform sarcastic dialogues271

into non-sarcastic counterfactuals may yield un-272

satisfactory outcomes. These include simplistic273

or generic responses, failure to accurately identify274

the sarcastic segments, correctly flip the label, or275

logically maintain coherence with the context.276

Given the highly subjective and complex nature277

of sarcasm, we incorporate manually annotated278

sarcastic segments, rhetorical devices and ICL ex-279

amples ① into the prompts of GPT-4o. As a way280

of Chain-of-Thought (CoT) prompting (Wei et al.,281

2022), we instruct GPT-4o to first interpret the282

speaker’s underlying intention, then provide a con- 283

cise explanation for why the dialogue contains sar- 284

casm. This two-step process facilitates the genera- 285

tion of high-quality counterfactuals by ensuring a 286

deep understanding of the context. 287

To enhance the quality of the generated counter- 288

factuals, we apply GPT-4o to automatically filter 289

out undesired dialogues, including those that are 290

unnatural, incoherent, or still contain sarcasm. Any 291

data identified as undesired is then passed to hu- 292

man annotators (the same annotator as in §3.1) for 293

verification and revision. Finally, we obtain a new 294

sarcasm dataset (RedSD), which is composed of 295

2,036 dialogues, with an equal number of sarcastic 296

and non-sarcastic dialogues. 297

3.3 Duplex Counterfactual Augmentation 298

LLMs have demonstrated their strong performance 299

in sarcasm detection (Gole et al., 2023). To fur- 300

ther enhance the scale and diversity of our dataset, 301

we propose Duplex Counterfactual Augmentation. 302

As opposed to sarcasm-to-non-sarcasm transfor- 303

mation described in §3.2, DCA introduces bidi- 304

rectional counterfactual generation without human 305

revision, aiming to rapidly expand the dataset’s 306

scale. Notably, the data generated at this stage is 307

used solely for additional data augmentation and is 308

not included in the RedSD dataset. 309

Specifically, we use existing pairs of sarcas- 310

tic and counterfactual non-sarcastic dialogues in 311
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Rhetorical Device Irony Echo. Hyperbole Rhet. Q. Presupposition Innuendo Reenact. Twist Self-dep.

Number 229 21 364 95 440 126 162 47 20

Table 1: The overall statistics of nine rhetorical devices in RedSD. Due to space limitation, we use the following
abbreviations: Echo. for echoic mention, Rhet. Q. for rhetorical question, Reenact. for intentional reenactment,
Twist for unexpected twist, and Self-dep. for self-deprecation.

Phase RDDC CDA DCA

Number 1,018 1,018 4,043

Table 2: Number of dialogues generated at each phase.

RedSD as inputs, and prompt GPT-4o to generate312

new pairs: non-sarcastic counterfactuals and sarcas-313

tic counterfactuals. For each rhetorical device, we314

manually annotate one sample as an exemplar (ICL315

examples ② in Figure 2). This process is divided316

into the following two steps:317

• Rewrite Sarcastic Dialogue: Analyze the318

given two dialogues to understand the nuances319

between sarcasm and non-sarcasm, and con-320

vert the sarcastic dialogue into a straightfor-321

ward, non-sarcastic version.322

• Rewrite Non-Sarcastic Dialogue: Select an323

appropriate target (a person, object, or situa-324

tion) for the sarcasm and specify a rhetorical325

device, allowing for precise manipulation of326

the generated sarcastic dialogues.327

For non-sarcastic counterfactuals, we apply GPT-328

4o to automatically filter out undesired dialogues,329

as detailed in section §3.2. To ensure diversity,330

we also eliminate highly similar (Jaccard similar-331

ity (Jaccard, 1901) > 0.8) dialogues. For sarcas-332

tic counterfactuals, GPT-4o frequently generates333

ironic expressions, even when explicitly instructed334

to avoid irony if the specified rhetorical device is335

not irony, which conflicts with our premise that336

sarcasm can be expressed through various rhetori-337

cal devices beyond irony. Furthermore, the gener-338

ated dialogues often incorporate typical ironic cue339

words (e.g., sure, because, definitely, absolutely,340

of course, oh, yes), which could create spurious341

correlations between lexical patterns and sarcasm342

labels. To address this issue, we add a penalty of343

0.6 to the Jaccard similarity score when such ironic344

cue words appear, aiming to reduce the frequency345

of these cue words. Moreover, we exclude dia-346

logues with a similarity score below 0.2 to prevent347

excessive rewriting.348
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Figure 3: The length distribution across RedSD.

3.4 Dataset Analysis 349

Rhetorical Devices Distribution As shown in 350

Table 1, hyperbole and presupposition are the 351

largest two categories of rhetorical devices in sar- 352

castic dialogues, while echoic mention and self- 353

deprecation are the smallest two ones. Each sarcas- 354

tic dialogue may utilize multiple rhetorical devices. 355

For instance, innuendo is commonly employed in 356

conjunction with presupposition. Hence, the total 357

count of rhetorical device occurrences exceeds the 358

number of total sarcastic dialogues. 359

Overall Statistics The resulting dataset (RedSD) 360

contains 2,036 dialogues with an equal number 361

of sarcastic and non-sarcastic dialogues. Table 2 362

presents the number of dialogues generated at each 363

phase. The average length of sarcastic and non- 364

sarcastic dialogues is around 35 and 33 words, re- 365

spectively. Figure 3 shows the length distribution 366

across RedSD, revealing similar patterns between 367

sarcastic and non-sarcastic dialogues. This sug- 368

gests that our CDA pipeline effectively preserves 369

the characteristics of original dialogues while re- 370

versing the sarcasm labels. 371

Rhetorical Devices Examples Table 3 shows 372

four examples of the sarcastic dialogues alongside 373

their corresponding counterfactuals. In the innu- 374

endo example, the sarcastic segment is found not 375

in the last response but in the second one, while the 376
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Rhetorical device Sarcastic Dialogue Counterfactual

Innuendo "Oh, my God. I love this chicken.", "Oh, you
know what they say, best things in life are free.",
"Okay, you’re right. I eat your food a lot."

"Oh, my God. I love this chicken.", "I notice you
often eat our food without paying.", "Yeah, you’re
right. I eat your food a lot."

Presupposition "I believe that social convention dictate you not
arriving empty-handed. Would you like to bring
some Cylon toast?", "Yeah, no, I’m trying to fit in,
not get laughed at."

"I believe that social convention dictates you not
arriving empty-handed. Would you like to bring
some Cylon toast?", "No, I’d prefer to bring some-
thing more conventional."

Intentional Reen-
actment

"Well, ever since she helped me get this job, she
won’t stop bugging me.", "Well, I think she just
wants you to do well, and she’s worried that you
won’t ’cause you were just a stunningly poor wait-
ress.", "That is not true.", "I’m still waiting on my
mini corndogs from two years ago."

"Well, ever since she helped me get this job, she
won’t stop bugging me.", "Well, I think she just
wants you to do well, and she’s worried that you
won’t because you didn’t perform well as a wait-
ress.", "That is not true.", "Yes, it is. You used to
forget our orders when you were a waitress."

Unexpected Twist "He then gave an example of something he had
to do, even though he didn’t want to, which was
look at my stupid face.", "That’s a rude thing to
say. Out loud."

"He then gave an example of something he had to
do, even though he didn’t want to, which was look
at my stupid face.", "That’s a rude thing to say."

Table 3: Examples of sarcastic dialogues and their corresponding counterfactuals in RedSD. Due to space limitation,
we present only four of the rhetorical devices. Red spans represent sarcastic segments and blue spans represent
modifications during counterfactual data augmentation.

Metric Regular Rhetoric-Guided Human-Refined

LFR (%) ↑ 62.0 70.0 86.0
Plausibility ↑ 4.45 4.59 4.56
CA ↑ 4.45 4.53 4.40
CP (%) ↑ 94.3 94.0 95.1

Table 4: Human and automatic evaluation results of the
counterfactual data genearated from CDA across three
experimental settings.

last response provides significant contextual clues377

for detecting sarcasm within the segment. The pre-378

supposition example assumes that bringing Cylon379

toast would lead to ridicule. All counterfactuals are380

crafted to eliminate only the sarcastic tone while381

preserving the speaker’s original intention.382

4 Counterfactual Quality Evaluation383

To evaluate the quality of the counterfactual data384

genearated from CDA, we define the following385

quantitative metrics. 1) Label-Flip Rate (LFR).386

LFR calculates the percentage of counterfactual387

data that flip the original label (sarcasm) to the388

target label (non-sarcasm). 2) Plausibility. Plausi-389

bility measures the logical coherence of the context390

and whether the content aligns with commonsense391

knowledge. 3) Context Adequacy (CA). CA refers392

to the extent to which the context provides suffi-393

cient background or information to support the de-394

cision. 4) Content Preservation (CP). CP assesses395

the semantic similarity between sarcastic data and396

counterfactual data using BERTScore.397

We randomly select 50 samples to assess the 398

counterfactual quality across three experimental 399

settings: Regular (providing only an basic input- 400

output examples without sarcastic segment and 401

rhetorical device), Rhetoric-Guided (providing 402

both sarcastic segment and rhetorical device, along 403

with ICL examples to guide reasoning), Human- 404

Refined (Rhetoric-Guided with human review and 405

revision). Two annotators, blinded to the experi- 406

mental settings, independently assess the generated 407

counterfactual data using metrics 1-3. For Plausi- 408

bility and CA, we adopt a 5-point Likert scale (1: 409

very poor; 5: excellent). 410

As shown in Table 4, the Human-Refined set- 411

ting achieves a significantly higher LFR of 86.0%, 412

compared to 62.0% for the Regular and 70.0% for 413

the Rhetoric-Guided settings. This demonstrates 414

that human review and revision substantially im- 415

prove sarcasm removal and label flipping. The 416

Rhetoric-Guided setting shows consistent improve- 417

ments across most metrics relative to the Regular 418

setting, underscoring the benefits of incorporating 419

sarcastic segments and rhetorical devices in coun- 420

terfactual data augmentation. While the Human- 421

Refined setting exhibits marginally lower scores 422

in Plausibility and CA, it achieves the highest CP 423

score. This suggests that human revision priori- 424

tizes minimal modifications to preserve the origi- 425

nal intention of the sarcastic dialogue, which may 426

slightly compromise logical consistency and con- 427

textual coherence. 428
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Model Acc Macro Macro Macro Sarc Sarc Sarc Non-Sarc Non-Sarc Non-Sarc
F1 P R F1 P R F1 P R

Zero-shot
GPT-3.5-turbo 57.2 52.8 67.0 59.3 38.3 81.5 25.0 67.3 52.5 93.6
GPT-4-turbo 88.0 87.8 88.2 87.7 89.0 86.2 92.0 86.7 90.3 83.3
Claude 3.5 haiku 66.9 61.3 78.9 64.8 76.0 61.7 98.9 46.6 96.0 30.8
Claude 3.5 sonnet 88.0 87.7 89.3 87.4 89.5 83.3 96.6 85.9 95.3 78.2
LLaMA 3.1 8B 58.4 46.3 78.0 55.8 71.8 56.1 100.0 20.7 100.0 11.5
LLaMA 3.1 70B 75.9 74.4 80.0 74.7 80.6 70.3 94.3 68.3 89.6 55.1
LLaMA 3.1 405B 67.5 62.6 77.6 65.5 76.1 62.3 97.7 49.1 92.9 33.3

Fine-tuning
BERTbase 74.5 74.5 74.5 74.5 76.0 76.1 75.9 73.0 72.8 73.1
BERTlarge 73.9 73.8 73.9 73.8 75.8 74.7 77.0 71.8 73.1 70.5
RoBERTabase 75.5 75.2 75.5 75.2 77.5 75.5 79.5 73.0 75.5 70.8
RoBERTalarge 73.8 73.6 73.8 73.6 75.6 74.7 76.7 71.6 73.0 70.5

Human Evaluation 84.5 84.4 85.5 84.5 85.0 86.0 85.1 83.8 85.0 84.0

Table 5: Experimental results (%) on the test set of RedSD. The best results are represented in bold.

5 Experiments429

5.1 Experimental Setup430

Baselines Given that a limited number of ICL431

examples is insufficient to capture the nuances432

between sarcasm and non-sarcasm across various433

rhetorical devices, few-shot models tend to perform434

comparably to, or even worse than, zero-shot mod-435

els, particularly when the provided examples are436

potentially misleading. Therefore, we solely exper-437

iment on four zero-shot models, GPT-3.5-turbo,438

GPT-4-turbo, LLaMA 3.1 and Claude 3.5 with439

varying parameter sizes. Additionally, to provide440

a comprehensive comparison, we fine-tune two441

encoder-only models from Transformers: BERT442

(Devlin et al., 2019), and RoBERTa (Liu et al.,443

2019). All models are fine-tuned for 8 epochs with444

4 different random seeds (1, 2, 12, 42) and all re-445

sults reported in §5 are an average across all seeds.446

Dataset We split our dataset into training, devel-447

opment, and testing sets with proportions of approx-448

imately 8:1:1. To ensure a balanced and consistent449

distribution of the nine rhetorical devices across450

all three sets, we employ stratified sampling. Fur-451

thermore, we implement the DCA strategy, which452

nearly triples the size of the training set. While the453

data generated from DCA is not part of our dataset,454

it is included in the training data.455

Evaluation Metrics We evaluate the sarcasm456

detection results using seven metrics: Accuracy457

(Acc), Macro F1 score, Macro Precision (Macro P),458

Macro Recall (Macro R), as well as the F1 score,459

Precision (P), and Recall (R) for both sarcasm and460

non-sarcasm classes.461

5.2 Main Results 462

As reported in Table 5, the performance of zero- 463

shot models varies significantly. GPT-4-turbo and 464

Claude 3.5 Sonnet demonstrate superior and bal- 465

anced performance across most metrics, owing to 466

their robust reasoning capabilities and extensive 467

internal knowledge. GPT-3.5-turbo struggles to 468

accurately detect sarcasm, possibly because cer- 469

tain rhetorical devices used in sarcasm are subtle 470

and difficult to interpret. In contrast, Claude 3.5 471

haiku and all parameter versions of LLaMA 3.1 472

achieve impressive performance in sarcastic recall 473

and non-sarcastic precision, while underperform- 474

ing in sarcastic precision and non-sarcastic recall. 475

This suggests an inherent bias toward misclassify- 476

ing non-sarcastic samples as sarcastic, which limits 477

their practical application, especially in scenarios 478

where balanced performance is essential. 479

However, the fine-tuned models consistently per- 480

form well across all metrics, suggesting that while 481

LLMs possess powerful zero-shot learning capabil- 482

ities, task-specific fine-tuning is more effective in 483

handling sarcasm in complex and diverse scenar- 484

ios. For human evaluation, two annotators without 485

prior background knowledge, independently label 486

the test set. The final ratings are derived by av- 487

eraging the two annotators’ judgments, and the 488

overall inter-annotator agreement is measured with 489

a Kappa value of 0.634. Interestingly, the human 490

evaluation results are slightly lower than GPT-4- 491

turbo and Claude 3.5 Sonnet. This discrepancy can 492

be attributed to the presence of instances requiring 493

specific cultural background knowledge for accu- 494

rate interpretation, which may not be understood 495

by all human annotators. 496
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Model Dataset Rhetorical Device
Irony Echo. Hyperbole Rhet. Q. Presup. Innuendo Reenact. Twist

BERTbase

CSC 53.4 83.3 66.5 62.5 64.0 65.0 54.5 42.9
MUStARD 61.5 66.7 59.7 53.1 59.2 61.3 58.0 57.1

RedSD (Ours) 76.4 75.0 80.1 75.0 77.7 53.8 69.6 50.0

BERTlarge

CSC 62.2 91.7 66.1 62.5 65.8 60.0 65.2 35.7
MUStARD 56.8 75.0 58.9 40.6 54.8 57.5 58.0 57.1

RedSD (Ours) 73.0 91.7 75.8 62.5 77.7 56.2 69.6 60.7

RoBERTabase
CSC 56.8 66.7 61.0 56.2 60.3 75.0 71.4 42.9

MUStARD 58.1 58.3 60.6 51.6 59.6 73.8 50.9 50.0
RedSD (Ours) 73.6 83.3 76.3 67.2 72.9 61.3 69.6 71.4

RoBERTalarge
CSC 58.1 75.0 71.6 62.5 64.0 65.0 63.4 39.3

MUStARD 62.2 77.8 62.7 52.1 66.2 73.3 48.8 42.9
RedSD (Ours) 73.6 83.3 71.6 75.0 71.6 65.0 69.6 71.4

Table 6: Macro F1 scores (%) across different rhetorical devices of different models trained on different datasets
when tested on the test set of our dataset.

Model w/o CDA w/o DCA w/ only irony Ours

BERTbase 57.8 74.7 60.8 74.5
BERTlarge 57.0 73.2 63.8 73.8
RoBERTabase 52.8 73.6 62.4 75.2
RoBERTalarge 55.3 72.7 62.1 73.6

Table 7: Macro F1 scores (%) of ablation study.

5.3 Rhetorical Devices-Aware Study497

To validate the effectiveness of models trained on498

various rhetorical devices in handling diverse and499

complex scenarios, we compare it with models500

trained on two existing datasets of sarcasm in dia-501

logue: MUStARD (Castro et al., 2019) and CSC502

(Jang and Frassinelli, 2024). As shown in Ta-503

ble 6, models trained on RedSD (Ours) consis-504

tently demonstrate superior performance across505

most rhetorical devices compared to those trained506

on CSC or MUStARD, particularly in irony, hyper-507

bole, and rhetorical questions. This suggests that508

our dataset provides a more comprehensive repre-509

sentation of sarcastic expressions, enabling mod-510

els to better generalize across various rhetorical511

devices. In addition, echoic mention and presup-512

position are generally well-detected across models513

and datasets, while unexpected twist and innuendo514

prove challenging for most models, regardless of515

the training dataset.516

5.4 Ablation Study517

To verify the effectiveness of our proposed frame-518

work, we compared it with the following variants.519

1) w/o CDA. To evaluate the role of counterfactual520

data augmentation, we replace the counterfactual521

non-sarcastic dialogues generated from CDA with522

non-sarcastic dialogues sampled from the sitcom523

corpus. 2) w/o DCA. To evaluate the role of duplex 524

counterfactual augmentation, we discard the duplex 525

augmented data. 3) w/ only irony. To mimic mod- 526

els trained under the "sarcasm is a way of verbal 527

irony" definition and assess the importance of in- 528

corporating various rhetorical devices, we exclude 529

all rhetorical devices except for irony with an equal 530

size of training set. 531

As shown in Table 7, our framework significantly 532

outperforms both the w/o CDA and w/ only irony 533

variants across all tested models, achieving aver- 534

age improvements of 17% and 12%, respectively. 535

This result demonstrates that CDA is more effec- 536

tive at capturing the nuances between sarcasm and 537

non-sarcasm, and highlights that the common sim- 538

plification of sarcasm as a way of verbal irony is 539

insufficient to capture the complexity of sarcasm. 540

Additionally, the DCA strategy yields modest yet 541

consistent improvements across most models, in- 542

dicating incorporating various rhetorical devices 543

contributes to improved sarcasm detection. 544

6 Conclusion 545

In this paper, we study fine-grained sarcasm classi- 546

fication through the lens of rhetorical devices. We 547

introduce a novel sarcasm dataset that incorporates 548

various rhetorical devices, and propose an coun- 549

terfactual data generation pipeline facilitated by 550

both LLMs and human revision. We conduct a se- 551

ries of experiments with our dataset to benchmark 552

baseline systems, demonstrating the necessity and 553

effectiveness of integrating rhetorical devices for 554

improved sarcasm detection. In summary, our work 555

contributes to paving the way for more nuanced 556

analysis of this intricate linguistic phenomenon. 557
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Limitations and Future Work558

We limit the scope of datasets and models to fo-559

cus on the performance within our dataset. The560

models discussed in this paper exclude specialized561

sarcasm detection models or dialogue-centric mod-562

els. Experiments with other models, datasets, and563

different hyperparameters are left to future work.564

We anticipate that our proposed dataset will serve565

as a valuable resource for advancing research in566

fine-grained sarcasm detection, particularly in en-567

hancing performance on more challenging rhetori-568

cal devices employed in sarcasm.569

In future work, we plan to incorporate mul-570

tiple annotators to further improve the robust-571

ness and consistency of the annotations, investi-572

gate knowledge-enhanced or sentiment-aware ap-573

proaches for more effective sarcasm detection in di-574

alogue, and develop a larger, more balanced rhetor-575

ical device-aware sarcasm dataset.576
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Models Dialogues Labels Predictions

FT models "I don’t need sleep. I need answers. I need to determine where in this swamp of
unbalanced formulas squatteth the toad of truth.", "Toad of truth? Is that a physics
thing?", "No, it’s more of a metaphorical concept."

0 1

"Well, all these years, I was afraid to say what I wanted. You know, even at work,
you know, there’s things I want to accomplish, but I didn’t want to ruffle any
feathers or step on any toes.", "Feathers and toes? Is the new thing you’re trying
to accomplish ballroom dancing with a chicken?"

1 0

GPT-4 "Honestly, of all of my children’s spouses, she’s the one that I’m most impressed
by.", "Seriously?", "Yes. She’s confident, she’s thoughtful, and she never com-
plained about you once. I know what kind of strength that takes."

1 0

"Guess who picked up his new car this morning?", "Congratulations. Does it have
that new car smell?", "Yep! For as long as I can keep my mother out of it."

1 0

LLaMA 3.1 "I’d like to know why Penny’s here.", "I’m here to support my man, just like you.",
"What are you going to do?"

0 1

"I know, but on the other hand, do you really care?", "Yes, I care. This happens to
me all the time. People take one look at me and assume I don’t know what I’m
talking about.", "Oh, I’m sure that’s not true.", "I’m genuinely asking. Do you
think I lack knowledge and don’t know what I’m talking about?"

0 1

Table 8: The error examples made uniformly across all fine-tuning (FT) models (including BERTbase, BERTlarge,
and RoBERTabase), GPT-4 and LLaMA 3.1 (spanning the 8B, 70B and 405B versions). Red spans represent
sarcastic segments that models fail to recognize and blue spans represent misidentified sarcastic segments in
non-sarcastic dialogues.

in differentiating between genuine metaphorical891

expressions and sarcastic ones, subsequently lead-892

ing to an erroneous prediction. Moreover, GPT-4893

struggle to detect sarcasm in seemingly compli-894

mentary statements that imply criticism ("she never895

complained about you once. I know what kind of896

strength that takes."), or responses that introduce897

incongruous elements to neutral questions (keeping898

the mother out of a new car to preserve its smell).899

Interestingly, LLaMA 3.1 successfully identifies900

the implied sarcasm in above examples. However,901

it shows a tendency to be overly sensitive to certain902

linguistic patterns commonly associated with sar-903

casm (e.g., phrases like "just like you" or "I’m sure904

that’s not true"), which leads to numerous false pos-905

itives, as the model fails to adequately consider the906

overall context and intent of the dialogue. These907

findings underscore the complexity of sarcasm de-908

tection and the need for models to not only process909

linguistic cues but also to comprehend broader con-910

textual and pragmatic aspects of communication911

for more accurate interpretation.912

B Out-of-Domain Results913

We conducted both intra-dataset and cross-dataset914

experiments, as shown in Table 9. As can be seen,915

our dataset demonstrates significant advantages de-916

spite not being the largest dataset. Across all model917

architectures, models fine-tuned on RedSD (Ours)918

Models Fine-tuned on Predicted on
Intra-dataset CSC MUStARD RedSD (Ours)

BERTbase

CSC 67.7 - 49.9 56.1
MUStARD 64.1 50.9 - 59.2
RedSD (Ours) 74.7 56.6 46.0 -

BERTlarge

CSC 68.1 - 56.1 64.5
MUStARD 57.7 48.4 - 55.2
RedSD (Ours) 73.2 55.2 53.7 -

RoBERTabase
CSC 68.8 - 56.4 63.2
MUStARD 65.2 53.9 - 59.1
RedSD (Ours) 73.6 55.8 53.4 -

RoBERTalarge
CSC 69.1 - 56.4 64.0
MUStARD 54.2 49.9 - 59.4
RedSD (Ours) 72.7 54.0 60.1 -

Table 9: Macro F1 scores (%) of intra- and cross-dataset
predictions.

consistently demonstrate superior performance on 919

respective intra-dataset evaluations. Moreover, 920

models fine-tuned on our dataset outperform those 921

fine-tuned on the MUStARD dataset when eval- 922

uated on the CSC dataset, and demonstrate com- 923

parable performance to CSC on the MUStARD 924

dataset. This highlights the effectiveness of our 925

dataset in capturing the complexities of sarcasm 926

and in developing more robust sarcasm detection 927

models. 928
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Prompt 1
Task Description: Given a [sarcastic dialogue] from the sitcom "The Big Bang Theory", along with the 
corresponding [sarcastic segment] and [rhetorical device], your task is to write a counterfactual dialogue that does 
not contain any sarcasm. 
Here are a few points to keep in mind:
1. Interpret the speaker's true intention and provide a succinct explanation based on the world knowledge.
2. Make minimal changes to remove the sarcasm while retaining the original meaning. 

Example 1
Input:
sarcastic dialogue:
A: I wrote a fan letter to you when I was a child in Texas, and you sent this autographed picture back to me. Do you 
remember that?
B: I'll give you a hint: I have a bracelet with my own address on it.
sarcastic segment: I’ll give you a hint: I have a bracelet with my own address on it.
rhetorical device: presupposition and innuendo
Output:
intent: conveying that the speaker does not remember individual fan letters.
explanation: Having a bracelet with one's own address is often associated with memory issues, implying that 
remembering a specific fan letter is unlikely.
Counterfactual:
A: I wrote a fan letter to you when I was a child in Texas, and you sent this autographed picture back to me. Do you 
remember that?
B: No, I’m sorry, I don’t remember any individual fan letters.

Example 2
…

Figure 4: Prompt used to generate counterfactuals in section 3.2.

Prompt 1
Task Description: Given a sarcastic dialogue A from the sitcom "The Big Bang Theory" and its corresponding non-
sarcastic counterfactual dialogue B, your task is twofold:
1. Rewrite the Sarcastic Dialogue into Non-Sarcastic Dialogue: Analyze the given two dialogues to understand the 
nuances between sarcasm and non-sarcasm and use this understanding to rewrite dialogue A into a 
straightforward, non-sarcastic version.
2. Rewrite the Non-Sarcastic Dialogue into Sarcastic Dialogue: Select an appropriate target (a person, object, or 
situation) for the sarcasm and use the following specified rhetorical device to express sarcasm. Make sure the 
rewritten dialogue doesn't contain irony if the specified rhetorical device is not irony.

Rhetorical device: [rhetorical device]
Here is an example:
Input:
Original sarcastic dialogue:
A: Can you tell I'm perspiring a little?
B: No. The dark crescent shaped patterns under your arms conceal it nicely.
Original non-sarcastic dialogue:
A: Can you tell I'm perspiring a little?
B: Yes. Your armpits are completely soaked.
Output:
Rewritten non-sarcastic dialogue:
A: Can you tell I'm perspiring a little?
B: Yes, I can see you're sweating a lot under your arms.
Rewritten sarcastic dialogue:
A: Can you tell I'm perspiring a little?
B: If by 'a little', you mean your armpits could water a garden, then yes.
Here are a few points to keep in mind:
1. You must keep the rewritten dialogues logically coherent.
2. You must use the specified rhetorical device to generate sarcastic dialogue.

Now, please process the following input:

Figure 5: Prompt used to generate counterfactuals in section 3.3.
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