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Abstract

Recent research has shown that Transformers with linear attention are capable
of in-context learning (ICL) by implementing a linear estimator through gradient
descent steps. However, the existing results on the optimization landscape apply
under stylized settings where task and feature vectors are assumed to be IID and
the attention weights are fully parameterized. In this work, we develop a stronger
characterization of the optimization and generalization landscape of ICL through
contributions on architectures, low-rank parameterization, and correlated designs:
(1) We study the landscape of 1-layer linear attention and 1-layer H3, a state-
space model. Under a suitable correlated design assumption, we prove that both
implement 1-step preconditioned gradient descent. We show that thanks to its native
convolution filters, H3 also has the advantage of implementing sample weighting
and outperforming linear attention in suitable settings. (2) By studying correlated
designs, we provide new risk bounds for retrieval augmented generation (RAG)
and task-feature alignment which reveal how ICL sample complexity benefits from
distributional alignment. (3) We derive the optimal risk for low-rank parameterized
attention weights in terms of covariance spectrum. Through this, we also shed light
on how LoRA can adapt to a new distribution by capturing the shift between task
covariances. Experimental results corroborate our theoretical findings. Overall, this
work explores the optimization and risk landscape of ICL in practically meaningful
settings and contributes to a more thorough understanding of its mechanics.
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Figure 1: We investigate the optimization landscape of in-context learning from the lens of archi-
tecture choice, the role of distributional alignment, and low-rank parameterization. The empirical
performance (solid curves) are aligned with our theoretical results (dotted curves) from Section 3.
More experimental details and discussion are deferred to Section 4.
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1 Introduction

Modern language models exhibit the remarkable ability to learn novel tasks or solve complex problems
from the demonstrations provided within their context window [Brown et al., 2020, GeminiTeam
et al., 2023, OpenAl, 2023, Touvron et al., 2023]. Such in-context learning (ICL) offers a novel and
effective alternative to traditional fine-tuning techniques and has become an important feature of LLM
with its applications spanning retrieval-augmented generation [Lewis et al., 2020], and reasoning via
advanced prompting techniques, such as chain-of-thought [Wei et al., 2022].

ICL ability presents an important research avenue to develop stronger theoretical and mechanistic
understanding of large language models. To this aim, there has been significant recent interest in
demystifying ICL through the lens of function approximation [Liu et al., 2023a], Bayesian inference
[Miiller et al., 2021, Xie et al., 2022, Han et al., 2023], and learning and optimization theory [Ahn
et al., 2023, Mahankali et al., 2024, Zhang et al., 2024, Duraisamy, 2024]. The latter is concerned
with understanding the optimization landscape of ICL, which is also crucial for understanding the
generalization properties of the model. A notable result in this direction is the observation that
linear attention models [Schlag et al., 2021, Von Oswald et al., 2023, Ahn et al., 2023] implement
preconditioned gradient descent (PGD) during ICL [Ahn et al., 2023, Mahdavi et al., 2024]. While
this line of works provide a fresh perspective to ICL, the existing studies do not address many
questions arising from real-life applications nor provide guiding principles for various ICL setups
motivated by practical considerations.

To this aim, we revisit the theoretical exploration of ICL with linear data model where we feed an
in-context prompt containing 7 examples (x;,y; = x] B+ &), C RY x R and a test instance or query
Xn11 € RY to the model, with d being the feature dimension, 8 € R4 being the task weight vector,
and (&)!_, denoting the noise in individual labels. Given the in-context prompt, the model is tasked
to predict y,+; — an estimate for y,,; = xLl B + &,+1. We aim to provide answers to the following
questions by exploring the loss landscape of ICL:

(Q1) Is the ability to implement gradient-based ICL unique to (linear) attention? Can alternative
sequence models implement richer algorithms beyond PGD?

(Q2) Inlanguage modeling, ICL often works well with few-shot samples whereas standard linear
estimation typically requires O (d) samples. How can we reconcile this discrepancy between
classical learning and ICL?

(Q3) To our knowledge, existing works assume linear-attention is fully parameterized, i.e., key and
query projections Wy, W, € R, What happens when they are low-rank? What happens when
there is distribution shift between training and test in-context prompts and we use LoRA [Hu
et al., 2022] for adaptation?

In this work, we conduct a careful investigation of these questions. Specifically, we focus on ICL
with 1-layer models and make the following contributions:

(A1) We jointly investigate the landscape of linear attention and H3 [Fu et al., 2023], a widely popu-
lar state-space model (SSM). We prove that under correlated design, both models implement
1-step PGD (c.f. Proposition 1) and the alignments in Fig. 1a verify that where the dotted
curve represents the theoretical PGD result derived from Theorem 1. Our analysis reveals
that the gating mechanism in H3 imitates attention. We also empirically show that H3 has the
advantage of implementing sample-weighting which allows it to outperform linear attention in
temporally-heterogeneous problem settings in Appendix D.

(A2) Proposition 1 allows for task and features to be correlated to each other as long as odd moments
are zero. Through this, we can assess the impact of distributional alignment on the sample
complexity of ICL. Specifically, we characterize the performance of Retrieval Augmented
Generation (RAG) (c.f. Theorem 2 and Fig. 1b) and Task-Feature Alignment (c.f. Theorem 3),
where the in-context examples are a-correlated with either the query or the task vector. For
both settings, we prove that alignment amplifies the effective sample size of ICL by a factor of
a?d + 1, highlighting that aligned data are crucial for the success of ICL in few-shot settings.

(A3) We show that, under low-rank parameterization, optimal attention-weights still implements
PGD according to the truncated eigenspectrum of the fused task-feature covariance (see
Section 3.2). We similarly derive risk upper bounds for LoRA adaptation (c.f. Eq. (14) and
Fig. 1c), and show that, these bounds accurately predict the empirical performance.



2 Problem Setup and Preliminaries

We begin with a short note on notation. Let bold lowercase and uppercase letters (e.g., x and X)
represent vectors and matrices, respectively. The symbol © is defined as the element-wise (Hadamard)
product, and * denotes the convolution operator. 1, and 0, denote the d-dimensional all-ones and
all-zeros vectors, respectively; and I; denotes the identity matrix of dimension d X d. Additionally,
let tr (W) denote the trace of the square matrix W.

As mentioned earlier, we study the optimization landscapes of 1-layer linear attention [Katharopoulos
et al., 2020, Schlag et al., 2021] and H3 [Fu et al., 2023] models when training with prompts
containing in-context data following a linear model. We construct the input in-context prompt similar
to Ahn et al. [2023], Mahankali et al. [2024], Zhang et al. [2024] as follows.

Linear data distribution. Let (x, y) € R x R be a (feature, label) pair generated by a d-dimensional

linear model parameterized by 8 € R?, i.e.,y = x" B + £, where x and f are feature and task vectors,

and ¢ is the label noise. Given demonstrations (x;, y[):?;’ll sampled from a single S, define the input
in-context prompt

T

_ T _|X1 oo Xn Xpil (n+1)x(d+1)

Z=1[z1 ... 2y Zn+1] =l 0] eR . (1)

Here, we set z; = ';’ for i < n and the last/query token z,,; = [xrgl]_ Then, given Z, the goal of
1

the model is to predict the correct label y,.; corresponding to x,.;. For cleaner notation, when it

is clear from context, we drop the subscript n + 1 and set x = x,+1, 2 = z,+1. Different from the

previous work [Ahn et al., 2023, Mahankali et al., 2024, Zhang et al., 2024, Mahdavi et al., 2024]

where (x; ;.“:1' and B are assumed to be independent, our analysis focuses on a more general linear

setting that captures the dependency between (x; ;':*11 and 5.

Model architectures. To start with, we first review the architectures of both Transformer and
state-space model (SSM). Similar to the previous work [Von Oswald et al., 2023, Ahn et al., 2023,
Mahankali et al., 2024, Zhang et al., 2024] and to simplify the model structure, we focus on single-
layer models and omit the nonlinearity, e.g., softmax operation and MLP activation, from the
Transformer. Given the input prompt Z € R®*DX(@+D i (1), which can be treated as a sequence of
(d + 1)-dimensional tokens, the single-layer linear attention ATT and H3-like single-layer SSM SSM
are denoted by

ATT(Z) = (ZW,W] ZT)ZW, (2a)
SSM(Z) = ((ZW,) © (ZW, © ZW,) = f)) (2b)

where Wy, W,, W, € R@*DX@+D) denote the key, query and value weight matrices, respectively.
In (2b), the parameter f € R™*! is a 1-D convolutional filter that mixes tokens. The Hadamard
product © is the gating mechanism [Dauphin et al., 2017] between key and query channels, which is
crucial for attention-like feature creation. Thus, (2b) is more generally a gated-convolution layer. For
f only, we use indexing f = [fy ... f,]7 € R""! and given any vector a, denote convolution output
(axf)= 23’:1 fi—ja;. Note that our notation slightly differs from the original H3 model [Fu et al.,
2023] in two ways:

1. SSMs provide efficient parameterization of f which would otherwise grow with sequence length.
In essence, H3 utilizes a linear state-space model s; = As;_; + Bu; and y; = Cs; with parameters
(A e R B e R™!, C e R™¥) from which the filter f is obtained via the impulse response
fi= CA'B fori > 0. Here d is the state dimension and, in practice, A is chosen to be diagonal.
Observe that, setting d = 1 and A = p,C = B = 1, SSM reduces to the exponential smoothing
fi = p' fori > 0. Thus, H3 also captures the all-ones filter as a special instance. As we show in
Proposition 1, this simple filter is optimal under independent data model and exactly imitates
linear attention. Note that, utilizing a filter f as in (2b) is strictly more expressive than the SSM
as it captures all possible impulse responses.

2. H3 also applies a shift SSM to the key embeddings to enable the retrieval of the local context
around associative recall hits. We opted not to incorporate this shift operator in our model. This
is because unless the features of the neighboring tokens are correlated (which is not the case for



the typical independent data model), the entry-wise products between values and shifted keys
will have zero mean and be redundant for the final prediction.

We note that we conduct all empirical evaluations with the original H3 model, which displays exact
agreement with our theory formalized for (6b), further validating our modeling choice.

2.1 In-context Linear Estimation

We will next study the algorithms that can be implemented by the single-layer attention and state-
space models. Through this, we will show that training ATT and SSM with linear ICL data is equivalent
to the prediction obtained from one step of optimally-preconditioned gradient descent (PGD) and
sample-weighted preconditioned gradient descent (WPGD), respectively. We will further show that
under mild assumption, the optimal sample weighting for SSM (e.g., f) is an all-ones vector and
therefore, establishing the equivalence among PGD, ATT, and SSM.

Background: 1-step gradient descent. Consider minimizing squared loss and solving linear
regression using one step of PGD and WPGD. Given n samples (x;, y;);_,, define

X=[x - x,0"€eR? and y=[y --- yal" €eR"

Starting from By = 0, and letting n = 1/2 be the step size, a single-step GD preconditioned with
weights W returns prediction

y=x"WXy = gran(Z), (3)
and a single-step sample-weighted GD given weights w € R" and W € R¥“ returns prediction
y=x"WX (0OYy) = gwa(Z), 4)

where Z is defined in (1) consisting of X,y and x. Our goal is to find the optimal W, as well as w in
(4) that minimize the population risks defined as follows.

m“i/n Leep(W) where  Lpgp(W)=E [(y - gPGD(Z))z] , (5a)
Ivlvllg Lipcp(W)  where  Lypen(W) = E [0’ - gWPGD(Z))z] . (5b)

Here, the expectation is over the randomness in (x;, fi);’jll and B, and we use W to represent the set
of corresponding trainable parameters. The search spaces for w and W are R” and R, respectively.

As per (2), given input prompt Z € RO*D*@+D 'either of the underlying models outputs a (n+1)-length
sequence. Note that the label for the query x = x,,;; is excluded from the prompt Z. Similar to Ahn
et al. [2023], Mahankali et al. [2024], we consider a training objective with a causal mask to ensure
inputs cannot attend to their own labels and training can be parallelized. Let Zy = [z; ... z, 0]" be
the features post-causal masking at time/index n + 1. Given weights Wi, W,, W, and the filter f for
SSM, predictions at the query token z = [g} take the following forms following sequence-to-sequence
mappings in (2):

garr(Z2) = "W W]ZHZoW,v,

gssu(Z) = ((2TW,)T © (ZoWi © ZoW,) * flus1 ) v,

where v € R%*! is the linear prediction head and (ZoW; © ZoW,) * f),+ returns the last row of the
convolution output. Note that SSM can implement the mask by setting fy = 0. Now consider the meta
learning setting and select loss function to be the squared loss, same as in (5). Thus, the objectives
for both models take the following forms.

krvlvmvlv VLATT((W) where  Lyrr(W) = E [(y - gATT(Z))z] , (6a)
min  Lssu(W) where  Lss(W) = B[y - gssu(2))?]. (6b)
Wi, Wy, W, v.f

Here, similarly, the expectation subsumes the randomness of (x;, gi);':f and B and ‘W represents the
set of trainable parameters. The search space for matrices Wy, W,, W, is RE@+DXW@+D) for head v is
R, and for f is R™!.



Note that for all the optimization methods (c.f. (5), (6)), to simplify the analysis, we train the models
without capturing additional bias terms. Therefore, in the following, we introduce the centralized
data assumptions such that the models are trained to make unbiased predictions.

To begin with, a cross moment of random variables is defined as the expectation of a monomial of
these variables, with the order of the cross moment being the same as order of the monomial. For
example, E[x"Wg] is a sum of cross-moments of order 2. Then, it motivates the following data
assumptions.

Assumption 1 All cross moments of the entries of (xi)?:ll and B with odd orders are zero.

Assumption 2 The label noise (§,~);’jl1 are independent of (xi);.’:*]l and B, and their cross moments
with odd orders are zero.

Note that compared to Ahn et al. [2023], Mahankali et al. [2024], Zhang et al. [2024], Assumption 1 is
more general which also subsumes the dependent distribution settings. In this work, we consider the
following three linear models (omitting noise) satisfying Assumption 1. Let £g, X, € R represent
the task and feature covariance matrices for independent data, and let O < @ < 1 be the correlation
level when considering data dependency. More specific discussions are deferred to Section 3.

¢ Independent task and data: 8 ~ N(0,Xp), x; ~ N(0,X;), forall 1<i<n+1.
e Retrieval augmented generation: 8, x ~ N(0, 1), x; | x ~ N(ax,(1 —adIy), forall 1 <i<n.

o Task-feature alignment: 8 ~ N(0, 1), x; |,B ~ N(ag,1;), forall 1 <i<n+1.

Next, we introduce the following result which establishes the equivalence among optimizing 1-layer
linear attention (c.f. (6a)), 1-layer H3 (c.f. (6b)), and 1-step gradient descent (c.f. (5)).

Proposition 1 Suppose Assumptions 1 and 2 hold. Consider the objectives as defined in (5) and (6),
and let L., [* Lirp, and L3y be their optimal risks, respectively. Then,

PGD> “~1PGD’
*  _ px * _ ok
Lo = Lirr and  Lipgy = Loy

Additionally, if the examples (x;,y;)}_, follow the same distribution and are conditionally independent
given x, B, then SSM/H3 can achieve the optimal loss using the all-ones filter and L}, = Ligy.

We defer the proof to Appendix A.l. Proposition 1 establishes that analyzing the optimization
landscape of ICL for both single-layer linear attention and the H3 model can be effectively reduced
to examining the behavior of a one-step PGD algorithm. Notably, under the independent, RAG and
task-feature alignment data settings discussed above, examples (x;,y;)!_, are independently sampled
given x and B, and we therefore conclude that L3, = L3 = L. Leveraging this result, the
subsequent section of the paper concentrate on addressing (5a), taking into account various linear
data distributions.

While Proposition 1 demonstrates the equivalence of optimal losses, we also study the uniqueness
and equivalence of optimal prediction functions. To this end, we analyze the strong convexity of
Lpep(‘W) and derive the subsequent lemmas.

Lemma 1 Suppose Assumption 2 holds and let ¢ = [£1 & -+ &,17. Then the loss Lpgp(‘W) in (5a)
is strongly-convex if and only if E[(x" WXT XB)?] + E[(xTWXT&)?] is strongly-convex. Additionally,
let ghcp, &arr be the optimal prediction functions of (5a) and (6a). Then under the conditions of
Assumptions 1 and 2, and the strong convexity, grc, = &arr-

Lemma 2 Suppose that the label noise ()7, are i.i.d., zero-mean, variance o and independent of
everything else, and that there is a decomposition x = x| + X3, X = X| + Xy, and 8 = B + B, such
that either of the following holds

e 0 >0, and (x1, X)) have full rank covariance and are independent of each other and (x, X3).

e (x1,B1,X1) have full rank covariance and are independent of each other and (x,, 82, X>).

Then, the loss Lpep(‘W) in (52) is strongly-convex.



As mentioned above, in this work, we study three specific linear models: with general independent,
RAGe-related, and task-feature alignment data. Note that for all the three cases, according to Proposi-
tion 1, we have L3 = L3 = L%, Additionally, the second claim in Lemma 2 holds, and Lpep (‘W)
is strongly convex. Therefore, following Lemma 1, we have g3, = gj7. Thanks to the equivalence
among PGD, ATT, and SSN, in the next section, we focus on the solution of objective (5a) under
different scenarios, which will reflect the optimization landscapes of ATT and SSM models.

3 Main Results

In light of Proposition 1, optimizing a single layer linear-attention or H3 model is equivalent to
solving the objective (5a). Therefore, in this section, we examine the properties of the one-step PGD
in (5a). To this end, we consider multiple problem settings, including distinct data distributions
and low-rank training. The latter refers to the scenario where the key and query matrices have
rank restrictions, e.g., Wy, W, € RE+DXr a5 well as LoRA-tuning when adapting the model under
distribution shift.

3.1 Analysis of Linear Data Models

We first consider the standard independent data setting. We will then examine correlated designs.

Independent data model. Let X, and Xg be the covariance matrices of the input feature and task
vectors, respectively, and o > 0 be the noise level. We assume

B~N@O.Zp), xi~N@OZL), &~NQO0), l<i<n+l 7
and the label is obtained via y; = x; B + &;. Our following result characterizes the optimal solution of

(5a). Note that the data generated from (7) satisfies the conditions in Proposition 1. Therefore, the
same results can be applied to both linear-attention and H3 models.

Theorem 1 Consider independent linear data as defined in (7), and suppose the covariance matrices
X, Xp are full rank. Recap the objective from (5a) and let W, := argminy Lpep(W), and L, =

Lpep(W,). Additionally, let £ = £/*2g%/* and M = tr(E) + o2 Then Wy, and L, satisfy
W, =x;'*w,x;'? and Li=M- ntr(ZV_V*>, 8)

where we define W, = ((n + DI, + MZ‘.’l)_l.

Corollary 1 Consider noiseless i.i.d. linear data where £, = Xg = I, and o = 0. Then, the objective

in (5a) returns

1 nd
P d =d-——.
n+d+1"1 an L n+d+1

W, =
See Appendix B.2 for proofs. Note that Theorem 1 is consistent with prior work [Ahn et al., 2023,
Theorem 1] when specialized to isotropic task covariance, i.e., X3 = I;. However, their result is
limited as the features and task are assumed to be independent. This prompts us to ask: What is the
optimization landscape with correlated in-context samples? Toward this, we consider the following
RAG-inspired and task-feature alignment models, where Assumptions 1 and 2 continue to hold and
Proposition 1 applies.

Retrieval augmented generation. To provide a statistical model of the practical RAG approaches,
given the query vector x,,; = x, we propose to draw ICL demonstrations that are similar to x with
the same shared task vector 8. Modeling feature similarity through the cosine angle, RAG should
sample the ICL examples x;, i < n, from the original feature distribution conditioned on the event
cos(x;,x) > a where « is the similarity threshold. As an approximate proxy, under the Gaussian
distribution model, we assume that 8 ~ N(0,1;), x ~ N(0, I;) and that RAG samples a-correlated
demonstrations (x;, y;);_, as follows:

xi|x~Nax,(1-a)l,), &~N©O,0%) and y=x/B+& 1<i<n. )
Note that the above normalization ensures that the marginal feature distribution remains N(0, 1,;).
The full analysis of RAG is provides in Appendix B.3. Specifically, when we carry out the analysis
by assuming & = O (1 / \/3) and d/n = O (1) where O (-) denotes proportionality, our derivation leads
to the following result:



Theorem 2 Consider linear model as defined in (9). Recap the objective from (5a) and let W, =
arg miny Lpep(W), and L, = Lpep(Wy). Additionally, let k = o*d + 1 and suppose a = O(l/ \/c_l>,
d/n =0 (1) and d is sufficiently large. Then W, and L, have approximate forms

1

I knd
d
kn+d+o?

kn+d+o?

o R and Ly~d+o* - (10)

Here, (10) is reminiscent of Corollary 1 and has a surprisingly clean message. Observe that, a*d + 1
is the dominant multiplier ahead of n in both equations. Thus, we deduce that, RAG model follows
the same error bound as the independent data model, however, its sample size is amplified by a factor

of a®d + 1. @ = 0 reduces to the result of Corollary 1 whereas we need to set @ = O (1/ \/3) for

constant amplification. When @ = 1, RAG achieves the approximate risk £, ~ 2 + o, where the
constant bias is due to the higher order moments (e.g., the 4’th and 6’th moments) of the standard
Gaussian distribution. As d increases, the normalized loss £, /d — 0. The full analysis of its optimal
solution W, and loss £, are deferred Theorem 4 in Appendix B.3.

Task-feature alignment. We also consider another dependent data setting where task and feature
vectors are assumed to be correlated. This dataset model has the following motivation: In general, an
LLM can generate any token within the vocabulary. However, once we specify the task (e.g. domain of
the prompt), the LLM output becomes more deterministic and there are much fewer token candidates.
For instance, if the task is “Country”, “France” is a viable output compared to “Helium” and vice
versa when the task is “Chemistry”. Formally speaking, this can be formalized as the input x having
a diverse distribution whereas it becomes more predictable conditioned on f. Therefore, it can be
captured through a linear model by making the conditional covariance of x | P to be approximately
low-rank. This formalism can be viewed as a spectral alignment between input and task, which is
also well-established in deep learning both empirically and theoretically [Li et al., 2020, Arora et al.,
2019, Canatar et al., 2021, Cao et al., 2019]. Here, we consider such a setting where the shared task
vector is sampled as standard Gaussian distribution 8 ~ N(0, I,;) and letting x = @d + 1, we sample
the a-correlated ICL demonstrations (x;, y,-);’:l‘ as follows:

xi|B~N@pB1y), &~N©O,0%) and y=«'"x]p+& 1<i<n+l (11)

Above, k172 is a normalization factor to ensure that label variance remains invariant to . To keep
the exposition cleaner, we defer the full analysis of its optimal solution W, and loss £, to Theorem 5

in Appendix B.4. Similar to the RAG setting, by assuming @ = O (1 / \/ZZ) and d/n = O (1), we obtain
the following results for the optimal parameter and risk.

Theorem 3 Consider linear model as defined in (11). Recap the objective from (5a) and let W, :=
arg miny Lpep(W), and L, = Lpep(W,). Additionally, given k = a’d + 1 and suppose a = O (1 / \/3),
d/n = O(1) and d is sufficiently large. Then W, and L, have approximate forms

1

knd
=~ —Id
kn+(d+02)/k

d ~dioto—
and Lo xd+ o = o

12)

*

Similar to (10), (12) contains x = @ + 1 multiplier ahead of n, which reduces the in-context sample
complexity and setting @ = 0 reduces to the results of Corollary 1.

3.2 Low-rank Parameterization and LoRA

In this section, we investigate training low-rank models, which assume W;, W, € R@*+DXr where r is
the rank restriction. Equivalently, we consider objective (5a) under condition rank (W) = r.

Lemma 3 Consider independent linear data as defined in (7). Recap the objective from (5a) and
enforce rank(W) < rand W™ =W. Let X = Z,IC/ZEI,»Z,IC/Z and M = tr(X) + 0. Denoting A; to be the
i’th largest eigenvalue of X, we have that

a n/li2

(13)
rank(W)<r,W=WT

i=1
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Figure 2: Empirical evidence validates Theorem 1 and Proposition 1. We train 1-layer linear attention
and H3 models with prompts containing independent demonstrations following a linear model, and
dotted curves are the theory curves following Eq. (8). (a): We consider noiseless i.i.d. setting where
X, = Xg = I; and o = 0, with results presented in red (attention) and blue (H3) solid curves. (b):
We conduct noisy label experiments by choosing o # 0. (c): Consider non-isotropic task by setting
Xg = y117 + (1 — y)I,. Solid and dashed curves in (b) and (c) represent attention and H3 results,
respectively. The alignments in (a), (b) and (c) show the equivalence between attention and H3,
validating Theorem 1 and Proposition 1. More experimental details are discussed in Section 4.

Note that tr (X) = Z;’zl A;. Removing the rank constraint and considering noiseless data setting, this

reduces to the following optimal risk £, = ;1:1 - +}11:1\A44/ 7 - See Appendix C.1 for more details.

Impact of LoRA: Based on the above lemma, we consider the impact of LoRA for adapting the
pretrained model to a new task distribution under jointly-diagonalizable old and new eigenvalues of
X, X ()L, (Ar")L . Consider adapting LORA matrix to the combined key and value weights
in attention, which reflects minimizing the population loss .Z(Wlom) = L(W + W, in (5a) with
fixed W. Suppose tr (X) = tr (X™") = M, o = 0 and W is jointly diagonalizable with X, X"*", then
LoRA’s risk is upper-bounded by

. L+ M AW 4 M
min LW, < min E + E ! .
rank(Wiora)<r (Wiora) irisrIcial| &4 n + 1+ M/A; n+ 1+ M/

1

(14)
iel
Note that, the right hand side is provided assuming the optimal LoRA-updated model W,,,,, is also
jointly diagonalizable with covariances X, X", and W.

4 Experiments

We now conduct synthetic experiments to support our theoretical findings and further explore the
behavior of different models of interest under different conditions. The experiments are designed to
investigate various scenarios, including independent data, retrieval-augmented generation (RAG),
task-feature alignment, low-rank parameterization, and LoRA adaption.

Experimental setting. We train 1-layer attention and H3 models for solving the linear regression ICL.
As described in Section 2, we consider meta-learning setting where task parameter £ is randomly
generated for each training sequence. In all experiments, we set the dimension d = 20. Depending
on the in-context length (n), different models are trained to make in-context predictions. We train
each model for 10000 iterations with batch size 128 and Adam optimizer with learning rate 1073.
Since our study focuses on the optimization landscape, and experiments are implemented via gradient
descent, we repeat 20 model trainings from different initialization and results are presented as the
minimal test risk among those 20 trails. In all the plots, theoretical predictions are obtained via the
corresponding formulae presented in Section 3 and the test risks are normalized by the dimension d.

e Equivalence among £}, £ and L, (Figure 2). To verify Proposition 1 as well as Theorem 1,
we run random linear regression instances where in-context samples are generated obeying (7).
Fig. 2a is identical to Fig. 1a where we set X, = Xg = I; and oo = 0. In Fig. 2b, set X, = Xg =1
and vary noise level o2 from01t0 0.3 xd. In Fig. 2c, we consider noiseless labels, o = 0, isotropic
feature distribution X, = I, and set task covariance to be Xg = Y117 + (1 — y)I, by choosing 7 in
{0,0.3,0.6,0.9}. Note that in Fig. 2c, we train a sufficient number of models (greater than 20) to
ensure the optimal model is obtained. In all the figures, solid and dashed curves correspond to the
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Figure 3: Distributional alignment and low-rank parameterization experiments. (a) and (b) show
the ICL results using data generated via (9) and (11), respectively, by changing @ from 0 to 0.6.
In (c), we train low-rank linear attention models by setting Wy, W, € R“*D*" and in (d), we apply
the low-rank LoRA adaptor, Wy, := Wy, W where Wy, Waown € R4*D*"to pretrained linear
attention models and adjust the LoRA parameters under different task distribution. Solid and dotted
curves correspond to the linear attention and theoretical results (c.f. Section 3), respectively, and the

alignments validate our theorems in Section 3. More experimental details are discussed in Section 4.

ICL results from training 1-layer ATT and SSM models, respectively, and dotted curves are obtained
from (8) in Theorem 1. The alignment of solid, dashed and dotted curves validates our Proposition 1
and Theorem 1.

e Distributional alignment experiments (Figs. 3a&3b). In Figs. 3a and 3b, we generate RAG and
task-feature alignment data following (9) and (11), respectively, by setting o = 0 and varying « from
0 to 0.6. Attention training results are displayed in solid curves, and we generate theory curve (dotted)
via the £, formula as described in (36) in Appendix B.3 and (42) in Appendix B.4. The empirical
alignments corroborate Theorems 4 and 5, further confirming that Proposition 1 is applicable to a
broader range of real-world distributional alignment data.

e Low-rank (Fig. 3c) and LoRA (Fig. 3d) experiments. We also run simulations to verify our
theoretical findings in Section 3.2. Consider the independent data setting as described in (7). In Fig. 3c,
we set Xy = I;, o = 0 and task covariance to be diagonal with diagonal entries c[1 2-1 ... @17 for
some normalization constant ¢ = d/ %, i~!, and parameterize the attention model using matrices
Wi, W, € RU*DX and vary r across the set {1, 5, 10,20}. Results show that empirical (solid) and
theoretical (dotted, c.f. (13)) curves overlap. In Fig. 3d, we implement two phases of training. Phase
1: Setting £, = Xg = I; and o = 0, we pretrain the model with full rank parameters and obtain
weights W, Wq, W, € RUTDX@+D  ppase 2: We generate new examples with task covariance X
being a diagonal matrix with diagonal entries ¢’[27! 272 --- 27]T for some normalization constant
¢ =df Z;’]:l 27, Given the rank restriction r, we train additional LoRA parameters Wap, Waown €
R@ D where Wiy, := Wy,W  and (2a) becomes ATT(Z) = (Z(W,W[ + W, W] ZT)ZW,.

down down
Fig. 3d presents the results after two phases of training where dotted curves are drawn from the right
hand side of (14) directly. Here, note that since X, X" are diagonal, the right hand side of (14)

returns the exact optimal risk of LoRA and the alignments verify it.

5 Related Work

There is growing interest in understanding the mechanisms behind ICL [Brown et al., 2020, Liu et al.,
2023b, Rae et al., 2021] in LLMs due to its success in continuously enabling novel applications for
LLMs [GeminiTeam et al., 2023, OpenAl, 2023, Touvron et al., 2023]. In the previous work, Garg
et al. [2022] explored ICL ability of Transformers. In particular, they considered in-context prompts
where each in-context example is labeled by a target function from a given function class, including
linear models. A number of works have studied this and related settings to develop a theoretical
understanding of ICL [von Oswald et al., 2023, Gatmiry et al., Collins et al., 2024, Lin and Lee,
2024, Li et al., 2024, Bai et al., 2024, Akyiirek et al., 2023, Zhang et al., 2023, Du et al., 2023].
Akyiirek et al. [2023] focus on linear regression and provide a construction of Transformer weights
that can enable a single step of GD based on in-context examples. Along the similar line, Von Oswald
et al. [2023] provide a construction of weights in linear attention-only Transformers that can emulate
GD steps on in-context examples for a linear regression task. Similar to this line of work, Dai et al.
[2023] argue that pre-trained language models act as meta-optimizer which utilize attention to apply
meta-gradients to the original language model based on the in-context examples.



Building on these primarily empirical studies, Zhang et al. [2024], Mahankali et al. [2024], Ahn
et al. [2023], Duraisamy [2024] focus on developing a theoretical understanding of Transformers
trained to perform ICL. For single-layer linear attention model trained on independent in-context
prompts for random linear regression tasks, Mahankali et al. [2024], Ahn et al. [2023] show that the
resulting model implements a single step of PGD on in-context examples in a test prompt, thereby
corroborating the findings of [Von Oswald et al., 2023]. Zhang et al. [2024] study the optimization
dynamics of gradient flow while training a single-layer linear attention model on in-context prompts
for random linear regression tasks. Similar to Mahankali et al. [2024], Ahn et al. [2023], they show
that the trained model implements a single step of GD and PGD for isotropic and anisotropic Gaussian
features, respectively. In addition, they also characterize the test-time prediction error for the trained
model while highlighting its dependence on train and test prompt lengths.

‘While our work shares similarities with this line of works, as discussed in our contributions in the
introduction, we expand the theoretical understanding of ICL along multiple novel dimensions,
which includes the first study of LoRA adaptation for ICL in the presence of a distributional shift.
Furthermore, we strive to capture the effect of retrieval augmentation [Lewis et al., 2020, Nakano
etal., 2021] on ICL through our analysis. Retrieval augmentation allows for selecting most relevant
demonstration out of a large collection for a test instance, e.g., via a dense retrieval model [Izacard
et al., 2023], which can significantly outperform the typical ICL setup where fixed task-specific
demonstrations are provided as in-context examples [Wang et al., 2022, Basu et al., 2023]. Through
a careful modeling of retrieval augmentation via correlated design, we show that it indeed has
a desirable amplification effect where the effective number in-context examples becomes larger
with higher correlation which corresponds to preforming a successful retrieval of query-relevant
demonstrations in a practical retrieval augmented setup.

Recently, state space models (SSMs) [Gu et al., 2021b,a, Fu et al., 2023, Gu and Dao, 2023] have
appeared as potential alternatives to Transformer architecture, with more efficient scaling to input
sequence length. Recent studies demonstrate that such SSMs can also perform ICL for simple
non-language tasks [Park et al., 2024, Grazzi et al., 2024] as well as complex NLP tasks [Grazzi et al.,
2024]. That said, a rigorous theoretical understanding of ICL for SSMs akin to Zhang et al. [2024],
Mahankali et al. [2024], Ahn et al. [2023] is missing from the literature. In this work, we provide the
first such theoretical treatment for ICL with SSMs. Focusing on H3 architecture [Fu et al., 2023], we
highlight its advantages over linear attention in specific ICL settings.

6 Discussion

In this work, we revisited the loss landscape of in-context learning with 1-layer sequence models. We
have established a general connection between ICL and gradient methods that accounts for correlated
data, non-attention architectures (specifically SSMs), and the impact of low-rank parameterization
including LoRA adaptation. Our results elucidate two central findings: (1) The functions learned by
different sequence model architectures exhibit a strong degree of universality and (ii) Dataset and
prompt design, such as RAG, can substantially benefit ICL performance.

Future directions and limitations. The results of this work fall short of being a comprehensive theory
for ICL in LLMs and can be augmented in multiple directions. First, while the exact equivalence
between H3 and linear attention is remarkable, we should examine whether it extends to other
SSMs. Secondly, while empirically predictive, our RAG and LoRA analyses are not precise and
fully formal. Thirdly, it is desirable to develop a deeper understanding of multilayer architectures
and connect to iterative GD methods as in [Ahn et al., 2023, Von Oswald et al., 2023]. Finally, we
have studied the population risk of ICL training whereas one can also explore the sample complexity
of pretraining [Wu et al., 2023, Lu et al., 2024]. Moving beyond the theoretically tractable setup
of this work, our simplified models are trained on in-context prompts from random initialization.
Therefore, this theoretical study doesn’t address more challenging in-context learning tasks, such as
question answering, where both in-context demonstration and general knowledge from pretraining
are required. Future work in this area could also shed light on how certain contexts might elicit
undesirable behaviors acquired by an LLM during pretraining, an aspect not covered in our current
analysis. This work also studies a theoretical model for retrieval augmentation-based ICL. In a
real-life retrieval augmentation-based ICL, one needs to account for the quality of the collection of
the retrievable demonstrations and its (negative) impacts on the final predictions.
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A Equivalence among Gradient Descent, Attention, and State-Space Models

In this section, we present the proofs related to Section 2. Recap that given data
X=[x - x,]7 eR™,
£=[& - &1T R,
y= [)’1 Yn]T = XB+§GRH’

T
0

Zo = 0 T _ X1 Xn d GR(n+I)X(d+1),
o =[z1 Zn 0g41] [yl 0

and corresponding prediction functions

gren(Z) = x WXy, (15a)
gren(Z) = XWX (w0 y), (15b)
gxrr(Z) = ("W W Z3)ZWyy, (15¢)
gssu(Z) = ((ZTW)™ © (ZoWi © ZoW,) * [l ), (15d)
we have objectives
mv;i/n Loep(W)  where  Lpep(W) =E [(y - gPGD(Z))Z] , (16a)
Ivalig Lipep(W)  where  Lypep(W) = E [O’ - gupen(Z ))2] > (16b)
min  Lrr(W) where  Lyrr(W) = E[( - garr(2))°]. (16¢)
i Lssu(W) where Lssu(W) = E[( = gssu(2))°] (16d)

Here, the expectation is over the randomness in (x;, &), and B, and the search space for W is R
for w is R", for Wy, W,, W, is R@DXWHD for p js R4+ and for f is R™*1.
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A.1 Proof of Proposition 1

Consider the problem setting as discussed in Section 2, Proposition 1 can be proven by the following
two lemmas.

Lemma 4 Suppose Assumptions I and 2 hold. Then, given the objectives (16a) and (16¢), we have
min, V-EATT((W) = min Lpep(W).

Wi, W,

Proof. Recap the linear attention estimator from (15c) and denote
w,W, = [‘K w'] and W= [vl],
w, w v
where W € R4 w, w,,v; € R?, and w, v € R. Then we have

gart(Z) = "W W] Z)ZoW,y
X y|n
0, Offv

w wl] [XT 0,
w, wlly" O
=@ WX +x"wiy )Xy +yv)
=x"T WX y+x wiy Xvi +x" (V_VXTXv] + v||y||§2 wl)
=xTOW +wi)XTy +x7 (WX Xvy + vyl wi)
=x"WXTy+x (WX Xvy + vyl wi). (17)

N’
&nrr(Z) &

=[x" 0]

where W := vW + wv].
We first show that for any given parameters Wi, W,, W,, v,
E [(sarr(2) - y*] 2 E[@r(2) - 7] (18)
To this goal, we have
E [(emr(2) - 3’| - B[ @ar1(2) - )| = E[@m1(2) + £ - )| - B[ @arn(2) - )]
= El&’] + 2E[(@ar1(Z) - y)e] (19)
where we have decomposition
@arr(Z) - y)e = (x WXy - y)x’ (WXTXM +vllyllZ, W1)
=y XW xx (WX Xvy + vyl wi) - yx7 (WX Xvy + Iyl w1)
=y XWixx WX Xy, +v ||y||§2 Y XW xx"w; —yx WX Xy, — vy ||y||§2 xTw.
| S—

N ————
(@) (b) (c) (d)

In the following, we consider the expectations of (a), (b), (c), (d) sequentially, which return zeros
under Assumptions 1 and 2. Note that since Assumption 1 holds, expectation of any odd order of
monomial of the entries of X, x, 8 returns zero, i.e., order of x7Bx is 3 and therefore E[x" x] = 0,.

(@: E [yTXWTxxTWXTle]
=E[(XB+&) XW xx WX Xv,|
=E[BTXTXWTxx WX Xv, |+ E[£" XW xxT WX Xv,|
=0.
(b): E[vIylE, yTXW xxTwy|
=E[v(XB+8E) (XB+EXB+E XW xxTw|
=E [V, €TXW xxTw|
=0.
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(©): EBlyx WX X |
=EB[(x"B+&Ex WX X |
=EB[BTxxTWX Xy, |+ E [£xTWXT X, |
=0.
) : Elvylyllz, x™wi]
=VE|BTx + )XB+ T (XB+E)xw
= VE[£lI€lI7, x w1 |
=0.
Combining the results with (19) returns that
E [(enrr(2) - )| - B[ @arr(2) - »)*| = E[£’] 2 0 (20)

which completes the proof of (18). Therefore, we obtain
: 2 . 5 2] _ o 2
y i E|@arr(Z) - 7| = minE[@a(2) - °| = minE |(gran(2) - )]

We conclude the proof of this lemma by showing that for any W € R% in gpgp, there exist
Wk, Wq, WV, v such that gATT(Z) = ngD(Z). Let

We=W,=Lu, W, = [OW; %1], and v = [Old].
Then we obtain
gurr(Z) = x" WXy = gee(2), 2
which completes the proof. [ ]

Lemma 5 Suppose Assumptions I and 2 hold. Then, given the objectives in (16), we have

min  Lss(W) = min Lypep(W). (22)
W, WeWyn.f W.o

Additionally, if the examples (x;, y;)!_, follow the same distribution and are conditionally independent
given x and B, then SSM/H3 can achieve the optimal loss using the all-ones filter and

Ivalial)l Lipep(W) = mwi/n Lpep(W). (23)
Proof. Recap the SSM estimator from (15d) and let

W, = [qu Wgo ot wq,d+l],

W, = [Wkl Wi o Wk,d+1],

Wv = [wvl Wy wv,d+1] B

where W, wij, w,; € R%! for j <d + 1, and let

Vi Jo
v = Vz , and f= fl .
Vd+1 fn

Then we have
gssu(Z) = ((ZTW)™ © (ZoWi © ZoW,) * flns1 ) v

T T
n . wklziwvlzi
=an+1—i'v Lo
. T . .
i=1 gdi1%]  Wiar1ZiW, 441 %

B S
n W1 ZW i ZiW, i

_ T

=3 iy
i=1 1%i

T
W,z
©

w

T

T T .
wq,dH zwk,d+1 zlwv,d+

17



Next forall j <d+ 1, let
W, Wi W,
Wai = [l wei =0 Wi =,
qj kj vJ
where W, Wi, w,; € R? and w,j, wij, wy; € R. Then we have
T T T — (T L . IR .
wrawpziwyzi = (W0 ) (Wlxs + weye) (W] + wy i)

— T . wT T ) v =T =T Y (o7 +. T v
=X Wy (Wwwkj + ijwvj) Xy + (wqjx) (wij,) (wvjx,) + (wkjwwwqjxy[)

T T...2
=x Wixiyi+0;(x,x;,x;) + W xy;

where

W; =Wy (ijw;—j + ijwzl:j) € RdXd,

W} = ijwvjwqj (S Rd,

8,(x,x:,x;) 1= (W;jx) (W,j_ixi) (Wvzj,-) eR.
Then

n d+1
gssu(Z) = Z St - Z v; (xTW;'xiYi +0;(x, x;, x;) + W}Txyiz)

i=1 j=1

d+1 n d+1 d+1
- xT [Z VJW;] X(y Gf) + anﬂ—i . Z Vi (5j(x, xi,xi) + (Z VjW}T]xyT(y @f)
i=1

j=1 j=1

=x WXy +6(x,X,X) +w xy"y.
—_— T Y
8ssu(Z) £ &

Jj=1

where

F=1f - Al eR”,

y=yofeR"
d+1

W= v;WeR™,
=1
d+1

W= W, eR?

= VW' ,

=1

d+1

806, X, X) 1= " fuerciv v+ 60, %;, %)) € R.

i=1 =1
Next we will show that for any Wy, W, W, v,
E [(gssu(Z) - y)*] 2 E[(@ssn(Z) - »)°].
To start with, we obtain
E [(sssu(Z) - y)?| = E[@ssu(Z) + &1 + &2 - y)?]
= B|(Zssu(2) - 7| + E[(e1 + &)’ + 2B [(@ssu(2) - (&1 + £2)] (24
where there is decomposition
(Fssu(Z) = y)(e1 +&2) = 6(x, X, X) - xTWXF — 5(x, X, X)y + w'xy'§-x WXy —y-w'xy'y.
@ e 6 e

In the following, similar to the proof of Lemma 4, we consider the expectations of (), (b), (c), (d)
sequentially, which return zeros under Assumptions 1 and 2. Note that ¢;(x, x;, x;)’s and o(x, X, X)
are summation of monomials of entries of (x, X, ) with order 3, and entries of y and y are summation

18



of monomials of entries of (x, X, 8) with even orders: e.g.,y = x' B + & where £ is of oder 0 and x" 8
is of order 2.

(@): E[5(x.X.X) x"WXj|
=E[3(x.X.X) x"WX(XBo f)| + E[5(x. X. X) - x"WX(£ © /)]
=E[3(x.X.X) x"WX|E[£0© f|
=0.

(b):  E[5x, X, X)y]
=E[5(e. X. )" B +6)|
= E[5(x. X, X)x" B + E[5(x, X, X)¢]
=0.

(€): B[#Txy’y-x"WXjy|
=E[W x(XB+ & (XBof+£0f) - x WXXBo f+£0f)
0.

d: B [y . WTxyTj)]
=E[xTB+&) W x(XB+H (XBOf+§0 )
=0.

Combining the results with (24) results that
E [(gssu(2) = y)°| — B [@ssu(2) = »)°| = E (1 + £2)°| = 0.
Therefore we obtain,

o min B (gssn(2) = )] = minE |@ssx(2) - 7°| = minE | (gwen(Z) - )7

Next we show that for any choices of W and w in gypep, there are W, ,, v, f such that gssy = gupcp.
To this end, given w = [wy ... w,]", let

0
wT Od] [ded Od] [14} Wn

W,=1;,, W,= , W, = , V= and = .
q d+1 k [ 0; 0 1; 0 0 f .
W)

Then we get

(ZoW @ ZoW,) % fpe1 = (([X(‘)Z %1] o [y()ldd %n]) N f)
n+l

2y wi - yiWx;
0

WX (yow)
= 0 ,
and therefore
gssu(Z) = x"WX'(y 0 w) = gipen(2),
which completes the proof of (22).
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Next, to show (23), for any W € R let L(w) = E [(xTWXT(y Ow) - y)z]. Then we have

2 [xTWZn: wW;y;iXj— y] (xTWyixi)

=1

0L(w) _E

(9(4),‘

=2 Z W E|(TWy;x )(x Wyix)| - 2E [yx" Wy |

J=1

Here since (x;,y;)?, follow the same distribution and are conditionally independent given x
and B, for any i # j # j, B[(x"Wyix)?| = B[(x"Wy;x?| and E|[GTWy;x)(x"Wyix;)| =
E [(xTWyj/xj/)(xTWy,-x,-)]. Then let

E [(xTWijj)(xTWyixi)] = {cl L J and E [yxTW)’ixi] =c3,

Cr, 1=]
where (c1, 2, ¢3) := (c1(W), ca(W), c3(W)). We get

0L(w)
Gwi

=2ciw"1, +2(c; — c))w; — 2c3.

If c—c; =0, then M—("") =2ciw'1,—2c¢; forall i < nand any w € R” achieves the same performance.

B.L(w)

If c; — c; # 0, setting = 0 returns

n
c—c Y W)
wi:—j :=C foralli<n.
Cr — ()

Therefore the optimal loss is achieved via setting w = C1,. Without loss of generality, we can update
W — CW. Then w = 1,,, and we obtain

min & [(xTWXT(v Ow) - y)2] = minE [cTWXTy - 3y’

which completes the proof of (23). [ ]

A.2  Proof of Lemma 1
Proof. Recap the loss Lpep(‘W) in (16a) and prediction gpep(Z) in (15a), we have
Leap(W) = EL(y - gren(2))’]

-E [(xTﬁ +E—XTWXT(XB + .f))z]

=EB|(x"B-x"WXTXB) + 2" B - x WX XB)& —xTWXT§) + (£ —x WX £)’|
=EB|(x"B-xWXTXB) + (£ - x WX §)| + 2E[(x"B - x WX XB)(£ - x WX £)]
=EB|(x"B-x"WXTXB) + (£ - x WX £)] (25)
=B|(x"WXTXB)’ + (xTWXTE)?|-2E[B xx WX XB + £x" WX £] + El(x" ) + £]
FOW) HW) constant

where (25) follows Assumption 2. Since f>(W) is convex, Lpgp (‘W) is strongly-convex if and only if
fi(W) is strongly-convex, which completes the proof of strong convexity.

Next, (20) and (21) in the proof of Lemma 4 demonstrate that the optimal loss is achievable and is
achieved at & = 0. Subsequently, (17) indicates that gj;. has the same form as g3. Under the strong
convexity assumption, g is unique, which leads to the conclusion that g5, = g1 |
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A.3 Proof of Lemma 2

Proof. According to Lemma 1, Lpep(‘W) is strongly-convex as long as either E[(xTWX ™ X)?] or
E[(xTWXT&)?] is strongly-convex. Therefore, in this lemma, the two claims correspond to the strong
convexity of E[(xTWXT&)?] and E[(x"WXT XB)?] terms, respectively.

Suppose the decomposition claim holds. Without losing generality, we may assume (x1, 81, X;)
are zero-mean because we can allocate the mean component to (x5, 8>, X») without changing the
covariance.

e Claim 1: Let £, = E[x,x]], £5 = E[818] ], and £x = E[X[ X;]. If the first claim holds, using
independence, observe that we can write

E[(x"WX"£)] = El(x] WX[ £)°] + E[(x] WX §)] + El(x; WX £)°] + E[(x; WX, )*],
where the last three terms of the right hand side are convex and the first term obeys
E[(x] WX]£)?] = e E[x] WX X, W x,]
= o tr (BLx1x] WX X, WT])
= o tr (L, WEXWT)

Since noise level o > 0, using the full-rankness of covariance matrices ¥, and Xy, we conclude with
strong convexity of E[(xTWXT&)?].

e Claim 2: Now recall that £y = E[X] X;] and set A = X] X; — £y and B = X] X, + Lx. Observe
that E[A] = 0. If the second claim holds, E[X T X] = E[A + B]. Note that (A, 81, x;) are independent
of each other and (B, 8,, x»). Using independence and E[A] = 0, similarly write

2
F

E[(x"WXTXB)’] = E[(x" WAB)*] + El(x"WBB)’].
Now using E[B] = E[x] = 0 and their independence from rest, these terms obeys
E[(x"WAPB)’] = E[(x] WAB1)’] + El(x] WABL)’] + E[(x; WAB1)*] + El(x; WAB,)’]
E[(x"WBB)’] = E[(x] WBB:)’] + E[(x] WBB,)*] + E[(x; WBB1)’] + E[(x; WBB,)’].

In both equations, the last three terms of the right hand side are convex. To proceed, we focus on the
first terms. Using independence and setting £y = E[X ' X] > Xx > 0, we note that

E[(x] WAB))’] + E[(x] WBB1)’] = E[(x] WX XB,)’]
where x1, 81, X are independent and full-rank covariance. To proceed, note that
E[(x] WX XB1)*] = E[(x] WExf1)’] + E[(x{ W(X"X — Zy)B1)’].

Observing the convexity of the right hand side and focusing on the first term, we get

2
El(x] WExB1)’] = tr (E,WExEgExWT) = ” VEWEx \Eg
F

Using the fact that covariance matrices, Xy, )f.,;, are full rank concludes the strong convexity proof
of E[(x"WXT XB)?]. [ |

B Analysis of General Data Distribution

In this section, we provide the proofs in Section 3, which focuses on solving Objective (5a). For the
sake of clean notation, let L(W) := Lpep(‘W) and g := gpgp in this section.
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B.1 Supporting Results

We begin by deriving the even moments of random variables.

¢ 2n’th moment of a normally distributed variable: Let u ~ N (0, o?). Then we have

E[u*"] = o?"(2n — D!

e #’th moment: Letu ~ N(0,1;). Then for any W, W’ € R, we have

|

+E (Z W,'jl/tﬂ/tj

i#j

E[uf E[ul] + )" W

i#j

B [(uTWu)(uTW’u)]
[

s

i=1

d

Z W Uil

i,j=1

Z WiW/, E

,]}

E[u

][Z Wi

i#]

i#j

= tr (W) tr (W) + tr (W’WT) +tr (WW').

(26)

1+ Z W W E[u? E[u?]

27)

e 4’th cross-moment: Let u,v ~ N(0,1;) and for any W € R™“, let Ayy = W © I;. Then we have

E|@ W u)]
[( d 204 2
=E Z ‘/Vijbtj\/j Zuivi
] ij—l i=1
[ d
— 2 2
=E ZW,ju, I+ZW,1W,Juulv +Z Wi lvjv] + Z W;iWi jpuiuzvivy Zui
L\i,j=1 i#i’ JEJ L #] i=1
d
— 2 2
=E ZWU,J > Wi Windidvhy
L\i,j=1 t:ﬁj
[( d
— 2.2
=E Z llul Vi + Z ij U; j ZWUWJ’
L i#] i*j
[( d
— 2 4 4 2 4.2 2 2. 2.4 2 2.2.2 2
=E ZW” u;v; +Z UV +E ZW:‘/‘”:'V,“’:' +ZW,,”,V,’4, + Z ,ju,vjukvk
i=1 i#j i#j i#j i#j#k

MQV

=9 W,+(d—1)z PO W d=2) Y WhE Y Wy W
i=1 i#] i) i)
d d

=3y ”+(d+4)z D)WW
=1 ij=1

3tr(A}) + (d+ 4tr (WWT) + tr (W?).
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Vi + Z UiUjViV

i#j

+ Z WiiWii

i+

(28)

H



e 6’th moment: Letu ~ N(0,I;). Then for any W, W’ € R, we have

E [(uTWu)(uTW'u) ||u||?7]

g PR DR DY

i,j=1 i,j=1

St

zd: VI/”W’ (Z /} ”W’ B u§ [zd: ulz’ ]iI

i=1 4 i#j =1

+ W WLE ik (zd: uz) + Wy WE i [Zd: bﬂ”
i#] i'=1 i#] i'=1

_(d+4){3zd:W,, Wit > WaWi+ " Wiy Wi+ > Wy ;i) (29)

i#j i#] i#Jj
=(d+ 4){2 WaW; + Z Wi Wi, + Z W,-,»W},.]
i,j=1 i,j=1 i,j=1
= (d+4)(tr W) tr (W) + tr (WWT) + tr (WW')), (30)

where (29) is obtained by following

5

=1

d
2.2 2
u;ju; u;
=1

e 8’th moment: Letu ~ N(0,1;). Then for any W, W’ € R, we have

E = E[u®] + (d = D E[u*1E[u*] = 3(d + 4),

E = 2E[u*1 B[u?] + (d - 2) E[u*1 E[u*] E[«*] = d + 4.

E [ W)@ W) [l

A oS5

i,j=1 i,j=1 i,j=1

o5 ] 3w S5+

i#]

fgronlgrmle 50

i#] i#] i#]

- Swana (St e 3|« Sy ww 2l S+ 30
i=1 = iy %] = e
ZWW’ ZW W,E [Z” +Z H
i#] i#] 1 ey

i S S |
Ej
Wi WaW'; +ZW,JW +Z ] (31)

d
:(d+4)(d+6)[ >
i=1

i i¢j i#] i#]
d
= (d +4)(d + 6) [Z WaW; Z =) W,,W},)
i,j=1 i,j=1 i,j=1
= (d+4)(d +6) (tr (W) tr (W) + tr (WWT) + tr (WW")). (32)
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where (31) is obtained by following

[Zu+z ]

1 v#E)
= Elu®] + (d - DE[* E[u*] + 2(d = D) E[u®] E[4*] + (d — 1)(d - 2) E[u*] E[u*] E[4?]
=105+9(d—-1)+30(d - 1)+ 3(d - 1)(d - 2)

=3(d+4)d+06),

[Zu+zuuﬂ

&

= 2E[u®1 B[u?] + (d — 2) BE[u*1(B[«*])* + 2 EB[u*] E[u*] + 4(d - 2) E[u*1(E[4*])* + (d - 2)(d - 3)(E[+*])*
=30+3(d-2)+18+12(d-2)+ (d - 2)(d - 3)

=(d+4)d+6).

Elu

B.2 Independent Data with General Covariance

Proof of Theorem 1. Consider a general independent linear model as defined in (7) where X, and
Xz are full-rank feature and task convariance matrices and

x~N@O,Z), B~N@OZp, é~N(O,0?, and y=xB+¢

Let
=[x; - x,0", E=[& - &', and y=[y - yul" = XB+E.

To simplify and without loss of generality, let X = Z;l/ %, X = XE;” 2, B= E,lc/ Z,B where we have
F~NOD, B~ NOZY/ZES

and

y=%B+¢  y=XB+¢E
Then recap the loss from (5a), and we obtain
LW) =E [y - g(2))’]
-E [(xTﬁ +E—xXTWXT(XB + g))z]
=E[«TB-x"WXTXB)’ +2x"B - x"WXTXB)(¢ - x WX §) + (£ - x WX £)’|
=E[«TB-x"WX"XB)’| + E[(x"WXT £ + 07, (33)
where the last equality comes from the independence of label noise &, £.

We first consider the following term
E[xTWX ¢ | = B[ @Y WE/)XTE)?| = no? - tr (WWT)
where we define W = Zl/ ZWZ” 2. Next, focus on the following
E[«TB-x"WX XB)’| =E|&B- ¥ WX XB)’|
s (- xRy
= (B|(1- WX R)2(1-WX'R)'|)
= tr (Z) - tr (E(W + W) E[X" X]) + tr (WTWE[X XZX7X])
= tr (L) -2n-tr (IW)+ tr (WWE[X"XZX"X]),

(-
(r

where X := z}cfzzﬁzj/z.
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Let ¥; € R” be the i’th column of X and X; ;j be the (i, j)’th entry of X. Then the (i, j) entry of matrix
XREX X is )
d
XTREXTX); = > > B ¥ BE) %),
k=1 p=1
Then we get
i#j: E [(XTXEXTX) ] XY, B[& %% x]] + X B[& %% %] = n*%;j + nX;i

i=j: B[(XTXZXTX) | =SB [¥&8E 8]+ ) 2, B[F E &

JEI
=TyB[ +o 22 +n ) X
J#L
=ZiGn+nn-1)+n ) By
J#

d
= n[):[i(n +1)+ Z):,j]

=1
=n i+ 1)+ tr(X)).
Therefore
EIXTXEX"X]=n(n+ DX +n-tr (X)L
Combining all together results in
L(W) = tr (Z) - 2ntr (EW) + n(n + Dtr (EWTW) + n(tr () + o)tr (WWT) + o2,

= M = 2ntr (ZW) + n(n + Dtr (EWTW) + nMtr (WWT), (34)

where M := tr () + o2. Setting Vi L(W) = 0 returns

~2n-Z+2n(n+ 1) - IW + 20MW = 0 = W, = ((n+ DI + M):"l)_l
Then we have .
W, =x;'? ((n + DI+ MZ‘.‘l) x; /2

and
L, = LW,) =M -ntr((n+ DE™" + MEZ)™).

B.3 Retrieval Augmented Generation with @ Correlation

In this section, we consider the retrieval augmented generation (RAG) linear model similar to (9),
where we first draw the query vector x and task vector 8 via

x~N(@O,I) and B~ N(O,I).

We then draw data (x;)!_, to be used in-context according to the rule corr_coef(x, x;) > a > 0. Hence,
for i < n we sample

xi|x ~Nx,y’D, &~N©0,0%) and y =x]B+&, (35)
which results in (9) by setting y* = 1 — o

Theorem 4 (Extended version of Theorem 2) Consider linear model as defined in (35). Recap the
objective from (5a) and let W, := arg miny Lpep(W), and Ly = Lpep(Wy). Then W, and L, satisfy
We=cl and « =d+0? —cnd(@(d +2)+9%) (36)
where
a(d+2)+v?
- an(d+2)(d+4)+a*y2(d+2)(d+2n+3) +y*d +n+ 1) + 02(a?(d + 2) + y?)’
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Suppose a = O(l/ \/c_l), d/n = O(1) and d is sufficiently large. Let k = a’d + 1 and y* = 1 — a?.
Then W, and L, have approximate forms
1

Wy~ ——1 and L, ~d+o*—
kn+d+o?

knd
kn+d+o?

(37
Proof. Here, for clean notation and without loss of generality, we define and rewrite (35) via
g ~NO.D, &~N©O,0%) and x;i=ax+yg. yi=(ax+yg) B+&.
Then we obtain
LW) =E|(y - (2))’]
-E [(xTﬂ +E—XTWXT(XB + g))z]
=E [(xTﬂ —x"TWXTXB)? +2x"B-x" WX XB)E-xTWXTE) + (£ - xTWXTf)Z]
=E[«"B-x"WX"XB)’| + E[(x"WXT£?] + 0. (38)
To begin with, let
Ny =tr (W)’ +tr(WWT) +tr (W?), Np=tr(WW'), and N;=tr(W).

We first focus on the second term in (38)

n 2
(Z &x"Wiax + ygo] }
i=1

= no” E [x T W(ax + yg)(ax + yg) W x|
= no” (o’ Blx"Wxx"Wx] + ¥’ Elx"Wgg W'x])

E[c"WX"§)?| =E

no? (a/ZN 1+ 72N2) . (It follows (27) and independence of x, g.)

Next, the first term in (38) can be decomposed into

E["B-x"WXTXB)’| =E["B)| + E[«TWX XB)*| - 2E [x"Bx WX XB|.
(@) ) (©

In the following, we consider solving (a)-(c) sequentially.

(@: E[«"p?|=d
b): E[xTWXTXB)|

n 2
=E [xTW Z(a'x +vgi)(ax + Ygi)Tﬂ) }

i=1

n 2
=E [Z x"Wtxx" +y’gig] +ayxg + ayg,»xT),B) }

i=1
n 2
[Z xTWg,-g,vT,B]

i=1

n 2
( xTWxgiTﬁ]
1

i=

= o'’ B[ Wxx"B)’| + ' E +a*y*'E +a*y*E

n 2
(Z xTWg,-xT,B]
in1

+202y*n’E [xTWxxTﬁﬂT ggTWTx] +20%y*nE [xTWx gT,BxTngTﬂ]
= (a4n2(d +4)N, + y4n(d +n+ I)Nz) + (a'zyznle + azy2n(d + 2)N2) + (Zszznle + Zszanl)
= (a4n2(d +4) +?YnCn+d+ 2)) Ny + ((1'272n(d +2)+y*'n(d+n+ 1)) N,
= AN + AoNs.
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©: E [xTﬂxTWXTX,B] =E {Z x'Bx"W(ax +yg)lax +yg)' B

i=1

=E

Z x"Bx"W(Pxx" +y’gig] +ayxg] + arygixT)ﬂ]
P

= o’nE [xTﬂxTWxxTﬂ] +v’nE [xTﬂxTngTﬁ]
= o?n(d + 2)tr (W) + y*ntr (W)
= (afzn(d +2)+ "yzn) N3
= A3N;.
Here, (b) utilizes the 4’th and 6’th moment results (27) and (30) and we define
A =a*n?(d+4) + Py n@n+d +2)
A =y n(d +2) +y*nd+n+1)
Az = a/zn(d +2)+ 72n.
Then combining all together results in
L(W) = AN, + AyN> — 243N5 + no (@’ Ny +y*N,) +d + 0.
To find the optimal solution, set VL(W) = 0 and we obtain
A1VN| + A, VN, — 243VN3 + noX(@*VN; +y*VN,) = 0. (39)

Note that we have
VN, =V (tr (W) + tr (WWT) + tr (W?)) = 2tr (W) I +2W + 2W"
VN, = Vtr (WWT) = 2W
VN; =Vtr(W) =1.
Therefore, (39) returns
24, (tr WYT+W + WT) +2A,W = 245 + 2n (P Er W T+ W+ W) + W) =0,  (40)
which implies that the optimal solution W, has the form of cI for some constant c. Then suppose
W, = cl, we have tr (W) = cd and (40) returns
2A1(d + 2)cI + 2AscI — 2A51 + 2n0*(@*(d + 2)cI + y*cI) = 0
As
Cc =
Ai(d+2)+ Ay + no2(a?(d + 2) + y?)
B X (d+2)+ 72
T And+2)d+4) + 22 d+2)d+2n+3) +yHd +n+ 1)+ 02(a?(d +2) +y2)
Then the optimal loss is obtained by setting W, = cI and
L, = LW,) = A c2d(d +2) + Ayc*d — 2A3¢d + no?cd(@®(d + 2) +¥) +d + o
= czd(Al(d +2)+ Ay + no?(@d +2) + 72)) —2Ascd +d + 0P
=d+0% - Ascd.

It completes the proof of (36). Now if assuming @ = O (1 / \/c_l), d/n = O(1) and sufficiently large
dimension d, we have the approximate

N a?d + 1
T AP+ a2d(d + 2n) + (d + n) + 02(@2d + 1)
_ a?d + 1
T (@d+ 1)2n+(@2d+ Dd + oc2(@?d + 1)
1
T (@d+ Dn+d+o?

and
(e*d + Dnd
@d+Dn+d+o?

L,o~d+o?—
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B.4 Task-feature Alignment with o Correlation

In this section, we consider the task-feature alignment data model similar to (11), where we first draw
task vector B via
B~ N(©O,I.

™! according to the rule corr_coef(x;, 8) > @ > 0 via

i=1
xi|B~N@B.D, &~N©O,0% and y =y -x/B+&, (41)
which results in (11) by setting y> = 1/(a?d + 1).

Then we generate examples (x;, y;

Theorem 5 (Extended version of Theorem 3) Consider linear model as defined in (41). Recap the
objective from (5a) and let W, := arg miny Lpep(W), and Ly = Lpep(Wy). Then W, and L, satisfy

W,=cl and L, =dy*(0od® + 1)+ 0> —cndy*(Aa + 2000” + 1) (42)
where
Ara? +2A00% + 1
C =
Ara® + Aza* + Aga? + (d +n+ 1) + 02(Aga* + 2a2 + 1) /92
and

AN=d+2

A =d+2)d+4)

A =(d+2)d+4)d+6)n

Ay =(d+2)(d+4)Bn+4)

Ay =(d+2)Bn+d+3)+(d+38).

Suppose @ = O (l/ \/3), d/n = O (1) and d is sufficiently large. Let k = a’d + 1 and y* = 1/k. Then
W, and L, have approximate forms

1
Wyn— d ~dioto—
S v dro o Lemdro - o

knd 43)

Proof. Here, for clean notation and without loss of generality, we define and rewrite (41) via

g ~NOD, &~N©O,0) and xi=af+g, yi=yxB+&=v (aB+g) B+é.
Recap the loss function from (5a), we obtain

LW) =E [ - 2))]
-E [(yxTﬁ +E- XWX (yXB + .g:))z]
=E [yz(xTﬂ ~x"WXTXB)? +2y(x"B-x" WX XB)(& —x WX &) + (£ - xTWXT.f)Z]
=Y E["B - x"WX"XB)’| + B[ TWXTE?| + . (44)
Similar to Appendix B.3, to begin with, let
Ny =tr (W)’ +tr(WWT)+tr(W?), Np=tr(WWT), and N;=tr(W),
and additionally, given Ay = WO I, let
Ny =3tr (A5,) + (d + 4tr (WWT) + tr (W?).

We first focus on the second term in (44)

E[c"WXT§)?|=E

n 2
[(aﬂ + @)W &+ g»)
i=1

=1 E|((op + )" Wiap+ g |

=no” (o*E[(BTWB)’| + 27 E|(B"Wg')’| + E|(gTWg')’])

no? (o (tr (W) + tr (W?) + tr (WWT)) + 2a” + Lytr (WWT))

no? (a4N1 + (2% + 1)N2). (It follows (27) and independence of 8, g, g’.)
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Next, the first term of (44) (omitting y?) returns the following decomposition:
E[x"B-x"WXTXB)’| =E (B + &) (B~ WX XB))’]|
-E [(aﬂT,B —aB"WX XB+g B - gTWXTXﬂ)Z]
= E[B"B)’]1 + &’ E[(B"WXTXB)’] + El(g"B)’] + El(g" WX XB)’]
—20°E[B"BB WX XB] - 2E[B  gg" WX XB]
= a?d(d + 2) + ”E[(B"WX" XB)*] + d + E[(g" WX XB)*]
N—— e’ N’
(@) ()
- 20°E[B"BBTWX T XB] - 2E[B" gg WX X}B.
(c) ()

Consider solving (a)-(d) sequentially as follows:

To begin with, we use the following decomposition for all (a)-(d):
X"XB=) xix]B
i=1
= > @B+ g +g)" B
i=1
= BB+ aPg B+ ag B+ 2ig] B
i=1

Then, we have
(@: E[B"WXTXB)]

n 2
=E (Z ’BWBB'B+aB WP/ B+ B WeB'B +BTngg,~Tﬁ}

i=1
n 2 n 2
(Z B"WBge] ﬁ] ] +’E (Z ﬁTWg,-ﬂTﬁ]
i=1 i=1

+20°nE {Z BTWBB BB Weig] B| + 20° B [Z BTWBg BB ngf]
i=1 i=1

+E

n 2
[ZﬁTWg,-g,-Tﬂ]
i=1

= o*n’E [(ﬁTWﬁﬁTﬁ)z] +’E

n 2
(Z B nggfﬂ]
i=1

= o' B|(57WBEB) |+ a*nE|(5TWpe TB) | + o*nE|(BWeBTB) | + B

+20°n E[BTWBBTABTWg' g B] + 20°nE [BTWBe BB WeiB"B]

= a*n*(d + 4)(d + 6)N; + &*n(d + 4)N; + &*n(d + 2)(d + 4)N, (45)
+n(n — 1N + nN, (46)
+20%n%(d + 4N, + 2a*n(d + 4N, 47)

= (azn(d +4)(aPn(d + 6) + 2n +3) + n(n — 1)) Ny + a*n(d +2)(d + 4)N, + nN, (48)
= BN + BNy + nNy,

where (45) and (47) utilize (30) and (32), and (46) is obtained via

n 2
(ZBTngg?ﬂ]
i=1

E

~nE|(FWe'g " B) |+ nn - DE[FTWe's B We 8" B
=nNy +n(n — 1)Ny,

which follows (27) and (28).
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b): E|g"WXTXB)|

=E

n 2
(Z o’g"WBBTB+ag WBg] B +ag WeB B+ g Wg,-g,Tﬂ]

i=1
n 2 n 2
[Z g WBel ﬂ] ] +a*E (Z gTWg,-ﬁTﬁ]
i=1 i=1

> &"WBBBg Weig! B ZgTWﬂg,TﬂgTngﬂTﬂ]

i=1 i=1

+E

n 2
(Z gTng-g,-Tﬁ)
i=1

= o*’E [( gTWBﬂT,B)Z] +o’E

+2a’nE +2a°E

= a'nB|(g WBETB) | + *nE|(e WBe B) | + nE (g We'B) |+ E

n 2
(Z g Wgig! ﬁ] J
i=1

+20’n E|g"WBB B Wg'g'TB| + 20°nE [¢ WBg! Bg WS B

= a*n*(d + 2)(d + 4N, + &*n(d + 2)N; + &*nd(d + 2)N, + n(d + n + 1)N, (49)
+2a%n%(d + 2)N, + 2¢*n(d + 2)N, (50)
= (’n(d + 2)(@’n(d +4) + 2n+d + 3) + n(d + n = 1)) Ny
= B3N,
where (49) and (50) are obtained using (27), (30) and
n 2
E [Z gTngg,Tﬂ] —nE|(g™Wg'g'"B) | +ntn- DE[g"We's "B We"g" "B
i=1

=n(d+2)Ny + n(n— 1)N, = n(n+d + 1)N;.
(©): E[B"BB"WX XB|
=nE[B"BB"W(B + g)aB + ) B
o’nE|[B"BBTWEB B| + nE[BTBBTWe g B
azn(d +2)(d + 4)tr (W) + n(d + 2)tr (W)
(e?n(d +2)(d +4) + n(d +2)) N3
= B4Ns.

d): E[B gg" WX XB|

=nE|B g Wep + g+ g) B
o’nE|BTgg " WBB|+ nE|B g We'g' B
a’n(d + 2)tr (W) + ntr (W)
(o?n(d +2) + n) N3

= BsN;.
Here we define

B, = a’n(d + 4)(@*n(d + 6) + 2n + 3) + n(n — 1)
By = &*n(d +2)(d + 4)
Bs = a?n(d +2)(@*n(d +4) + 2n+d +3) +n(d +n—1)
Ba = &*n(d +2)(d +4) + n(d +2)
Bs = &*n(d + 2) + n.
Then combining all together results in
L(W) = y*(e?d(d +2) + d + a*(BIN; + BoNa + nNy) + BNy — 20°ByN; = 2B5Ns) + no(*Ny + (207 + DN,) + o

= y*(e?BiNy + (@”By + B3)Ny — 2(a By + Bs)N3 + &?nlNy) + no? (@*Ny + (207 + DNy) +y2d (a*(d +2) + 1) + 0
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and differentiating it results in
VLW) =y* (o’ BiVN, + (” By + B3)VN; — 2(a’ By + Bs)VN; + a?nVNy J+no (@' VN, +(207+1)VN).
Similar to the proof in Appendix B.3, W, has the form of W, = cI and we have

VN, =V (tr (W)? + tr (WWT) + tr (W?)) = 2tr (W) I + 2W + 2W™ = 2c(d + 2)I

VN, = Vtr (WWT) = 2W = 2cI

VN; = Vtr (W) = I

YNy =V (3tr (A})) + (d + 4t (WWT) + tr (W?))

= 6-diag (Aw) + 2(d + HW + 2W7
= 2¢(d + 8)I.

Therefore, setting V.L(W) = 0 returns
¥ (2c(d +2)a’B; +2¢(a’B, + B3) — 2(@*Bs + Bs) + 2¢(d + 8)0/2n)+26n0'2(a/4(d+2)+2a'2+ D=0
(1234 + Bs

- (d +2)a?B; + (a%B, + B3) + (d + 8)a?n + no2(a*(d + 2) + 2a2 + 1) /2
_ a*n(d+2)(d+4)+2a*n(d+2)+n

==

T 2 d+2)([d+D)d+6)+a*nd+2)d + HBn+4) + a2n(d+2)Bn+d +3) + (d+8)) + n(d + n+ 1) + no2(a*(d +2) + 22 + 1)/2
Ad+2)(d+4)+22%d+2)+ 1
adn(d +2)(d +4)(d +6) + a*(d +2)(d + HBn+4) + >(d +2)Bn+d +3) + (d + 8)) + (d + n+ 1) + 02(a*(d + 2) + 22 + 1) /y?’

Then the optimal loss is obtained by setting W, = cI and
L, = LW,) =v*d@*(d +2)+ 1)+ 0% —y*(@*By + Bs)cd.

It completes the proof of (42). Now if assuming @ = O(l/ \/c_i) ,d/n=0(),y*=1/(a*d + 1) and
sufficiently large dimension d, we have the approximate
N Ad? +20%d + 1
" nedd + 3natd? + B3n + d)atd + d + n + o2(atd + 202 + 1)/?
(@%d + 1)
n(e?d + 1)3 +d(@?d + 1) + o2(a?d + 1)
1
(@?d+ Dn+(d+02)/(a*d+1)

X

and
Y (e*d + 1)’*nd
(@d+ Dn+(d+o?)/(a?d + 1)
(@?d + Dnd
(@2d+Dn+(d+02)/(a?d+1)

L, ~y*dPd + 1)+ o? -

=d+o° -

C Analysis of Low-Rank Parameterization

C.1 Proof of Lemma 3
Proof. Recall the loss function from (34)
LW) = M = 2ntr (EW) + n(n + Dtr (EWTW) + nMtr (WWT)
where W = E;/ZW):,ICM, Y= Z,‘C/ZZﬁE,‘C/z and M = tr(X) + o2. For any W, let us parameterize

W = UEUT where U € R®" denotes the eigenvectors of W and E € R™" is a symmetric square
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Figure 4: Further comparison for linear attention and H3. In (a) and (b), given maximum context
lengths n,,x, We train linear attention and H3 models to minimize the average loss across all positions
n from 1 to ny.x. Averaged test risks are presented in (c¢). In (d), the task vector B evolves gradually
over the context positions i < n via 8; = (i/n)B; + (1 — i/n)B,. In both scenarios, H3 outperforms
linear attention benefiting from its additional convolutional filter (c.f. f in (2b)). Implementation
details are discussed in Section 4.

matrix. We will first treat U as fixed and optimize E. We will then optimize U. Fixing U, setting
= UTXU, we obtain
L(E) = M - 2ntr (i:E) +n(n+ Dtr (iEz) +nMtr (EZ) .
Differentiating, we obtain
0.5n"'VL(E) = -£ + (n + DEE + ME.
Setting VL(E) = 0 returns
E,=MI+@n+ D)L (51)

Let A; denote the i’th largest eigenvalue of . Plugging in this value, we obtain the optimal risk as a
function of U is given by

LuU)y=M-n-tr (i‘,E*) =M-n-tr(MI+»n+1HI)"'E?) (52)

r -

%
= M- M-y — 53
Z(n+1)/1 M ";n+1+Ma;' 43

Now observe that, the right hand side is strictly decreasing function of the eigenvalues 1; of £ =

;11
P It follows from Cauchy

interlacing theorem that ; < A; where 4; is the i’th largest eigenvalue of X since I is an orthogonal
projection of X on U. Consequently, we find the desired bound where

UTXU. Thus, to minimize L, (U), we need to maximize )_,

r

A
L, =M-n _
* ;‘n+1+M/ll.‘1

The equality holds by setting U to be the top-r eigenvectors of X and E = E,(U) to be the diagonal
matrix according to (51). |

D Additional Experiments

In this section, we present additional experiments demonstrating that the H3 model can outperform
the linear attention model under different training or data settings. The implementation details are
consistent with those outlined in Section 4.

¢ H3 outperforms linear attention (Figure 4). Until now, our analysis has established the equiva-
lence between linear attention and H3 models in solving linear ICL problem. Furthermore, we also
investigate settings where H3 could outperform linear attention due to its sample weighting ability.
In Figs. 4a and 4b, instead of training separate models to fit the different context lengths, we train
a single model with fixed max-length n,,« and loss is evaluated as the average loss given samples
from 1 to ny.x. Such setting has been wildly studied in the previous ICL work [Garg et al., 2022,
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Akyiirek et al., 2023, Li et al., 2023]. We generate data according to (7) with £, = Xg = I; and
o =0, and train 1-layer linear attention (Fig. 4a) and H3 (Fig. 4b) models with different max-lengths
nmax = 30,50, 80. Comparison between Fig. 4a and 4b shows that 1-layer attention and H3 implement
different algorithms in solving the averaged linear regression problem and H3 is more consistent
in generalizing to longer context lengths. In Fig. 4c, we plot the averaged risks for each model and
H3 outperforms linear attention. Furthermore, in Fig. 4d, we focus on the setting where in-context
examples are generated using evolving task vector 8. Specifically, consider that each sequence corre-
sponds to two individual task parameters 8" ~ N(0, I;) and B? ~ N(0, 1,,). Then the i’th sample is
generated via x; ~ N(0,1,) and y; = ] x; where B; = 1,8V + (1 — 2)B® and A; = i/n. The results
are reported in Fig. 4d which again shows that H3 achieves better performance compared to linear
attention, as H3 may benefit from the additional convolutional filter (c.f. f in (2b)). Here, dotted
curve represent the theoretical results under i.i.d. and noiseless setting, derived from Corollary 1.

E Extended Related Work

There is growing interest in understanding the mechanisms behind ICL [Brown et al., 2020, Liu
et al., 2023b, Rae et al., 2021] in large language models (LLMs) due to its success in continuously
enabling novel applications for LLMs [GeminiTeam et al., 2023, OpenAl, 2023, Touvron et al., 2023].
Towards this, Xie et al. [2022] explain ICL by language model’s ability to perform implicit Bayesian
inference where, under specific assumptions on the pre-training data distribution, the model infers a
shared latent concept among the in-context examples and leverages the concept to make a prediction.
Miiller et al. [2021], Hollmann et al. [2022], Miiller et al. [2023] introduce prior-data fitted network
(PFN) to approximate Bayesian inference on synthetic datasets and use it to perform downstream
tasks such as tabular dataset classification. On the other hand, Olsson et al. [2022] posit induction
heads as the key mechanism enabling ICL in Transformers. Park et al. [2024] study how various
distributional properties of training data aid in the emergence of ICL in Transformers.

In the previous work, Garg et al. [2022] explored ICL ability of Transformers. In particular, they
considered in-context prompts where each in-context example is labeled by a target function from
a given function class, including linear models. A number of works have studied this and related
settings to develop a theoretical understanding of ICL [von Oswald et al., 2023, Gatmiry et al., Collins
et al., 2024, Lin and Lee, 2024, Li et al., 2024, Bai et al., 2024, Akyiirek et al., 2023, Zhang et al.,
2023, Du et al., 2023]. Akyiirek et al. [2023] focus on linear regression and provide a construction
of Transformer weights that can enable a single step of GD based on in-context examples. They
further show that Transformers trained on in-context prompts exhibit behaviors similar to the models
recovered via explicit learning algorithm on the in-context examples in a prompt. Along the similar
line, Von Oswald et al. [2023] provide a construction of weights in linear attention-only Transformers
that can emulate GD steps on in-context examples for a linear regression task. Interestingly, they find
similarity between their constructed networks and the networks resulting from training on in-context
prompts corresponding to linear regression tasks. Similar to this line of work, Dai et al. [2023] argue
that pre-trained language models act as meta-optimizer which utilize attention to apply meta-gradients
to the original language model based on the in-context examples. Focusing on various NLP tasks,
they further connect it to a specific form of explicit fine-tuning that performs gradient updates to
the attention-related parameters. Inspired by the connection between linear attention and GD, they
developed a novel attention mechanism that mirrors the behavior of GD with momentum. Beyond
Transformers, existing work [Lee et al., 2023, Zucchet et al., 2023, Grazzi et al., 2024] demonstrate
that other model architectures, such as SSM and RNNs, are also capable of in-context learning (ICL).

Building on these primarily empirical studies, Zhang et al. [2024], Mahankali et al. [2024], Ahn
et al. [2023], Duraisamy [2024] focus on developing a theoretical understanding of Transformers
trained to perform ICL. For single-layer linear attention model trained on in-context prompts for
random linear regression tasks with isotropic Gaussian features and isotropic Gaussian weight vectors,
Mahankali et al. [2024], Ahn et al. [2023] show that the resulting model implements a single step
of GD on in-context examples in a test prompt, thereby corroborating the findings of [Von Oswald
et al., 2023]. They also show that the learned model implements a PGD step, when faced with
anisotropic Gaussian features, with Mahankali et al. [2024] also considering anisotropic Gaussian
weight vectors. Ahn et al. [2023] further study multi-layer model and show that the trained model can
implement a generalization of GD++ algorithm, supporting an empirical observation in Von Oswald
et al. [2023]. On the other hand, Mahankali et al. [2024] extend their single-layer setup to consider
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suitable non-linear target functions, showing that learned Transformer again implements a single
step of GD on lineare regression objective. For a single-layer linear attention model, Zhang et al.
[2024] study the optimization dynamics of gradient flow while training such a model on in-context
prompts for random linear regression tasks. Despite the non-convexity of the underlying problem,
they show the convergence to the global minimum of the population objective. Similar to Mahankali
et al. [2024], Ahn et al. [2023], they show that the trained model implements a single step of GD and
PGD for isotropic and anisotropic Gaussian features, respectively. In addition, they also characterize
the test-time prediction error for the trained model while highlighting its dependence on train and test
prompt lengths. Interestingly, Zhang et al. [2024] further explore the effect of various distributional
shifts, including the shift in task weight vector distributions between train and test time as well
as the covariate shifts among train and test in-context prompts. Interestingly, they find that while
linear-attention models are robust to most shifts, they exhibit brittleness to the covariate shifts.

While our work shares similarities with this line of works, as discussed in our contributions in the
introduction, we expand the theoretical understanding of ICL along multiple novel dimensions,
which includes the first study of LoRA adaptation for ICL in the presence of a distributional shift.
Furthermore, we strive to capture the effect of retrieval augmentation [Lewis et al., 2020, Nakano
et al., 2021] on ICL through our analysis. Retrieval augmentation allows for selecting most relevant
demonstration out of a large collection for a test instance, e.g., via a dense retrieval model [Izacard
et al., 2023], which can significantly outperform the typical ICL setup where fixed task-specific
demonstrations are provided as in-context examples [Wang et al., 2022, Basu et al., 2023]. Through
a careful modeling of retrieval augmentation via correlated design, we show that it indeed has
a desirable amplification effect where the effective number in-context examples becomes larger
with higher correlation which corresponds to preforming a successful retrieval of query-relevant
demonstrations in a practical retrieval augmented setup.

Recently, state space models (SSMs) [Gu et al., 2021b,a, Fu et al., 2023, Gu and Dao, 2023] have
appeared as potential alternatives to Transformer architecture, with more efficient scaling to input
sequence length. Recent studies demonstrate that such SSMs can also perform ICL for simple
non-language tasks [Park et al., 2024, Grazzi et al., 2024] as well as complex NLP tasks [Grazzi et al.,
2024]. That said, a rigorous theoretical understanding of ICL for SSMs akin to Zhang et al. [2024],
Mahankali et al. [2024], Ahn et al. [2023] is missing from the literature. In this work, we provide the
first such theoretical treatment for ICL with SSMs. Focusing on H3 architecture [Fu et al., 2023], we
highlight its advantages over linear attention in specific ICL settings.
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* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Yes, the authors confirm that the research conducted in the paper conform
wiht the NeurIPS Code of Ethics.
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* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
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from (intentional or unintentional) misuse of the technology.
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11. Safeguards
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release of data or models that have a high risk for misuse (e.g., pretrained language models,
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Answer: [NA]
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14.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
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Justification: The paper does not rely on existing assets.
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* The answer NA means that the paper does not use existing assets.
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URL.
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* For existing datasets that are re-packaged, both the original license and the license of
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New Assets
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Answer:[NA]
Justification: The paper does not release new assets such as code, data, or models.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
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limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human
subjects.
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* The answer NA means that the paper does not involve crowdsourcing nor research with
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tion of the paper involves human subjects, then as much detail as possible should be
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* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.
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15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)

approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human
subjects.
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* The answer NA means that the paper does not involve crowdsourcing nor research with
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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