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Abstract

A recent study has proposed the “Master Key Filters Hypothesis” for convolutional
neural network filters. This paper extends this hypothesis by radically constraining
its scope to a single set of just 8 universal filters that depthwise separable convo-
lutional networks inherently converge to. While conventional DS-CNNs employ
thousands of distinct trained filters, our analysis reveals these filters are predom-
inantly linear shifts (ax+b) of our discovered universal set. Through systematic
unsupervised search, we extracted these fundamental patterns across different archi-
tectures and datasets. Remarkably, networks initialized with these 8 unique frozen
filters achieve over 80% ImageNet accuracy, and even outperform models with
thousands of trainable parameters when applied to smaller datasets. The identified
master key filters closely match Difference of Gaussians (DoGs), Gaussians, and
their derivatives, structures that are not only fundamental to classical image pro-
cessing but also strikingly similar to receptive fields in mammalian visual systems.
Our findings provide compelling evidence that depthwise convolutional layers
naturally gravitate toward this fundamental set of spatial operators regardless of
task or architecture. This work offers new insights for understanding generalization
and transfer learning through the universal language of these master key filters.
Code is available at: https://github.com/ranaa-b/MasterKeyFilters

1 Introduction

Convolutional Neural Networks (CNNs) have significantly advanced computer vision through their
hierarchical representations using trainable filters. As architectures evolved toward greater perfor-
mance, models such as VGG [28], ResNet [10], and DenseNet [14] incorporated thousands of filters
across their layers. This trend continued with the development of Depthwise Separable Convolutional
Neural Networks (DS-CNNs) [13, 12], which separate spatial and channel-wise computations for
improved efficiency. Contemporary architectures like the ConvNeXt family [24, 34] utilize DS-CNNs
with up to 50,000 trainable spatial filters.

Recent research identified a notable pattern in trained depthwise convolutional kernels across various
DS-CNN architectures [2, 4]. Through analysis of trained filters using unsupervised clustering, they
demonstrated that these patterns converge into distinct clusters resembling Difference of Gaussian
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Figure 1: Comparison of Classical CNN and DS-CNN architectures: Left: Input with N channels.
Center: In Classical CNNs, each output channel is produced by convolving a unique filter with each
input channel, followed by summing the resulting feature maps. This results in N×M distinct filters
and corresponding feature maps. Right: DS-CNN uses only N filters (one per input channel) to create
N feature maps, then applies an N×M MLP layer to linearly combine these feature maps into M
output channels. DS-CNNs represent a parameter-efficient subset of classical CNNs, reducing the
number of required convolutional operations.

(DoG) functions and their derivatives. Their study classified over 95% and 90% of filters from
ConvNextV2 and ConvNeXt models, respectively, into Gaussian-related clusters, indicating consistent
patterns in filter learning.

Subsequently, another work proposed the “Master Key Filters Hypothesis,” [5] proposing that
there exist master key filter sets that are general for visual data, and that the depthwise filters in
DS-CNNs tend to converge to these master key filters, regardless of the specific dataset, task, or
architecture. This hypothesis challenges the conventional understanding that convolutional filters
become increasingly specialized in deeper layers and suggests instead that a set of fundamental filters
may underlie the performance of these networks. In this paper, we extend the "Master Key Filters
Hypothesis" by radically constraining its scope through identification of a minimal fundamental
master key filter set. While the original hypothesis posited the existence of general-purpose filter
sets for visual data—potentially comprising numerous filters across multiple sets—our systematic
unsupervised analysis across architectures and datasets reveals a remarkably compact representation.
We demonstrate that DS-CNNs predominantly converge toward a basis of just 8 distinct filters, where
a substantial proportion of learned filters approximate linear shifts of these fundamental kernels.
Notably, networks restricted to this compact basis maintain performance integrity, suggesting these
filters capture essential visual processing primitives rather than task-specific features. This finding
significantly refines the original hypothesis by establishing both the cardinality and specific form of a
universal filter basis for visual computing.

Linear Shift: Tensors X and Y are linear shifts iff X = aY + b where a and b are scalars.

Our work also substantially refines the observations made in [2], which identified Gaussian-related
patterns in DS-CNN filters without constraining their potential variability. While that study demon-
strated the prevalence of Guassian-like filters, it allowed for an effectively infinite continuum of these
structures with arbitrary standard deviations and noise characteristics. In contrast, we’re narrowing it
down as linear shift of a mere 8 fundamental filters. This significantly narrows the theoretical space.

These identified filters correspond to mathematical forms matching Difference of Gaussians (DoGs),
Gaussians, and their derivatives, which are established components in scale-space theory [20] and
share structural similarities with receptive fields observed in mammalian visual systems [35, 36].
Networks initialized with these 8 filters achieve over 80% ImageNet accuracy and demonstrate
superior performance compared to models with thousands of trainable parameters when applied to
smaller datasets.

Our findings provide empirical support for the “Master Key Filters Hypothesis” and suggest potential
applications in efficient network design and transfer learning, while contributing to the understanding
of generalizable patterns in visual processing systems.
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2 Related Work

Depthwise Convolutional Filters. Depthwise Convolutions (DCs) have revolutionized the design of
Convolutional Neural Networks (CNNs) by using only one feature map per input channel, leading
to the development of lightweight and performant architectures such as MobileNet [13], Efficient-
Net [30], and ConvNeXt [24]. As illustrated in Figure 1, classical CNNs utilize cin× cout completely
separate filters, creating independent feature maps for each input-output channel combination. Each
output channel is computed as:

Yi =

cin∑
j=1

Ki,j ∗Xj , for (i, j) ∈ [cout]× [cin]

where X ∈ RH×W×cin is the input tensor with cin channels, Yi is the i-th output channel, Ki,j is
the convolutional kernel for the i-th output channel and j-th input channel, and [n] denotes the set
{1, 2, ..., n}.
In contrast, DS-CNNs force the model to use only cin feature maps (one per input channel) followed
by linearly combining these feature maps using pointwise convolutions or MLP layers. It is important
to emphasize that DS-CNNs combine the feature maps resulting from the depthwise convolutions
rather than linearly combining the kernels directly:

Yi =

cin∑
j=1

Wi,j ·Kj ∗Xj , for (i, j) ∈ [cout]× [cin]

Although DS-CNNs are restricted-CNNs, but this restriction significantly reduces the parameter count
while maintaining competitive performance. They have demonstrated superior efficiency and accuracy
within their class size on diverse tasks-including ImageNet classification, scene understanding, and
graph conceptualization-compared to traditional CNNs and vision transformers[24, 34, 3].

Recent studies have revealed striking properties of depthwise convolutional filters in these networks.
Trockman et al. [33] observed that learned filters in their DS-CNN model ConvMixer exhibit highly
structured covariance matrices. Furthermore, Babaiee et al. [2] discovered that trained depthwise
convolutional kernels across all layers of DS-CNNs converge into a few main clusters, each resembling
the difference of Gaussian (DoG) functions and their first and second-order derivatives. The authors
were able to classify the majority of the filters from state-of-the-art DS-CNN models. Building on
this work, recent work. [5] introduced the "Master Key Filters Hypothesis," which proposes that
depthwise filters in DS-CNNs exhibit generality across domains, architectures, and layer depths,
challenging the conventional view that deeper layers become increasingly specialized. Our work
builds upon these findings by investigating the potential of using a limited number of unique filters in
DS-CNNs, exploiting the observed clusterability in depthwise convolutional kernels, and moving
towards finding the master key filters.

Filter Diversity. Filter pruning and compression techniques have been widely explored to reduce
the computational complexity and memory footprint of CNNs [11]. Structured pruning in CNNs
is typically achieved by removing redundant filters [19]. These methods highlight the importance
of "feature-map" diversity in CNNs, as removing redundant or less informative filters can lead to
more efficient models without significant performance degradation. In contrast, our work is not
attempting to reduce the number of parameters or computational cost, but rather investigating the
role of "filter" diversity in DS-CNNs and challenging the assumption that a large number of unique
filters is necessary for optimal performance. By discovering that a small set of carefully chosen filters
can effectively replace a large number of learned filters in DS-CNNs, we are shedding light on the
inherent limited diversity present in the learned depthwise filters.

Scale-Space Theory. Scale-space theory, which examines signals across different scales, was initially
developed in the mid-1980s [15] and has since become a fundamental concept in signal processing,
particularly within the field of computer vision. Lindeberg [20] introduced a computational framework
for visual receptive fields that exploits symmetry properties across space and time. This framework is
compelling for two reasons [23]: First, it offers a normative perspective on visual processing that
closely aligns with the hierarchical stages observed in the visual systems of higher mammals[21, 1].
Second, it provides a provable approach to capture the natural transformations of images over space
and time [22]. Gaussian derivatives are the sole kernels satisfying isotropy (rotational invariance)
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Figure 2: Visualization of selecting candidate filters using autoencoder-based dimensionality
reduction. Left: An autoencoder compresses filters into a 1D hidden code. Right: Heatmap of
50 uniformly sampled candidate filters from 1D hidden code, generated by the decoder part of the
autoencoder. These samples serve as the initial pool for our search for the master key filters.

and non-creativity (with respect to the causality principle) in scale-space theory [20]. Remarkably,
our work reveals that the master key filters required for efficient performance in DS-CNNs consists
of only 8 distinct filters: Gaussians, Difference of Gaussians (DoG, which can be approximated by
the Laplacian of Gaussians), and first derivatives of Gaussians. This finding establishes a strong
connection between the principles of scale-space theory and the design of CNN architectures.

3 Do We Need Thousands of Distinct Filters?

In this section, we investigate whether employing thousands of unique filters is essential for maintain-
ing the performance of DS-CNNs. In particular, we explore what is the impact on the performance of
the network, when we replace the trained filters with a minimal set of distinct filter variations.

3.1 The Quest for Master Key Filters

3.1.1 Autoencoder Design

To reduce the number of distinct filters in DS-CNNs, we distilled filters from publicly available trained
models of various sizes. Specifically, we gathered all depthwise 7× 7 filters from every layer in our
model bank, centered each filter and scaled its L2 norm to 1, and used this normalized collection to
train an autoencoder that encodes each filter into a single dimension (Fig. 2), following [2]. This
procedure captures the essential filter characteristics while markedly reducing dimensionality.

The autoencoder architecture comprises two primary components: an encoder and a decoder. The
encoder consists of four intermediate layers, each followed by a leaky rectified linear unit (Leaky
ReLU) activation function. These layers progressively compress and abstract the input filter repre-
sentations. The final layer of the encoder, known as the code layer, employs a sigmoid activation
function to map the compressed filter representations to values within the range [0, 1]. This mapping
ensures that the encoded filters are 1 dimensional, thus easy to sample.

The decoder on the other hand, is responsible for reconstructing the original normalized filters from
the encoded representations. It mirrors the structure of the encoder, with four intermediate layers
that gradually upsample and expand the encoded features. The final layer of the decoder utilizes
a hyperbolic tangent (tanh) activation function, which allows for accurate reconstruction of the
normalized filters within [-1, 1]. This choice of activation function ensures that reconstructed filters
maintain their centering and scale, aligning with the characteristics of the original normalized filters.

After training the autoencoder, we performed uniform sampling from the code layer. We took various
numbers of samples, 50, 25, and 10, from the [0,1] interval to generate filter sets (Fig. 2). Using the
decoder, we transformed these codes back into filters. We name them "candidate filters".

3.1.2 Linear shift (ax+b) approximation

In a layer, c-th channels depthwise filter can be denoted as Fc ∈Rk×k, where c is the index of the
channel. When flattened, Fc can be represented as a vector fc ∈Rk2

. The matrix F composed of all
flattened vectors of a layer is F = [f1, f2, . . . , fC ]

T ∈ RC×k2

.
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For each depthwise filter Fc learned by the ConvNeXtV2-tiny model, we identified the scalar
coefficients a and b, which minimized the Euclidean distance between the corresponding flattened
filter vector fc, and the linear combination af ′

k + b, where f ′
k represents a flattened candidate filter.

The original filter was then substituted with the optimal linear combination af ′
kmin

+ b that exhibited
the smallest distance to the original.

To solve for scalars a and b that minimize the distance between vectors fc and af ′
k + b, we use linear

regression. Here, the goal is to determine the coefficients a and b for two vectors x and y such that
by having ỹ = ax+ b the length of the vector y − ỹ is minimized. This problem has a well-known
solution. If the length of our vectors is l we have:

a =
l
∑l

i=1 xiyi −
∑l

i=1 xi

∑l
i=1 yi

l
∑l

i=1 x
2
i − (

∑l
i=1 xi)2

b =

∑l
i=1 yi

∑l
i=1 x

2
i −

∑l
i=1 xi

∑l
i=1 xiyi

n
∑l

i=1 x
2
i − (

∑l
i=1 xi)2

(1)

Calculating Equations (1) can be computationally intensive, especially when dealing with hundreds
of thousands of filters. To reduce computational complexity, we can use a normalization trick. Since
any linear shift of x does not alter the optimal ỹ, we normalize x using the transformation x̂ = x−x̄

||x−x̄|| .

With this normalization,
∑l

i=1 x̂i = 0 and
∑l

i=1 x̂
2
i = 1, allowing us to simplify Equation(1).

a =
l
∑l

i=1 xiyi
n

= ⟨x, y⟩ b =

∑l
i=1 yi
n

= ȳ (2)

Consequentially, Given the vectors x̂1, x̂2, . . . , x̂n as the rows of matrix X̂ and the vectors
y1, y2, . . . , ym as the columns of matrix Y , we introduce the vector ymean, which contains the
means ȳ1, ȳ2, . . . , ȳm. Using these, we can calculate the coefficients aij and bij for each pair of xi

and yj through matrix multiplication.

A = X̂Y B = ymean1
⊤ (3)

For each layer, with the set of depthwise filter vectors matrix F and the sample filter vectors matrix
F ′, we calculate the coefficients as above to find the closest linear-shift approximation. We chose
linear shifts for approximating the original filters because they preserve the heatmap and essential
characteristics of the filters. By applying a linear shift to a filter sample, we maintain the spatial
structure and relative importance of different regions within the filter.

3.1.3 Evaluation of F ′

In order to evaluate the impact of replacing the original filters with their linear-shift approximations
derived from the sampled filter set, we assessed the performance of the modified models on the test
set. In Table 1 we present the accuracy of models with varying sizes from the ConvNeXtv2 and
Hornet [27] families, along with their accuracy after their filter replacement. Quite remarkably, when
replacing all the filters of the models with approximations based on only 50 sampled filters, the model
performance remains robust, even without any fine-tuning. This resilience is particularly evident
for larger model sizes. In the case of ConvNeXtv2 Huge, replacing nearly 50K filters with just 50
sampled filters results in less than a two percent accuracy drop, without any fine-tuning.

As expected, reducing the number of sampled filters leads to a larger accuracy gap, and the Con-
vNeXtv2 models struggle to perform well when using an small set of only 10 filters. However, it
is important to note that the filter samples used in this experiment were obtained through uniform
sampling from the code layer of the autoencoder. This immediately raises the following question: Is
there a more strategically selected set of filter samples which can yield a better performance?

To elucidate this question, we focused on the ConvNeXt-v2-Tiny model and conducted a greedy
search on a set of 50 filter samples. We began with the 50 uniformly sampled filters and iteratively
removed filters one by one. Figure 2 illustrates the 50 filter samples used in this search. At each
iteration, we evaluated the model accuracy after removing each individual filter and eliminated the
one whose removal resulted in the smallest accuracy drop. This process was repeated for all filters.
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Table 1: Performance comparison when thousands of trained filters are replaced with linear
shifts (ax+b) from candidate filters. Without any fine-tuning (For trained model see Table 2), models
with just 8 selected filters from our greedy search on ConvNeXtv2 Tiny maintain remarkably high
accuracy (e.g., only 3.5% drop for ConvNeXtv2 Huge despite reducing from 50k to 8 unique filter
patterns) and even on different architecture, HorNet. Concidering models’ high sensitivity to filter
alterations, this is evidence that DS-CNN filters predominantly converge to these filters.

ConvNeXt Hornet
ConvNeXtv2 Models Pico Tiny Base Large Huge Tiny Small
Number of Filters 2 944 6 624 18 048 27 072 49 632 11 488 17 232

Original Acc 80.3% 83.0% 84.9% 85.8% 86.3% 82.3% 83.5%
Acc with 50 candidates 75.0% 75.4% 80.5% 83.2% 84.0% 79.4% 81.3%
Acc with 25 candidates 72.0% 66.9% 72.8% 79.6% 80.4% 78.3% 80.9%
Acc with 10 candidates 23.4% 1.0% 1.4% 3.0% 2.0% 66.3% 70.5%
Acc with 8 (greedy search) 73.1% 76.7% 79.3% 81.2% 82.8% 76.0% 78.1%
Acc with 8 random filters 0.11% 0.10% 0.10% 0.12% 0.09% 0.96% 1.0%

The accuracy plot during the greedy search, as shown in Figure 3, reveals an interesting trend.
The model’s accuracy remains relatively stable until the last 10 filters are removed, with the curve
exhibiting a distinct elbow around 8 samples. This observation suggests that a small subset of only
10 filters is playing a crucial role in maintaining the performance of the model. To further refine the
search, we selected the 10 best-performing filters from the previous step and expanded our search
space by sampling 4 additional filters around each of these 10 filters. This local exploration allows us
to fine-tune the selection of filters and capture any potential variations that may enhance performance.

50 40 30 20 10 0
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0

25

50

75
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cc
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Elbow Point

Accuracy Plot with Highlighted Elbow Point

Non-essential Filters
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Figure 3: Our systematic greedy search for the
essential filters A.1. While the removal of most
filters did not noticeably change accuracy, 8 of
them were essential, consistently in all models we
tested.

We then conducted a second round of the greedy
search using this expanded set of filters. The
search converged to a set of 8 filters located
just after the curve elbow. These 8 filters, as
shown in Figure 4, represent a highly informa-
tive subset that can effectively replace the orig-
inal large set of filters, while minimally impact-
ing the model’s accuracy.

In order to make sure that our search is not vi-
olating the "Test Set Violation" principle, we
repeated the experiment as follows. We sep-
arated 100 random samples from each of the
classes of the ImageNet training set. We then
used this new set as our evaluation set for the
greedy search on the 50 filter samples. We followed the same steps as outlined before, and the search
resulted the same 8 filters.

The last row of Table 1 showcases the accuracy of the models, when their filters are replaced by the 8
filter transformations, obtained from the greedy search. Remarkably, the results demonstrate that the
ConvNeXtv2 models accuracy achieved with these 8 filters, surpasses even the performance of the
25-filters-sample set. This finding underscores the effectiveness of the greedy search approach in
identifying a highly discriminative subset of filters. Moreover, it highlights the potential for replacing
a large number of filters, up to 50K in the case of ConvNeXt v2 models, with just 8 strategically
selected filters, while maintaining an acceptable performance.

To validate the generalizability of these 8 filter samples, we extended our experiments to the
ConvNeXt-v2-Pico model, which represents a different model size. In this case also, we arrived at
a similar set of 8 filter samples, indicating the robustness and transferability of our findings across
different model architectures. The consistency of the 8 filter samples across different model sizes
suggests that these filters capture fundamental and generalizable patterns in the data. It hints at the
existence of a set of universal filters that can effectively represent the essential information required
for accurate classification.
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Figure 4: Heatmap visualization of the eight universal filters discovered through systematic
greedy search on the ConvNeXtv2 tiny model. Our empirical analysis demonstrates that DS-CNN
filters predominantly converge to linear shifts (ax+b) of one of these eight filters, regardless of
architecture or dataset. Filters 1-4 display central difference operator characteristics, and filters 5-8
correspond to established mathematical image processing fundamentals (See Figure 5).

d/dx Gaussian Filter 5 d/dy Gaussian Filter 6 DoG Filter 7 Gaussian Filter 8

Figure 5: Correspondence between the empirically discovered filters (5-8) and their theoretical
mathematical counterparts. Left column shows the idealized mathematical forms: first derivatives
of Gaussians in x and y directions (filters 5-6), Difference of Gaussians (filter 7), and Gaussian
function (filter 8). Right column shows our discovered filters that closely approximate these operators,
demonstrating the network’s natural convergence toward established visual processing primitives.

The remarkable performance maintained when replacing thousands of trained filters with just our
8 master key filters cannot be coincidental. Noting models’ high sensitivity to filter alterations
(evidenced by the catastrophic performance drop with 8 random filters), strongly indicates that DS-
CNN filters predominantly converge to fundamental patterns during training. Even more compelling,
these 8 filters (discovered exclusively from ConvNextV2 Tiny) transfer seamlessly to architecturally
distinct models like Hornet. This fascinating cross-architecture generalization suggests that DS-
CNNs naturally gravitate toward a mathematically well-defined universal filter code that captures
fundamental visual processing operations.

3.2 Understanding the Eight Filters

This subsection investigates into the functional characteristics of the eight filters identified through
our systematic greedy search, and which have proven to be very effective across various datasets.
By analyzing these filters, we aim to understand their resemblance to traditional image-processing
operators and their potential roles in effective feature extraction within the network.

Filters 1-4: These 4 filters in Figure exhibit characteristics reminiscent of central difference operators,
commonly used for approximating Gaussian derivatives discretely. The arrangement and weights of
these filters mimic the theoretical models used in edge detection and texture analysis.

Filters 5-6: These 2 filters strongly resemble 1st order Gaussian derivatives along the x and y axis.
These filter contribute more pronounced spatial smoothing than previous filters. This characteristic
enables these filters to capture broader and more varied textural information from the input images,
potentially allowing for a better generalization across different visual contexts.

Filters 7: This filter resemble a 2-D discrete analogue of the Difference of Gaussians (DoG) due
to its positive center with slightly negative surround. The DoG filter, often approximated by the
Laplacian of the Gaussian in digital image processing, is crucial for blob detection and bar pattern
recognition in images. These filter likely contribute to the model’s ability to differentiate areas of
rapid intensity change, enhancing edge and contour detection.

Filter 8: This filter closely aligns with a very fine-scaled Gaussian kernel. In image processing,
Gaussian kernels are smoothing filters used to reduce noise and detail. This results in a blurred image
that preserves edges better than uniform filters. Gaussian filters are mathematically proven to be the
only function for scale-space representation.

Filters formal definition: For completeness, we provide below the formal definition of the continuous
functions corresponding to the 2D Gaussian, the 2D derivative of the Gaussian along the x and the y
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Table 2: ImageNet Top-1 accuracy comparison between conventional trainings and our 8-filter
constraint. Models restricted to using only our 8 unique filters (plus learnable bias terms) achieve
comparable accuracy to their fully-trained counterparts. The consistent performance across different
architectures (ConvNeXtv2 and Hornet) demonstrates the universality of these fundamental filters.

ConvNeXtv2 Hornet
Models Pico Tiny Base Large Tiny
Number of Original Filters 2 944 6 624 18 048 27 072 11 488

Original model with FCMAE1 80.3% 82.9%2 84.9% 85.8% —
Original model 79.7% 82.5% 84.3% 84.5% 82.3%
Our 8 unique filters + bias 80.2% 82.7% 84.6% 85.4% 81.8%

1 FCMAE (Fully Convolutional Masked Autoencoder Framework) is a heavy pretraining.
2 This accuracy is from the model released by the ConvNeXtV2’s official paper repository.

We trained the model using their exact same script and training parameters (with the default
random seed set to 0) and achieved an accuracy of 82.7%, matching the result obtained with
our 8-filter configuration.

axis, respectively, and the 2D difference of Gaussians (DoG, Laplacian, Mexican hat):

Gaussian: G(x, y) = e−(x2+y2)/2σ2

∆Gaussian: DoG(x, y) = G1(x, y)−G2(x, y)

These formulations were used to construct the last four filters as depicted in Figure 5, with the
exception of the DoG, for which its approximation, the Ricker wavelet, was used for simplicity. The
reconstructed filters bear a strong resemblance to those discovered through our encoding and greedy
search methods, validating our hypothesis. in function approximation and emphasizing the practical
relevance of traditional image processing theories in modern deep learning architectures.

Functional Approximation and Construction: We reconstructed the lower four filters using
theoretical formulas typically associated with these image processing techniques, depicted in Figure 5.
The reconstructed filters bear a strong resemblance to those discovered through our encoding and
greedy search methods, validating our approach in filter selection and emphasizing the practical
relevance of traditional image processing theories in modern deep learning architectures.

4 Experiments

So far, we’ve identified 8 unique filters that, when used as linear-shift approximations to replace the
filters of trained models, maintain relatively stable accuracy despite this dramatic change in model
parameters. These findings naturally lead to a key question: Can models be successfully trained from
initialization with just these 8 filter types kept frozen throughout training? In this section, we present
experimental evaluations on ImageNet and additional datasets to investigate this question.

4.1 ImageNet

The results in Table 1 demonstrate that model accuracy remains stable despite significantly reduced
filter diversity. In these experiments, model filters are linear shifts of one of the 8 identified filters,
mathematically expressed as a(x+ b). Given the architecture of DS-CNNs, the coefficient a can be
transferred to the fully-connected layers following depthwise convolutions (the following pointwise
layer), effectively simplifying the filters to x + b, where b acts as a learnable bias. This insight
motivated us to train models from scratch using only these 8 fixed filters with learnable biases.

Training with Only 8 Frozen Filters

To investigate the effectiveness of our 8 candidate filters, we trained ConvNeXtv2 models from
scratch, initializing each layer’s filters with these 8 filters while allowing only the bias terms to be
trainable. We followed the same 300-epoch training pipeline described in the original paper [34],
with the critical difference that all convolutional filters remained frozen throughout training. Table 2
presents our results. Remarkably, the ConvNeXtv2 Tiny model with only 8 types of filters achieved
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an accuracy of 82.7%, merely 0.2% lower than the model trained with 6,624 trainable filters and
FCMAE pretraining. Similarly, the smaller ConvNeXtv2 Pico model with 8 types of frozen filters
reached 80.2% accuracy, just 0.1% below the model with 2,944 trainable filters.

To validate the generalizability of our findings across different architectures, we conducted an
additional experiment with the Hornet model [27]—a DS-CNN with substantially different structure
than the ConvNext family. The Hornet Tiny model with only our 8 filters achieved 81.8% accuracy
compared to 82.3% for the original model, representing only a 0.5% drop. Notably, these 8 filters
were derived exclusively from ConvNext models through greedy search on the ConvNeXtv2 Tiny
model, yet transferred effectively to Hornet without modification.

It is worth emphasizing that despite our significant architectural modification, these experiments used
the original training hyperparameters for each model. A dedicated hyperparameter search optimized
for this fixed-filter approach could potentially enhance results further.

Table 3: Cross-dataset evaluation demonstrating the superiority of our universal filter approach
on smaller datasets. The ConvNeXt Femto model restricted to using only 8 unique frozen filters
outperforms both models trained from scratch and those using transferred ImageNet filters, on Oxford
Pets and Oxford Flowers. We evaluate multiple model sizes (Atto, Femto, Pico, Tiny) for Flowers
and Pets datasets to verify that our observed advantage is consistent across architectures of varying
capacity and not merely an artifact of dataset size limitations.
Dataset CIFAR10 STL-10 Oxford Flowers Oxford Pets
# Training Set Size 50000 5000 2040 3680

Filters
Model

Femto Femto Atto Femto Pico Tiny Atto Femto Pico Tiny

Original (normal traning) 96.9 80.4 63.3 66.0 60.2 75.7 38.4 36.3 40.1 65.4
ImageNet Transferring 97.1 83.2 72.2 73.2 74.8 81.8 58.5 56.0 66.3 80.1
Our 8 Unique Filters 96.3 83.1 77.8 77.7 77.2 85.1 66.5 66.4 72.8 81.8

4.2 Other Datasets

To investigate the generalizability of our findings, we extend our experiments to other datasets and
compare the performance of the ConvNeXt Femto across various settings.

Datasets and Settings. We evaluate the low filter variety on four datasets: CIFAR-10 [16], Flow-
ers [25], Pets [26], and STL-10 [8]. These datasets have smaller scales compared to ImageNet, with
the size of training sets ranging from 2040 to 50000 samples. We use the ConvNeXt Femto model as
our base architecture for all datasets, and additionally use ConvNeXt Atto, Pico, and Tiny for the
Flowers and Pets datasets. For a fair comparison, we train the model on all datasets for 300 epochs,
following the training parameters from the ConvNeXt paper [24], and keep the training settings
consistent across all runs and datasets. For each dataset, we first train the model to obtain baseline
accuracy. We then evaluate two filter initialization strategies: (1) depthwise filters transferred from
a ConvNeXt model pretrained on ImageNet, and (2) eight frozen filter types trained from scratch.
Table 3 shows the resulting accuracies for each setting.

Results. The results demonstrate the effectiveness of using the 8 frozen filters across different datasets.
Notably, the performance improvement becomes more pronounced as the dataset size decreases. For
the Flowers and Pets datasets, the frozen 8 filter types achieve remarkable improvements of up to 11%
and 34.5%, respectively, compared to the baseline model. Interestingly, on these smaller datasets, the
eight frozen filter types even outperform the transferred filters from the model trained on ImageNet.
To further evaluate and verify the performance of our 8 filters on these datasets, we used other sizes
of the ConvNeXt model, the results of which showed consistent superior performance on all sizes.

This observation suggests that the carefully selected filter types capture fundamental patterns that are
highly relevant to the task at hand, even when the dataset size is limited. This finding has significant
implications for scenarios where training data is scarce or computational resources are limited.
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5 Conclusions

This paper extends the "Master Key Filters Hypothesis" by identifying a set of just 8 filters. While
conventional DS-CNNs employ thousands of distinct trained filters, our analysis reveals these filters
predominantly converge to linear shifts (ax+b) of one of the filters in our discovered set. This finding
significantly narrows the theoretical space proposed in previous work. The discovered filters closely
match established mathematical forms: Difference of Gaussians, Gaussians, and their derivatives,
creating a bridge between classical computer vision theory and modern deep learning practice. This
correspondence to structures found in both scale-space theory and mammalian visual systems suggests
DS-CNNs inherently rediscover optimal operators aligned with natural image statistics.

Our systematic experiments demonstrate that networks initialized with these 8 frozen filters achieve
over 80% ImageNet accuracy. Particularly noteworthy is the superior performance of our filters on
smaller datasets, where models initialized with our filters outperform even ImageNet transfer learning.
This suggests that these filters encode fundamental visual processing primitives that transcend specific
datasets and visual domains, offering a novel approach to transfer learning.

Future Work may explore direct optimization approaches to refine our master key filter set. While
our 8 filters demonstrate impressive performance, systematic optimization might further improve
their effectiveness or reduce their number. The observed constraint on filter diversity invites us to
rethink the fundamental principles governing these architectures, potentially leading to insights about
the complementary roles of depthwise spatial filters and pointwise channel mixing layers and opening
opportunities for novel architecture designs.
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A Technical Appendices and Supplementary Material

A.1 Greedy Algorithm pseudo code

Algorithm 1 Greedy Filter Selection

Require: F ∈ RC×k2

: original network filters
Require: F ′ ∈ Rm×k2

: candidate filter pool, m ≈ 50
Ensure: S ⊆ F ′: minimal filter set

1: Initialize S ← F ′

2: repeat
3: for each f ′

i ∈ S do
4: Approximate F using S \ {f ′

i} with linear shifts: F̃i = argmin ∥F − (af ′
k ̸=i + b)∥

5: Compute accuracy Acc(F̃i)
6: end for
7: Take the least important filter: f∗ ← argminf ′

i∈S |Acc(S)− Acc(F̃i)|
8: Remove the least important filter: S ← S \ {f∗}
9: until Elbow point detected in accuracy curve

10: return S

A.2 Autoencoder Model Bank Details

To construct a comprehensive and diverse model bank for filter distillation, we collected pretrained
convolutional neural networks spanning multiple architecture families and training configurations.
Our goal was to capture a wide range of depthwise convolutional filter characteristics representative
of both lightweight and large-scale models.

The bank includes models from the ConvNeXtV2 [34], ConvNeXt [24], MogaNet [18], HorNet [27],
and ConvMixer [32] families, each trained on either ImageNet-1k or ImageNet-22k (and their
22k→1k fine-tuned variants) at multiple input resolutions. All models were obtained from publicly
available checkpoints released by their respective authors. From each model, we extracted all
depthwise convolutional kernels of size 7× 7.

Model Families and Variants:

The ConvNeXtV2 family includes the following variants: atto-224-1k, femto-224-1k, pico-224-1k,
nano-224-1k, nano-224-22k, nano-384-22k, tiny-224-1k, tiny-224-22k, tiny-384-22k, base-224-1k,
base-224-22k, base-384-22k, large-224-1k, large-224-22k, large-384-22k, huge-224-1k, huge-384-
22k, and huge-512-22k.

The ConvNeXt family includes: tiny-224-1k, tiny-224-22k_1k, tiny-384-22k_1k, tiny-224-22k, small-
224-1k, small-224-22k_1k, small-384-22k_1k, small-224-22k, base-224-1k, base-384-1k, base-224-
22k_1k, base-384-22k_1k, base-224-22k, large-224-1k, large-384-1k, large-224-22k_1k, large-384-
22k_1k, large-224-22k, xlarge-224-1k, xlarge-224-22k_1k, xlarge-384-22k_1k, and xlarge-224-22k.

The MogaNet family includes: tiny-224-1k, tiny-224-1k, tiny-256-1k, small-224-1k, base-224-1k,
large-224-1k, and xlarge-224-1k.

The HorNet family includes: tiny-224-1k, small-224-1k, base-224-1k, and large-224-1k.

Finally, the ConvMixer family includes: 512-20_layer-1k, 768-32_layer-1k, and 768-initialized*.

In total, the model bank comprises more than one million filters from 49 pretrained models across
five architecture families.

A.3 Filter Type Proportions

To illustrate the proportions of filters assigned to each of our eight filter types, Figure 6 shows the
corresponding percentages for ConvNeXtV2 B and L, as well as HorNet T and B. An interesting
observation at first glance is that each model family exhibits fairly consistent proportions of each
filter type in its trained filters, regardless of model size. Depending on the architecture, the most
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Figure 6: Proportions of the eight filter types across ConvNeXtV2 and HorNet models. Each model
family shows consistent internal distributions.

prevalent filter type differs. For instance, in ConvNeXtV2, the most frequent was the Gaussian filter
(Type 8), whereas in HorNet, it was Type 1. As shown, ConvNeXtV2 has similar proportions within
its family but distinct distributions compared to the HorNet family. Despite the lower percentages of
filter types 1–4 in ConvNeXtV2, they remain essential for model accuracy. Experiments in which
these four types were removed resulted in a noticeable drop in accuracy.

A.4 Filter Type Approximation Quality

Figure 7 shows the box plots of the distances between filters and their assigned filter types. For
reference, a random filter and its corresponding distance are also included. As the plots indicate,
the mean distance for all filter types is lower than that of the reference, confirming meaningful
type-specific clustering. Notably, Filter 7 exhibits the lowest mean distance while also accounting for
more than 20% of all filters in the ConvNeXtV2 models (See Figure 6.)

Figure 7: Box plots of distances between filters and their assigned filter types. All filter types
show lower mean distances than the random reference, with Filter 7 exhibiting the lowest mean and
strongest clustering.
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A.5 Experimental Settings

Table 4: Training (t) and fine-tuning (ft) hyperparameters used in Section 4.2 experiments for
ConvNeXtv2 Tiny model, taken from [34].

config value
optimizer AdamW
base learning rate 8e-4
weight decay 0.05
optimizer momentum β1, β2 = 0.9, 0.999
layer-wise lr decay [7, 6] 0.9
batch size 1024
learning rate schedule cosine decay
warmup epochs (t) 40, (ft) 3
training epochs (t) 300, (ft) 100
augmentation RandAug (9, 0.5) [9]
label smoothing [29] 0.1
mixup [38] 0.8
cutmix [37] 1.0
drop path [17] 0.2
head init [31] 0.001
ema 0.9999

Table 5: Training (t) and fine-tuning (ft) hyperparameters used in Section 4.2 experiments for
ConvNeXtv2 Pico model, taken from [34].

config value
optimizer AdamW
base learning rate 2e-4
weight decay 0.3
optimizer momentum β1, β2 = 0.9, 0.999
layer-wise lr decay [7, 6] 0.9
batch size 1024
learning rate schedule cosine decay
warmup epochs 0
training epochs (t) 600, (ft) 100
augmentation RandAug (9, 0.5) [9]
label smoothing [29] 0.2
mixup [38] 0.3
cutmix [37] 0.3
drop path [17] 0.0
head init [31] 0.001
ema 0.9999

A.6 Training Curves

Figure 8 shows the training and validation losses for CONVNEXTV2-TINY trained with the original
script and with the eight convolutional filters frozen (“8-filters”). The constrained model converges
slightly more slowly and maintains a higher training loss throughout (e.g., final train loss ≈ 2.84 vs.
2.78 for the original). However, the validation losses converge to nearly the same level (final val loss
≈ 0.750 vs. 0.740), indicating comparable generalization despite reduced train-time flexibility.

A.7 8 Master Key Filters

In Figure 4 we provide the full numerical values of the 8 discovered universal filters, each of size
7× 7. These filters were derived from a greedy search over encoded depthwise filters, as described in
Section 3.1, and used in all experimental evaluations (Sections 4.1 and 4.2).
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Table 6: Information of Datasets used in the study and sample sizes, in training set size descending
order.

Dataset Classes Train Samples Test Samples
ImageNet 1000 1.2 million 50,000
CIFAR-10 [16] 10 50,000 10,000
STL-10 [8] 10 5,000 8,000
Oxford-IIIT Pets [26] 37 3,680 3,369
Oxford 102 Flowers [25] 102 2,040 6,149

Table 7: Training hyperparameters used in Section 4.2 experiments. The setting is taken from
ConvNeXt [24].

config value
optimizer AdamW
base learning rate 4e-3
weight decay 0.05
optimizer momentum β1, β2 = 0.9, 0.999
batch size 4096
training epochs 300
learning rate schedule cosine decay
warmup epochs 50
warmup schedule linear
layer-wise lr decay None
randaugment (9, 0.5)
mixup 0.8
cutmix 1.0
random erasing 0.25
label smoothing 0.1
layer scale 1e-6
head init scale None
gradient clip None

A.8 Experimental Compute Resources

We used 2 NVIDIA TITAN RTX GPUs for experiments on other datasets. For ImageNet training and
fine-tuning we used 8 NVIDIA TITAN RTX GPUs.

16



(a) Train loss vs. epoch (8-filters vs. original). (b) Validation loss vs. epoch (8-filters vs. original).

Figure 8: Training curves for ConvNeXtV2-Tiny with the original training setup and with eight
frozen filters (“8-filters”).
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Figure 9: The 8 filters.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The claims in abstract and introduction are empirically supported in Sections 3
and 4 through experiments and filter visualizations.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper discusses limitations such as the need for further optimization of
the 8 filters (Section 5).
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: The paper is primarily empirical and does not include formal theorems or
proofs, though it provides equations for filter approximation (e.g., Equation 1 and 2 in
Section 3.1).
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper details the models used, datasets, training durations (300 epochs),
and evaluation metrics. It also outlines the autoencoder and greedy search method in detail
(Sections 3.1 and 4.1).
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper specifies training datasets, model sizes, training duration, and
evaluation methods. In all experiments with each model, we used the exact same parameters
sourced from original paper. See appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Since most experiments are performed on ImageNet, it would be computation-
ally unaffordable to do multiple rounds of training.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: See appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: This work follows the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This work does not involve models or data with high risk of misuse, such as
generative models or private data.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All datasets and models used are cited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We present 8 master key filters and provide them in the appendix.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve human subjects or crowdsourcing.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: No research involving human participants was conducted.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: This research does not involve LLMs as part of the core methodology.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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