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Abstract

Combining benefits of kernels with Bayesian
models, Gaussian process (GP) based ap-
proaches have well-documented merits not
only in learning over a rich class of nonlin-
ear functions, but also quantifying the associ-
ated uncertainty. While most GP approaches
rely on a single preselected prior, the present
work employs a weighted ensemble of GP pri-
ors, each having a unique covariance (kernel)
belonging to a prescribed kernel dictionary
– which leads to a richer space of learning
functions. Leveraging kernel approximants
formed by spectral features for scalability, an
online interactive ensemble (OI-E) GP frame-
work is developed to jointly learn the sought
function, and for the first time select inter-
actively the EGP kernel on-the-fly. Perfor-
mance of OI-EGP is benchmarked by the best
fixed function estimator via regret analysis.
Furthermore, the novel OI-EGP is adapted
to accommodate dynamic learning functions.
Synthetic and real data tests demonstrate the
e↵ectiveness of the proposed schemes.

1 Introduction

Gaussian processes (GPs) cross-fertilize merits of ker-
nel methods and Bayesian models to benefit sev-
eral learning tasks, including regression, classification,
ranking, and dimensionality reduction (Rasmussen
and Williams, 2006). In GP-based approaches, a
Gaussian prior is assumed over a learning function f(·)
with covariance (kernel) capturing similarities among
{f(xt)} dependent on inputs {xt}. Given observed
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outputs {yt} linked to the latent function f(·) via
the conditionally independent per-datum likelihood
p(yt|f(xt)), Bayes rule produces the posterior distri-
bution of f(·), based on which task-specific inference
can be e↵ected on the unseen data. Besides expres-
siveness of nonlinear functions that is also o↵ered by
deterministic kernel methods (Schölkopf et al., 2002),
the Bayesian framework of GP-based approaches fur-
ther quantifies uncertainty of the function estimate.

Past works. In spite of their documented merits,
applicability of GPs is severely limited by the cubic
complexity in the number T of the training samples.
(Rasmussen and Williams, 2006). A scalable approach
to overcome this hurdle is to summarize the training
set via m ⌧ T pseudo data that are employed for
inference in the testing phase (Snelson and Ghahra-
mani, 2006; Quiñonero-Candela and Rasmussen, 2005;
Titsias, 2009). This global summary amounts to ap-
proximating the original GP prior with a kernel ma-
trix having low rank m, thus reducing the complex-
ity of batch computations to O(Tm2). Another less
explored approach to e↵ect GP scalability leverages
spectral components of shift-invariant kernels, leading
to random feature (RF) based kernel approximation.
Approximating the nonparametric GP prior by a para-
metric one, the resultant RF-based GP approaches can
a↵ord complexity comparable to the aforementioned
low-rank approximants (Lázaro-Gredilla et al., 2010;
Gal and Turner, 2015). While ensuring scalability, all
these approaches rely on a single preselected GP ker-
nel, which limits expressiveness of the sought learning
function.

An ensemble of (local or distributed) GP experts, each
relying on all or a subset of training samples, has been
also considered to broaden the range of the function
space (Rasmussen and Ghahramani, 2002; Tresp, 2001;
Meeds and Osindero, 2006; Deisenroth and Ng, 2015).
Each local GP utilizes a unique kernel to make predic-
tions based on reduced-size local data, which not only
lowers complexity but also accounts for nonstationar-
ity of the learning function. Further, e↵orts have been
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made to combine global approximants with local GPs;
see, e.g., (Snelson and Ghahramani, 2007; Yuan and
Neubauer, 2009). Unfortunately, these are batch ap-
proaches that can neither deal with time-critical appli-
cations welcoming online decision, nor handle massive
data sets requiring enormous storage.

On the other hand, online GP-based approaches have
been developed based on online variational inference
or stochastic optimization (Bui et al., 2017; Cheng
and Boots, 2016); but in both cases only for a sin-
gle GP. Besides missing the online ensemble (E) GPs
and their performance, there is an additional challenge
facing online GP learners, namely that the data can
be chosen adversarially, thus motivating regret-based
performance analysis (Kakade and Ng, 2005). Regret
analysis of online approaches has been carried out but
only for a single GP (Kakade et al., 2006; Seeger et
al., 2008; Nguyen et al., 2017). In a nutshell, scalable,
online EGP approaches and their regret-based perfor-
mance remain an uncharted research territory.

Parallel to the probabilistic GP-based learning, online
scalable learning has been pursued also in the deter-
ministic reproducing kernel Hilbert space (RKHS) se-
tups both for a single (Wang et al., 2012; Lu et al.,
2016) as well as for an ensemble of learners (Jin et al.,
2010; Shen et al., 2019); see also (Micchelli and Pon-
til, 2005; Alvarez et al., 2012) for batch multi-kernel
learning. Most recently, online RF-based approaches
based on an ensemble of RKHS learners have been re-
ported along with their regret-based performance for
static and dynamic settings (Shen et al., 2019).

Contributions. Relative to prior GP and RHKS
based approaches, the contributions of the present pa-
per can be highlighted as follows.

c1) An online interactive (OI) approach is developed
based on a weighted ensemble of GP (EGP) learn-
ers with scalable RF-based kernel approximations.
The novel scheme learns an unknown stationary
function and jointly adapts to the appropriate
EGP kernel on-the-fly.

c2) To account for data being adversarially chosen in
the online setting, the performance of the resul-
tant algorithm is benchmarked by the best fixed
function approximant with data in hindsight via
static regret analysis. With O(log T ) regret over
T slots, OI-EGP incurs no regret on average.

c3) With regards to online RF- and RKHS-based ap-
proaches (Shen et al., 2019), the proposed proba-
bilistic GP-based methods o↵er extra uncertainty
quantification of the sought function estimates. In
addition, thanks to the second-order update, the

regret bound is tighter than that of the first-order
approach (Shen et al., 2019) in the static setting.

c4) Tracking of time-varying functions is enabled us-
ing a random walk (generally state space) model
to capture the dynamics of the RF-based param-
eters, yielding a dynamic (D) OI-EGP approach.

Notation. Scalars are denoted by lowercase, column
vectors by bold lowercase, and matrices by bold upper-
case fonts. Superscripts > and �1 denote transpose,
and matrix inverse, respectively; while 0N stands for
the N⇥1 all-zero vector; and N (x;µ,K) for the prob-
ability density function (pdf) of a Gaussian random
vector x with mean µ, and covariance matrix K. Sub-
script “t+ 1|t” signifies that prediction for slot t + 1
relies on the batch of samples up to and including t,
while “t+ 1|t” stands for a single-step predictor.

2 Preliminaries and background

As a prelude to our online EGP approach that will
also introduce context and notation, this section deals
with batch and online learning based on a single GP.

2.1 Non-scalable batch GP-based learning

Suppose we wish to estimate an unknown function f ,
which has a GP prior, denoted as f ⇠ GP(0,(x,x0)),
with (·, ·) being a kernel measuring pairwise similarity
of d⇥1 deterministic inputs x and x0. For any number
of inputs Xt := [x1, . . . ,xt], the joint prior pdf of the
function evaluations ft := [f(x1), . . . , f(xt)]> is

p(ft;Xt) = N (ft;0t,Kt) 8t (1)

where Kt is a t⇥t covariance matrix with (i, j)th entry
[Kt]ij = cov(f(xi), f(xj)) := (xi,xj).

To estimate f , we rely on the observed outputs yt :=
[y1, . . . , yt]> that are linked with ft via the conditional
likelihood p(yt|ft;Xt) =

Qt
t0=1 p(yt0 |f(xt0)) that is as-

sumed known. Through Bayes rule, the latter will
yield the posterior p(ft|yt;Xt) / p(ft;Xt)p(yt|ft;Xt).
Function f pertains to either regression (analog ampli-
tude yt) or classification (yt drawn from a finite alpha-
bet). For Gaussian process regression (GPR) the con-
ditional likelihood is assumed normal with mean ft and
covariance matrix ⌧It as p(yt|ft;Xt) = N (yt; ft, ⌧It),
which along with the GP prior in (1) yields the Gaus-
sian posterior p(ft|yt;Xt).

Prediction with a single GP. Given Xt+1 and yt,
we have from (1) that p(f(xt+1)|ft;Xt) is Gaussian
with known mean and covariance. Together with the
known posterior p(ft|yt;Xt), the so-termed predictive
pdf of f(xt+1) can be obtained as (Rasmussen and
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Williams, 2006)

p(f(xt+1)|yt;Xt)=

Z
p(f(xt+1)|ft;Xt)p(ft|yt;Xt)dft

(2)
which is generally non-Gaussian if p(ft|yt;Xt) is
non-Gaussian, and thus necessitates Monte Carlo
(MC) sampling to estimate it. Alternatively,
p(ft|yt;Xt) can be approximated by a Gaussian, which
leads to a Gaussian p(f(xt+1)|yt;Xt). Of course,
p(f(xt+1)|yt;Xt) is Gaussian for GPR, with its mean
and covariance matrix available in closed form.

Using the pdf in (2) and the known p(yt+1|f(xt+1)),
it is also possible to find the predictive pdf of yt+1 as

p(yt+1|yt;Xt+1) (3)

=

Z
p(yt+1|f(xt+1))p(f(xt+1)|yt;Xt)df(xt+1)

which generally requires MC sampling or p(ft+1|yt;
Xt+1) to be (at least approximately) Gaussian. Ei-
ther way, (3) yields the data predictive pdf that fully
quantifies the uncertainty of yt+1. Clearly, the mean or
the mode of p(yt+1|yt;Xt+1) provides readily a point
prediction of yt+1. In addition, its variance quantifies
the uncertainty of this prediction.

Specifically for GPR, we have

p(yt+1|yt;Xt+1) = N (yt+1; ŷt+1|t,�
2
t+1|t) (4)

where the mean (variance) yields the predictor (and
its accuracy) as (Rasmussen and Williams, 2006)

ŷt+1|t = k>

t+1(Kt + ⌧It)
�1yt (5a)

�2
t+1|t =(xt+1,xt+1)�k>

t+1(Kt+⌧It)
�1kt+1+⌧ (5b)

where kt+1 := [(x1,xt+1), . . . ,(xt,xt+1)]>.

Clearly, this GP predictor is not scalable, because the
complexity of O(t3) for inverting the t ⇥ t matrix in
(5) will become prohibitively high as t grows.

2.2 Scalable RF learning with a single GP

Various attempts have been made to e↵ect scala-
bility in GP-based learning; see, e.g., (Quiñonero-
Candela and Rasmussen, 2005; Titsias, 2009; Lázaro-
Gredilla et al., 2010). Most existing approaches
amount to summarizing the training data via a much
smaller number (m) of pseudo data with inducing in-
puts, thereby obtaining a training-set-dependent low-
rank approximant of Kt (Quiñonero-Candela and Ras-
mussen, 2005). Targeting a low-rank approximant that
is not dependent on the training set, we rely here on a
standardized shift-invariant ̄(·), whose inverse Fourier
transform is

̄(x,x0) = ̄(x� x0) =

Z
⇡̄(v)e

jv>(x�x0)dv

:= E⇡̄

h
ejv

>(x�x0)
i

(6)

where ⇡̄ is the power spectral density (PSD), and the
last equality follows after normalizing so that ⇡̄(v)
integrates to 1, what allows one to view it as a pdf.

Upon drawing a su�cient number, say D, of indepen-
dent and identically distributed (i.i.d.) samples (fea-
tures) {vi}Di=1 from ⇡̄(v), the ensemble mean in (6)
can be approximated by the sample average1

ˇ̄c(x,x
0) :=

1

D

DX

i=1

ejv
>
i (x�x0) . (7)

Let us now define the real 2D⇥1 random feature (RF)
vector as (Lázaro-Gredilla et al., 2010)

�v(x) := (8)

1p
D

⇥
sin(v>

1 x), cos(v
>

1 x), . . . , sin(v
>

Dx), cos(v>

Dx)
⇤>

which allows us to replace ˇ̄c in (7) with ˇ̄(x,x0) =
�>

v (x)�v(x
0); and thus, the parametric approximant

f̌(x) = �>

v (x)✓, with p(✓) = N (✓;02D,�2
✓I2D) (9)

can be viewed as coming from a realization of the
Gaussian ✓ combined with �v to yield the GP prior
in (1) with  = �2

✓ ̄, where �
2
✓ is the magnitude of .

Clearly, for any Xt, the prior pdf of f̌t is then

p(f̌t;Xt) = N (f̌t;0t, Ǩt), Ǩt = �2
✓�t�

>

t (10)

where �t := [�v(x1), . . . ,�v(xt)]
>, and Ǩt is then a

low rank (2D) approximant of Kt in (1) for t > 2D.

With the parametric form of f̌(x) in (9), the like-
lihood p(yt|f̌t;Xt) is also parametrized by ✓. This
together with the Gaussian prior of ✓ (cf. (9)),
yields the posterior p(✓|yt;Xt), based on which we
can predict f and y at each test input x. Specifi-
cally, upon replacing p(f(xt+1)|ft;Xt) and p(ft|yt;Xt)
in (2) by p(f̌(xt+1)|✓) = �(f̌(xt+1)� �>

v (xt+1)✓) and
p(✓|yt;Xt), respectively, we obtain the predictive pdf
of the RF-based f̌(xt+1), which further leads to the
predictive pdf of yt+1 in (3) after replacing f(xt+1) by
f̌(xt+1). For GPR, the predictive pdf of yt+1 is

p(yt+1|yt;Xt+1) = N (yt+1; ŷt+1|t,�
2
t+1|t) (11)

where

ŷt+1|t = �>

v (xt+1)

✓
�>

t �t +
⌧

�2
✓

I2D

◆�1

�>

t yt (12a)

�2
t+1|t = �>

v (xt+1)

 
�>

t �t

⌧
+
I2D
�2
✓

!�1

�v(xt+1)+⌧. (12b)

This batch predictor incurs complexity O(t(2D)2 +
(2D)3), which is dominated by O(t(2D)2) for t � 2D.

1Quantities withˇinvolve RF approximations.
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This linear (in t) complexity is apparently much more
a↵ordable than the plain-vanilla GP predictor (5).

The RF-based function approximant f̌ easily accom-
modates online operation (Gijsberts and Metta, 2013),
which is necessary in many time-critical applications,
such as time series prediction (Richard et al., 2008),
and robot localization (Xu et al., 2014). Our inter-
est will be on interactive learning, where prediction of
yt+1 is due upon receiving xt+1 at the beginning of
slot t + 1, and the pdf of ✓ is then updated after re-
ceiving yt+1 at the end of slot t+1. Focusing on GPR
for specificity, let p(✓|yt;Xt) = N (✓; ✓̂t,⌃t) be the
posterior of ✓ at slot t with mean ✓̂t and covariance
matrix ⌃t. Alternating between prediction and model
update, online learning proceeds as follows.

s1. Find the predictive pdf p(yt+1|yt;Xt+1) =
N (yt+1; ŷt+1|t,�

2
t+1|t) with ŷt+1|t = �>

v (xt+1)✓̂t

and �2
t+1|t = �>

v (xt+1)⌃t�v(xt+1) + ⌧ ; and

s2. Upon receiving yt+1, propagate the posterior pdf
of ✓ using Bayes rule as

p(✓|yt+1;Xt+1) =
p(✓|yt;Xt)p(yt+1|✓;xt+1)

p(yt+1|yt;Xt+1)

= N (✓; ✓̂t+1,⌃t+1) (13)

whose mean and covariance are given by

✓̂t+1 = ✓̂t + ��2
t+1|t⌃t�v(xt+1)(yt+1 � ŷt+1|t) (14a)

⌃t+1 = ⌃t � ��2
t+1|t⌃t�v(xt+1)�

>

v (xt+1)⌃t . (14b)

Although the overall complexity over t slots is
O(t(2D)2), identical to its RF-based batch counter-
part, online processing can significantly save data stor-
age, which becomes prohibitive as t grows.

Next, we will broaden the scope of a single GP prior by
an ensemble of GPs (EGP). Besides serving the role of
a non-Gaussian prior, EGP will turn out to be scalable
too, after adopting once again the RF approximation.

3 Online scalable ensemble GPs

While a scalable online approach is o↵ered in the pre-
vious section, its performance hinges on a preselected
kernel for the GP prior, which confines function space
expressiveness. To alleviate this limitation and con-
struct a richer function space, we employ an ensem-
ble of GP experts (learners), each of which places a
unique GP prior on f as f |s ⇠ GP(0,s(x,x0)), where
s 2 S := {1, . . . , S} is the expert index and s is
a shift-invariant kernel selected from a known kernel
dictionary K := {1, . . . ,S}. Here, K should be con-
structed as large as computational constraints allow,

Algorithm 1 OI-EGP for GPR

1: Input: s, s = 1, . . . , S, and number of RFs D.
2: Initialization:
3: for s = 1, 2, . . . , S do
4: Draw D random vectors {vs

i }Di=1;

5: ws
0 = 1/S; ✓̂

s

0 = 02D; ⌃s
0 = �2

✓sI2D;
6: end for

7: for t = 1, 2, . . . , T do
8: Receive datum xt ;
9: for s = 1, 2, . . . , S do

10: Construct RF �s
v(xt) via (8);

11: Obtain per-expert pdf of yt via (28);
12: Update ws

t via (30);
13: Update per-expert pdf of ✓s via (31);
14: end for
15: end for

depending on resources and the learning task. Per ex-
pert s, the prior pdf of function values at Xt is

p(ft|s;Xt) = N (ft;0t,K
s
t ), [Ks

t ]ij := s(xi,xj) (15)

The ensemble prior pdf of ft over all GP experts is
then given by the Gaussian mixture (GM)

p(ft;Xt) =
SX

s=1

wsN (ft;0t,K
s
t ) ,

SX

s=1

ws = 1 (16)

where the unknown weights {ws}Ss=1, viewed as prob-
abilities of each GP expert to be present in the EGPs,
are to be learned from data that arrive sequentially.

Seeking a scalable predictor, each expert s relies on
the RF-based function approximant (9) with the per-
expert parameter vector ✓s and RF vector �s

v(x) con-
structed as in (8) using {vs

i }Di=1. Vectors {vs
i }Di=1 here

are drawn i.i.d. from ⇡s
̄(v), which is the PSD of

the standardized kernel ̄s, relating to s through the
magnitude �2

✓s as s = �2
✓s ̄s. The per expert s gen-

erative model for the function approximant f̌ is then

p(✓s) = N (✓s;02D,�2
✓sI2D) (17a)

p(f̌(x)|✓s, s) = �(f̌(x)� �s>
v (x)✓s) . (17b)

Still, our focus is on the online interactive (OI) setup,
where the prediction of yt is due upon receiving xt

at the beginning of slot t, and model parameters are
updated after yt arrives at the end of slot t. Each ex-
pert in OI-EGP predicts yt+1 based on the posterior
p(✓s|yt, s;Xt). To assess the per-expert contribution,
we further rely on ws

t := Pr(s|yt;Xt), the posterior
probability of expert s being active. We will see next
that since the per-expert weights and posterior pdfs
can be obtained sequentially, it will be possible to up-
date the overall posterior {ws

t , p(✓
s|yt, s;Xt)}Ss=1 from

slot t to slot t+1, by proceeding in two steps, namely
prediction and correction.
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3.1 Prediction

Upon receiving xt+1, each expert s constructs the
RF vector �s

v(xt+1) using {vs
i }Di=1 as in (8). With

p(✓s|yt, s;Xt) available from slot t, the per-expert pre-
dictive pdf of f̌(xt+1) can be obtained by invoking
Bayes rule and the total probability theorem (TPT)

p(f̌(xt+1)|yt, s;Xt) =

Z
p(f̌(xt+1),✓

s|yt, s;Xt)d✓
s

=

Z
�(f̌(xt+1)��s>

v (xt+1)✓
s)p(✓s|yt, s;Xt)d✓

s. (18)

Consequently, the predictive pdf of yt+1 is

p(yt+1|yt, s;Xt+1) (19)

=

Z
p(yt+1|f̌(xt+1))p(f̌(xt+1)|yt, s;Xt)df̌(xt+1) .

Leveraging again Bayes rule and the TPT leads to the
ensemble predictive pdf

p(yt+1|yt;Xt+1) =
SX

s=1

Pr(s|yt;Xt)p(yt+1|yt,s;Xt+1)

=
SX

s=1

ws
t p(yt+1|yt, s;Xt+1) (20)

which takes an intuitive form as a weighted ensemble of
GP expert predictions from the previous slot. Having
available the predictive pdf, we are ready to update
the posterior pdf of the RF model parameter vector.

3.2 Correction

With the arrival of yt+1, each expert s incurs the
so-termed Bayesian loss at slot t + 1 defined as (cf.
(Kakade and Ng, 2005))

lst+1|t := � log p(yt+1|yt, s;Xt+1) . (21)

For later use, its ensemble version is given by

`t+1|t := � log p(yt+1|yt;Xt+1)

= � log
SX

s=1

ws
t exp

⇣
�lst+1|t

⌘
. (22)

Accordingly, the per-expert weight is updated as

ws
t+1 = Pr(s|yt+1;Xt+1)

=
Pr(s|yt;Xt)p(yt+1|yt, s;Xt+1)

p(yt+1|yt;Xt+1)

= ws
t exp(`t+1|t � lst+1|t) , s = 1, . . . , S (23)

where ws
t is available from slot t. Clearly, large lst+1|t

implies small `t+1|t � lst+1|t, and thus ws
t+1 relative to

the rest will be smaller than that at slot t.

At the same time, each expert s uses yt+1 to update
the posterior pdf of ✓s via Bayes rule as

p(✓s|yt+1,s;Xt+1)=
p(✓s|yt,s;Xt)p(yt+1|✓s,s;xt+1)

p(yt+1|yt, s;Xt+1)
(24)

where p(yt+1|✓s, s;xt+1) = p(yt+1|�s>
v (xt+1)✓

s) is the
known likelihood, p(✓s|yt, s;Xt) is available from slot
t, and p(yt+1|yt, s;Xt+1) is likewise known from (19).

Summarizing, our scalable OI-EGP algorithm for gen-
eral likelihoods (and thus posteriors) relies on (18)-(24)
to transition from slot t to slot t + 1. The generally
non-Gaussian pdfs and (possibly high-dimensional) in-
tegrals involved can be obtained using approximate in-
ference techniques; see e.g., (Rasmussen and Williams,
2006) and references therein.

Next, we specialize our novel OI-EGP to GPRs that
can a↵ord closed-form pdf and weight updates.

3.3 Closed-form updates for GPR

For GPR, the likelihood per expert is given by
p(yt|✓s, s;xt) = N (yt;�

s>
v (xt)✓

s, ⌧), which together
with the per-expert Gaussian prior p(✓s|s), yields the
Gaussian posterior at the end of slot t expressed as

p(✓s|yt, s;Xt) = N (✓s; ✓̂
s

t ,⌃
s
t ) (25)

with mean ✓̂
s

t and covariance matrix ⌃s
t per expert s.

Building on (25) and (18), the predictive pdf of
f̌(xt+1) for expert s is also Gaussian

p(f̌(xt+1)|yt, s;Xt) =N
⇣
f̌(xt+1);

ˆ̌fs
t+1|t, 

s
t+1|t

⌘
(26)

where the predicted mean and variance are
ˆ̌fs
t+1|t = �s>

v (xt+1)✓̂
s

t (27a)

 s
t+1|t = �s>

v (xt+1)⌃
s
t�

s
v(xt+1) . (27b)

Further, the predictive pdf of yt+1 in (19) becomes

p(yt+1|yt, s;Xt+1)=N
⇣
yt+1;

ˆ̌fs
t+1|t, 

s
t+1|t+⌧

⌘
. (28)

Thus, the ensemble predictive pdf of yt+1 in (20) spe-
cialized to GPR is a GM, based on which the minimum
mean-square error (MMSE) predictor of yt+1 can be
obtained together with the associated variance as

ŷt+1|t =
SX

s=1

ws
t
ˆ̌fs
t+1|t (29a)

�2
t+1|t =

SX

s=1

ws
t [ 

s
t+1|t+(ŷt+1|t� ˆ̌fs

t+1|t)
2] + ⌧. (29b)

When yt+1 becomes available, experts in GPR update
their weights using (cf. (23) and (27))

ws
t+1 =

ws
tN

⇣
yt+1;

ˆ̌fs
t+1|t, 

s
t+1|t + ⌧

⌘

PS
s0=1 w

s0
t N
⇣
yt+1;

ˆ̌fs0
t+1|t, 

s0
t+1|t+⌧

⌘ . (30)

With the per-expert Gaussian likelihood, the arrival of
yt+1 also propagates Gaussianity to the posterior pdf
of ✓s from slot t to t+ 1, expressed as

p(✓s|yt+1, s;Xt+1) = N (✓s; ✓̂
s

t+1,⌃
s
t+1) (31)
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where the per-expert mean ✓̂
s

t+1 and covariance matrix
⌃s

t+1 are obtained using the update steps

✓̂
s

t+1 = ✓̂
s

t+
⇣
 s
t+1|t+⌧

⌘�1
⌃s

t�
s
v(xt+1)(yt+1� ˆ̌fs

t+1|t)

⌃s
t+1 = ⌃s

t �
⇣
 s
t+1|t+⌧

⌘�1
⌃s

t�
s
v(xt+1)�

s>
v (xt+1)⌃

s
t .

Accounting for all S expert updates, our scalable OI-
EGP approach to GPR (see Algorithm 1) has per-
iteration complexity of O(S(2D)2); hence, scalability
is not compromised by the ensemble approach that
also o↵ers a richer model for the learning function.

A couple of remarks are now in order.

Remark 1 (OI-EGP for classification). Our novel
OI-EGP approach can accommodate classification in
addition to regression. Although no closed-form ex-
pressions are possible for the predictive and correc-
tion pdfs (cf. (19) and (24)), we can readily resort to
approximate inference techniques that have been em-
ployed in Bayesian logistic regression, namely Laplace
approximation or MC sampling; see e.g.,(Rasmussen
and Williams, 2006).

Remark 2 (Links with RKHS-based multi-kernel ap-
proach (Shen et al., 2019)). The deterministic RKHS
online approach (termed “Raker” in (Shen et al.,
2019)) relies on first-order gradient descent to update ✓
at per-iteration complexity of O(SDd), which is lower
than our second-order update in (14). At the ex-
pense of per-iteration complexity of O(S(2D)2), our
probabilistic OI-EGP approach o↵ers numerically im-
proved performance that is also analytically quantifi-
able through the predictor variance (29b) in (29a).

4 Regret analysis

The pdfs {p(✓s|yt, s;Xt+1)}Ss=1 in (24) provide an on-
line performance metric for ŷt+1|t, from which its mean
and variance can be also obtained (even in closed form,
cf. (29b)). These metrics however, rely on the assump-
tions of knowing the prior pdf of f , and the conditional
data likelihood. To guard against having imperfect
knowledge of these pdfs (the norm in adversarial set-
tings), regret analysis is well motivated along the lines
of online convex optimization (Hazan, 2016). This is
the subject of this section that aims to benchmark per-
formance of our OI-EGP predictor relative to the best
function estimator with data in hindsight.

To this end, let L(f(xt); yt) := � log p(yt|f(xt)) be
the per-slot negative log-likelihood (NLL). For any
fixed function estimator f̂⇤(·), the incurred loss over

T slots is
PT

t=1 L(f̂⇤(xt); yt). In the static setting
with the EGP prior (16), the best function estimate
(benchmark) with data {XT ,yT } available in hind-
sight, are obtained with the optimal weights {ws} in

the EGP prior by maximizing the batch function pos-
terior, p(fT |yT ;XT ) / p(fT ;XT )p(yT |fT ;XT ), as

(f̂T , {ŵs}) = argmax
fT ,{ws},

P
s ws=1

p(yT |fT ;XT )
SX

s=1

wsp(fT |s;XT )

whose solution is ŵs⇤ = 1 and ŵs = 0 for s 6= s⇤.
This implies that only one GP expert s⇤ is active in
the benchmark function estimate for t = 1, . . . , T . The
optimal estimate by expert s⇤ are then given by

f̂T = argmax
fT

p(fT |s⇤;XT )p(yT |fT ;XT ) . (33)

As every positive semidefinite kernel s is associated
with a unique RHKS Hs, the optimal function estima-
tor f̂s⇤(·) is extracted from (33) as

s⇤ 2 argmin
s=1,...,S

TX

t=1

L(f̂s(xt); yt) +
1

2
kf̂sk2

Hs (34)

where the optimal function estimator per expert f̂s(·),
s = 1, . . . , S, is obtained as

f̂s(·) 2 argmin
fs2Hs

TX

t=1

L(fs(xt); yt) +
1

2
kfsk2

Hs .

With the best fixed function estimator f̂s⇤(·) at hand,
the static regret over T slots is then defined as (Kakade
and Ng, 2005)

R(T ) :=
TX

t=1

`t|t�1 �
TX

t=1

L(f̂s⇤(xt); yt) (35)

where `t|t�1 is defined as in (22) and captures the en-
semble online Bayesian loss incurred by OI-EGP.

Although the cumulative online loss in the first sum
of (35) has di↵erent form than that of the benchmark,
they are comparable by the data likelihood, where the
function is nonrandom. In other words, the online
Bayesian loss is obtained by taking the expectation
of the likelihood wrt the online predictive pdf of the
function, thus eliminating the randomness of the func-
tion in the likelihood.

To proceed, we will need the following assumptions.

(as1) The NLL L(zt; yt) is continuously twice di↵eren-

tiable with | d2

dz2
t
L(zt; yt)|  c, 8zt;

(as2) The NLL L(zt; yt) is convex and has bounded
derivative wrt zt; that is, | d

dzt
L(zt; yt)|  L;

(as3) Kernels {̄s}Ss=1 are shift-invariant, standardized
and bounded, that is ̄s(xt,xt0)  1, 8xt,xt0 ;

Di↵erentiability and convexity of the NLL in (as1)-
(as2) are satisfied by most forms of likelihood in GP-
based learning, including the Gaussian likelihood in
GPR, and the logistic one for classification. Condi-
tions in (as3) hold for a wide class of kernels includ-
ing Gaussian, Laplace and Cauchy ones (Rahimi and
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Recht, 2008). As the derivations rely on the general
form of OI-EGP (cf. (18)-(24)) that corresponds to
general likelihoods, the regret bound established here
applies to general learning tasks.

For non-Gaussian likelihoods however, the (possibly
high-dimensional) integrals involved in (18)-(24) must
be evaluated using numerical integration or tractable
techniques of approximate inference, thus rendering
the ensuing regret analysis valid so long as these ap-
proximations are su�ciently accurate.

To establish the static regret bound of OI-EGP, we
will need the following lemma.

Lemma 1: Under (as1), with (17a) and k�s
v(xt)k2 

1, 8s, t, the following bound holds on the online
Bayesian loss incurred by the OI-EGP and the loss
from a single RF-based GP with fixed strategy ✓s

⇤

TX

t=1

`t|t�1 
TX

t=1

L(�s>
v (xt)✓

s
⇤
; yt) +

k✓s
⇤
k2

2�2
✓s

+D log

✓
1 +

T�2
✓s

2D

◆
+ logS . (36)

Proof: See Appendix A.

Lemma 1 bounds the cumulative online Bayesian loss
of OI-EGP relative to any single RF-based GP learner
with a fixed strategy. Next, we will work towards the
ultimate static regret by further bounding the loss of
RF-based function estimator relative to the best func-
tion estimator in the original RKHS for each expert.

Theorem 1: Under as(1)-as(3) and with f̂s⇤ belong-
ing to the RHKS Hs⇤ induced by s

⇤
, for a fixed

✏ > 0, the following bound holds with probability at

least 1� 28(�s⇤
✏ )2 exp

⇣
�D✏2

4d+8

⌘

TX

t=1

`t|t�1 �
TX

t=1

L(f̂s⇤(xt); yt)  (37)

(1 + ✏)C2

2�2
✓s⇤

+D log

✓
1 +

Tc�2
✓s⇤

2D

◆
+ logS + ✏LTC

where C is a constant, and �2
s⇤ := E⇡s⇤

̄
[kvs⇤k2] is the

second-order moment of vs⇤ . Setting ✏ = O(log T/T ),
the static regret in (35) boils down to

R(T ) = O(log T ) . (38)

Proof: See Appendix B.

Theorem 1 asserts that OI-EGP incurs no regret on
average with cumulative static regret O(log T ) over T
slots, which is tighter than that of the deterministic
RHKS-based online multi-kernel counterpart (Shen et
al., 2019) with regret O(

p
T ) in the static setting.

5 DOI-EGP for dynamic learning

So far, each RF-based GP expert s in OI-EGP relies on
a time-invariant ✓s (cf. (17b)), and correspondingly
f̌ entails no temporal dynamics. To handle a time-
variant learning function f̌t, this section outlines the
dynamic (D) OI-EGP, where expert s adopts a time-
varying ✓s

t obeying the random walk model

✓s
t+1 = ✓s

t + ✏st+1 (39)

where the noise ✏st+1 is white and Gaussian distributed
with mean zero and covariance matrix �2

✏sI2D.

Rather than updating p(✓s|yt, s;Xt) as in OI-EGP,
expert s in DOI-EGP propagates p(✓s

t |yt, s;Xt) across
slots. Taking into account (39), expert s first predicts
the pdf of ✓s

t+1 at the beginning of slot t+ 1 as

p(✓s
t+1|yt,s;Xt+1)=

Z
p(✓s

t+1|✓
s
t )p(✓

s
t |yt,s;Xt)d✓

s
t (40)

which replaces p(✓s|yt, s;Xt) in (18) and (24) to ob-
tain the predictive pdf p(f̌t+1(xt+1)|yt, s;Xt), and the
posterior p(✓s

t+1|yt+1, s;Xt+1) in the dynamic setting.
Specifically for GPR with per-expert Gaussian poste-
rior p(✓s

t |yt, s;Xt)=N (✓s
t ; ✓̂

s

t ,⌃
s
t ) , the predictive pdf

in (40) is p(✓s
t+1|yt, s;Xt+1)=N (✓s

t+1;✓̂
s

t ,⌃
s
t+�

2
✏sI2D).

Remark 3. Time-varying state-space models of latent
variables have been also considered for GP-based dy-
namic function learning in (Wang et al., 2006; Turner
et al., 2010). The key novelty is that our RF-based
OI-EGP can be broadened using the linear dynamic
model in (39) or state-space generalizations thereof.

6 Numerical tests

To assess performance, tests are presented here
for GPR; see also Appendix E for classification
tests. Code for (D)OI-EGP can be found at
github.com/gkaranikolas/oiegp

Tests on real data. We compared the proposed
(D)OI-EGP approaches with AdaRaker (Shen et al.,
2019), Incremental Sparse Spectrum Gaussian Process
Regression (I-SSGPR) (Gijsberts and Metta, 2013),
and the Streaming Sparse Gaussian Process (SSGP)
approach (Bui et al., 2017), in terms of normalized
mean-square error (nMSE) and running time. With
s2y denoting the sample variance of yT , the nMSE is

defined as nMSEt := t�1
Pt

t0=1(yt0 � ŷt0|t0�1)
2/s2y.

Tests were performed on the SARCOS dataset (Ras-
mussen and Williams, 2006), widely used for evalu-
ating GP-based approaches, as well as on the “Air
quality” (De Vito et al., 2008), “Tom’s hardware” and
“Twitter” datasets (Kawala et al., 2013) from the UCI
repository (Dua and Gra↵, 2017). The statistics of the
datasets are summarized in Table 1 in Appendix C.
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(a) (b) (c)

Figure 1: Log scale nMSE plots on (a) “Tom’s hardware;” (b) SARCOS; and, (c) “Air quality” datasets.

(a) (b) (c)

Figure 2: Normalized running times on (a) “Tom’s
hardware”, (b) SARCOS and (c) “Air quality”
datasets. Notice the logarithmic scale.

For all RF-based approaches (namely (D)OI-EGP,
AdaRaker and I-SSGPR) we used 2D = 100 and
the reported results correspond to the run which re-
sulted in the median nMSE among 101 runs for the
corresponding method. Finally, all reported runtimes
include hyperparameter learning/model initialization
computations performed on the first 1, 000 samples. If
for some expert s and time instance t we have that
ws

t = 0, it follows that ws
t0 = 0 for all t0 > t (cf. (23)).

Experts with ws
t < 10�16 were deemed inactive for

t0 > t; thus, we set ws
t0 = 0 for t0 > t, and avoided

unnecessary prediction/correction steps.

The kernel dictionary for (D)OI-EGP and AdaRaker
comprised radial basis functions with variances from
the set {10k}6k=�4. The automatic relevance deter-
mination (ARD) kernel was used for I-SSGPR, as
in (Gijsberts and Metta, 2013). The per kernel noise
and prior variances (as well as ARD length scales
for I-SSGPR), were estimated by maximizing the
marginal likelihood of the first 1, 000 samples using
the minimize function from the GPML toolbox (Ras-
mussen and Nickisch, 2010). The aforementioned sam-
ples were not used in the deployment phase. In DOI-
EGP, �2

✏s = 0.001 was used for all s and in all exper-
iments. Regarding SSGP, the ARD kernel was used,
the batch size was set to 300, the number of inducing
points was 100 and the first 1, 000 samples were used

for obtaining an initial model, all as per the original
work (Bui et al., 2017).

The nMSE performance of the tested approaches on
the “Tom’s hardware” dataset is plotted in Fig. 1(a).
The proposed OI-EGP and DOI-EGP approaches out-
perform the competing alternatives in terms of nMSE
while also featuring the lowest running time, which
corresponds to less than 0.3% of that of the most
closely competing (in terms of nMSE) alternative (cf.
Fig. 2(a)). The results on the SARCOS dataset are
depicted in Fig. 1(b). Our OI-EGP remains com-
petitive whereas the proposed dynamic variant (DOI-
EGP) features the lowest nMSE, while also achieving
both faster convergence as well as a runtime that is an
order of magnitude lower than that of the second best
(in terms of nMSE) approach (cf. Fig. 2(b)). These
results further highlight the computational e�ciency
of the proposed approaches. Similar observations can
be made on the “Air quality” (cf. Figs. 1,2(c)) and
“Twitter” datasets (cf. Figs. 6, 7 in Appendix C).
Additional test results in terms of predictive negative
log-likelihood are presented in Appendix C.

Synthetic tests. Due to space limitations, Appendix
D includes tests on synthetic data that validate the
regret bound (cf. (38)), as well as illustrate the uncer-
tainty quantification capabilities of OI-EGP.

7 Conclusions

This paper put forth an online interactive scheme that
leverages an ensemble of scalable RF-based paramet-
ric GP learners to jointly infer the unknown function
along with its performance, and a data-driven kernel
combination. Regret analysis was conducted to bench-
mark even in adversarial settings the novel so-termed
OI-EGP relative to the best fixed function estimator
with data in hindsight. Time-varying learning was en-
abled through modeling the parameter dynamics. Ex-
perimental results with real data illustrate the superior
performance of the novel EGP schemes.



Qin Lu
†
, Georgios V. Karanikolas

†
, Yanning Shen

‡
, Georgios B. Giannakis

†

Acknowledgement. We would like to thank the
anonymous reviewers for their constructive feedback.
We also gratefully acknowledge the support from NSF
grants 1508993, 1711471 and 1901134.

References

[Alvarez et al. 2012] Alvarez, Mauricio A. ;
Rosasco, Lorenzo ; Lawrence, Neil D. et al.:
Kernels for vector-valued functions: A review. In:
Foundations and Trends R� in Machine Learning 4
(2012), Nr. 3, S. 195–266

[Bui et al. 2017] Bui, Thang D. ; Nguyen, Cuong ;
Turner, Richard E.: Streaming sparse Gaussian
process approximations. In: Advances in Neural In-
formation Processing Systems, 2017, S. 3299–3307

[Cheng and Boots 2016] Cheng, Ching-An ; Boots,
Byron: Incremental variational sparse Gaussian
process regression. In: Advances in Neural Infor-
mation Processing Systems, 2016, S. 4410–4418

[De Vito et al. 2008] De Vito, Saverio ; Massera,
Ettore ; Piga, Marco ; Martinotto, Luca ;
Di Francia, Girolamo: On field calibration of an
electronic nose for benzene estimation in an urban
pollution monitoring scenario. In: Sensors and Ac-
tuators B: Chemical 129 (2008), Nr. 2, S. 750–757

[Deisenroth and Ng 2015] Deisenroth, Marc P. ;
Ng, Jun W.: Distributed Gaussian processes. In:
Proc. of Intl. Conf. on Machine Learning, 2015

[Dua and Gra↵ 2017] Dua, Dheeru ; Graff, Casey:
UCI Machine Learning Repository. 2017. – URL
http://archive.ics.uci.edu/ml

[Gal and Turner 2015] Gal, Yarin ; Turner,
Richard: Improving the Gaussian process sparse
spectrum approximation by representing uncer-
tainty in frequency inputs. In: Proc. of Intl. Conf.
on Machine Learning, 2015

[Gijsberts and Metta 2013] Gijsberts, Arjan ;
Metta, Giorgio: Real-time model learning using
incremental sparse spectrum Gaussian process re-
gression. In: Neural Networks 41 (2013), S. 59–69

[Hazan 2016] Hazan, Elad: Introduction to online
convex optimization. In: Foundations and Trends R�
in Optimization 2 (2016), Nr. 3-4, S. 157–325

[Jin et al. 2010] Jin, Rong ; Hoi, Steven C. ; Yang,
Tianbao: Online multiple kernel learning: Algo-
rithms and mistake bounds. In: Proc. of Intl. Conf.
on Algorithmic Learning Theory, 2010, S. 390–404

[Kakade and Ng 2005] Kakade, Sham M. ; Ng, An-
drew Y.: Online bounds for Bayesian algorithms.
In: Advances in Neural Information Processing Sys-
tems, 2005, S. 641–648

[Kakade et al. 2006] Kakade, Sham M. ; Seeger,
Matthias W. ; Foster, Dean P.: Worst-case bounds
for Gaussian process models. In: Advances in Neural
Information Processing Systems, 2006, S. 619–626

[Kawala et al. 2013] Kawala, François ; Douzal-
Chouakria, Ahlame ; Gaussier, Eric ; Dimert,
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