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Abstract
This paper presents a semantic representation001
called WISeR that overcomes challenges for002
Abstract Meaning Representation (AMR). De-003
spite its richness and exapandability, AMR is004
not easily applied to languages or domains005
without predefined semantic frames, and its006
use of numbered arguments results in semantic007
role labels which are not directly interpretable008
and are semantically overloaded for parsers.009
We examine the numbered arguments of pred-010
icates in AMR and convert them to thematic011
roles which do not require reference to seman-012
tic frames. We create a new corpus of 1K dia-013
logue sentences annotated in both WISeR and014
AMR. WISeR shows stronger inter-annotator015
agreement for beginner and experienced anno-016
tators, with beginners becoming proficient in017
WISeR annotation sooner. Finally, we train018
two state-of-the-art parsers on the AMR 3.0019
corpus and a WISeR corpus converted from020
AMR 3.0. The parsers are evaluated on these021
corpora and our dialogue corpus. WISeR mod-022
els exhibit higher accuracy than their AMR023
counterparts across the board, demonstrating024
that WISeR is easier for parsers to learn.025

1 Introduction026

Since Abstract Meaning Representation (AMR; Ba-027

narescu et al. (2013)) was introduced, there have028

been several proposals to extend and/or improve it029

for deeper and more universal representations (Xue030

et al., 2019, 2020). This momentum has inspired031

the development of many parsers (Cai and Lam,032

2020; Xu et al., 2020; Lee et al., 2020; Bevilacqua033

et al., 2021), achieving promising results. A central034

feature of AMR is its extensive use of PropBank035

(Palmer et al., 2005; Bonial et al., 2014), which is036

a corpus of frames that assigns a specific argument037

structure to every sense of a predicate. Arguments038

commonly occurring with their predicates are la-039

beled as numbered arguments (ARGn).040

There are several advantages of AMR including041

its simplicity and extendibility. It has a large cor-042

pus of annotation (Knight et al., 2014, 2017, 2020), 043

and a significant amount of research has been con- 044

ducted to enhance AMR’s representation of quan- 045

tifier scope (Pustejovsky et al., 2019; Lai et al., 046

2020), tense/aspect (Donatelli et al., 2018, 2019), 047

and speech acts (Bonial et al., 2020). Nonetheless, 048

AMR has a few disadvantages. Since AMR largely 049

depends on PropBank to form predicate argument 050

structures, it presupposes the existence of semantic 051

frames for all predicate senses. Consequently, it is 052

not easily adaptable to languages nor to domains in 053

which many new senses appear due to the intense 054

upfront cost in labor to prepare a massive number 055

of frames for novel senses.1 056

Moreover, numbered arguments are semantically 057

opaque without reference to the frames. There is 058

no consistent mapping from numbered arguments 059

to traditional thematic roles which is applicable 060

to all senses besides perhaps ARG0 and ARG1, 061

which correspond to prototypical agent and pa- 062

tient. For instance, ARG2 of tell-01 in Fig- 063

ure 1a is the entity which the telling is directed at, 064

while ARG2 of dislodge-01 is the initial posi- 065

tion of the dislodged entity. Meanwhile, the initial 066

position of the entity stepping-down is the ARG1 067

of step-down-01. This inconsistent correspon- 068

dence between numbered arguments and thematic 069

roles makes semantic role labels uninterpretable 070

for parsing models during training. Discussion of 071

these drawbacks is the focus of Section 2. 072

Section 3 introduces a novel annotation scheme, 073

WISeR (Widely Interpretable Semantic Represen- 074

tation), designed to overcome these challenges. 075

In contrast to AMR, WISeR does not depend on 076

frames. It aims to maintain a one-to-one relation 077

between an argument label and a thematic role, and 078

it has the benefit of permitting the introduction of 079

novel predicates on an ad-hoc basis. 080

1Few studies have adapted AMR to other languages (Li et al.,
2016; Damonte and Cohen, 2018; Anchiêta and Pardo, 2020;
Blloshmi et al., 2020) and domain (Burns et al., 2016).
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(t / tell-01
:ARG0 (w / woman)
:ARG1 (s / step-down-04

:ARG0 w
:ARG1 (r / role)
:time (d / dislodge-01

:ARG0 w
:ARG1 (b / boss)
:ARG2 (b2 / board)))

:ARG2 (m / man))

(a) AMR graph in Penman notation

(t / tell
:actor (w / woman)
:theme (s / step-down

:actor w
:start (r / role)
:time (d / dislodge

:actor w
:theme (b / boss)
:start (b2 / board)))

:benefactive (m / man))

(b) WISeR graph in Penman notation

Figure 1: AMR and WISeR graphs for the sentence ‘The woman told the man she will step down from the role
when she dislodges the boss from the board’ in Penman notation (Matthiessen and Bateman, 1991).

Section 4 presents our new corpus comprising081

1,000 dialogue sentences annotated in both WISeR082

and AMR, and makes fair comparisons between the083

two schemes for annotation adaptability and quality.084

Section 5 compares parsing models trained on the085

AMR 3.0 corpus and a WISeR corpus converted086

from AMR 3.0. Parsing models are evaluated on087

those corpora as well as our new dialogue corpora,088

which can be considered an out-of-domain dataset.089

To our knowledge, this is the first time that such090

a large AMR corpus is entirely revised for a “frame-091

less” representation with thematic role labels. We092

believe this work will facilitate the adaptation of093

AMR to under-explored domains and languages,094

thereby building a larger community for meaning095

representation research.2096

2 Inside AMR097

2.1 Predicates in AMR098

AMR annotation begins by identifying disam-099

biguated predicate senses from PropBank frames.100

Although providing frames as a reference to an-101

notators is designed to ensure consistency during102

annotation, this disambiguation is often more fine-103

grained than natural language users are conscious104

of, leading to low agreement levels in word sense105

disambiguation tasks (Ng et al., 1999). It also106

means that AMR is constrained to only a few lan-107

guages for which frames exist (Palmer et al., 2005;108

Xue and Palmer, 2005; Palmer et al., 2006; Za-109

ghouani et al., 2010; Vaidya et al., 2011; Duran110

and Aluísio, 2011; Haverinen et al., 2015; Şahin111

and Adalı, 2018) and it often lacks domain-specific112

predicates that occur in certain fields.113

AMR contains several predicate senses, however,114

which are not found in PropBank. These senses115

2All our resources including the converted WISeR corpus, the
new dialogue WISeR corpus, and parsing models are publicly
available: https://github.com/anonymous

often represent idioms or multi-word constructions 116

(e.g., pack-sand-00, throw-under-bus-08) that 117

are created ad-hoc as the annotation proceeds. Fur- 118

thermore, there are 9 senses in AMR which have ad- 119

ditional numbered arguments not featured in their 120

respective PropBank frames.3 121

PropBank AMR 3.0
Total # of predicates 7,311 6,187
Total # of senses 10,687 9,090
Total # of arguments 27,012 23,171
# of unique predicates 1,626 502
# of unique senses 2,153 556

Table 1: Statistics of PropBank and AMR 3.0.

Table 1 shows the statistics of PropBank4 and the 122

AMR 3.0 release (Knight et al., 2020). We calcu- 123

late the number of frames in AMR 3.0 by combin- 124

ing information in the release text file5 with the 125

annotation corpus since there is no subset relation 126

between frames in the text file and those in the cor- 127

pus, or vice versa. Out of 9,090 senses in AMR 128

3.0, only 556 are unique to AMR. In other words, 129

8,534 senses in AMR 3.0 (i.e., 94%) are based on 130

PropBank frames, emphasizing the extent to which 131

AMR annotation depends on PropBank. 132

2.2 Numbered Arguments in AMR 133

The argument structure of a predicate sense in Prop- 134

Bank is a set of numbered arguments. As shown 135

in Table 2, the thematic role of benefactive or at- 136

tribute may be encoded by either ARG2 or ARG3. 137

Consequently, there is no one-to-one correspon- 138

dence between numbered arguments and thematic 139

3The 9 senses with additional arguments in AMR:
bind-01: ARG4, damage-01: ARG3, late-02: ARG3,
misconduct-01: ARG1, oblige-02: ARG2, play-11: ARG3,
raise-02: ARG3, rank-01: ARG5, unique-01: ARG3-4

4English PropBank frames can be downloaded at
https://github.com/propbank/propbank-frames

5AMR frames are included in LDC2020T02 as
propbank-amr-frame-arg-descr.txt
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Label Thematic Role
ARG0 agent
ARG1 patient
ARG2 instrument, benefactive, attribute
ARG3 starting point, benefactive, attribute
ARG4 ending point

Table 2: Numbered arguments and corresponding the-
matic roles in the PB guidelines (Bonial et al., 2015).

roles. ARG0/ARG1 are intended to correspond to140

the thematic roles of prototypical agent/patient re-141

spectively. However, even this correspondence is142

occasionally lost. As such, numbered arguments143

do not directly encode meaning relations. Rather,144

the semantics of a numbered argument is accessed145

through two other resources in PropBank: function146

tags and VerbNet roles (Kipper et al., 2002; Loper147

et al., 2007). The distribution of function tags over148

numbered arguments is given in Table 3.6149

A0 A1 A2 A3 A4 A5 A6 Σ

PPT 389 8,593 1,249 49 4 0 0 10,284
PAG 8,412 664 28 1 0 0 0 9,105
GOL 2 503 1,436 238 214 2 0 2,395
PRD 0 79 701 231 85 10 0 1,106
MNR 2 10 808 159 8 11 0 998
DIR 18 147 518 270 14 4 0 971
VSP 1 58 338 214 48 19 0 678
LOC 6 196 268 43 25 4 0 542
EXT 1 5 244 25 3 5 6 289
CAU 75 22 140 30 0 0 0 267
COM 0 83 100 9 4 0 0 196
PRP 0 6 74 32 5 1 0 118
TMP 0 3 15 3 6 1 0 28
ADJ 0 5 10 4 0 0 0 19
ADV 0 2 4 5 1 0 0 12
REC 0 1 2 1 0 0 0 4
Σ 8,906 10,377 5,935 1,314 417 57 6 27,012

Table 3: Distribution of function tags (in rows) over
numbered arguments (in columns) in PropBank.

This distribution highlights that every numbered150

argument is semantically opaque without reference151

to the PropBank frame. As a result, numbered152

argument role labels make the task of automatic153

parsing more difficult for machines.154

As mentioned, numbered arguments are occa-155

sionally annotated with VerbNet roles (Kipper et al.,156

2008). Unfortunately, the coverage of PropBank157

frames associated with VerbNet classes is incom-158

plete, with 25.5% of PropBank frames not covered.159

Even among the PropBank frames which are associ-160

ated with VerbNet classes there are mismatches; an161

argument described in one resource may be omitted162

from the other, or a single argument may be split163

into multiple arguments. These mismatches reflect164

6The descriptions of these function tag acronyms are provided
in Table 12 in Appendix A.1.

both practical and theoretical differences in the re- 165

sources, and as a result, only 40.6% of arguments 166

in PropBank are mapped to VerbNet roles.7 167

3 Inside WISeR 168

3.1 Annotation Scheme 169

This section presents the WISeR annotation 170

scheme, designed to rectify the weaknesses of 171

AMR in Section 2. WISeR does not rely on frames, 172

dispensing with both sense disambiguation and 173

numbered arguments. It represents thematic re- 174

lations directly as edge labels, similar to the PEN- 175

MAN Sentence Plan Language (Kasper, 1989) and 176

an earlier version of AMR prior to the incorpora- 177

tion of PropBank (Langkilde and Knight, 1998). 178

The WISeR graph in Figure 1b above shows how 179

WISeR resolves the issues arising from use of num- 180

bered arguments in Figure 1a. Both role and board 181

stand in the start relation to their predicates In 182

WISeR because they both describe an initial state. 183

However, in AMR, the former is labeled ARG1 and 184

the latter ARG2. Next, both man and board are la- 185

beled as ARG2 in AMR whereas they take distinct 186

thematic roles of benefactive and start in WISeR. 187

Similarly, the meaning of ARG1 is overloaded in 188

AMR for role, boss, and man as WISeR disam- 189

biguates them by assigning the start relation to 190

role and theme to boss and man. 191

It may seem that the use of thematic roles would 192

lead to a proliferation of semantic relations be- 193

cause there are only a few numbered arguments 194

but many thematic roles. However, this is not the 195

case. WISeR adopts non-core roles that already ex- 196

ist in AMR, allowing annotation of most numbered 197

arguments using these non-core roles. For exam- 198

ple, we incorporate the AMR source role with 199

numbered arguments corresponding to initial states 200

into the WISeR start role. We also conflate 201

the beneficiary role in AMR into the WISeR 202

role benefactive, used for annotating thematic 203

benefactive arguments. This reduces redundancy in 204

the annotation scheme since we no longer have two 205

relations fulfilling the same semantic function. We 206

also add a small number of thematic roles based 207

on the PropBank function tags and VerbNet roles. 208

These include the actor and theme roles which 209

broadly correspond to ARG0 and ARG1 in AMR, re- 210

spectively. The actor role encompasses thematic 211

agent as well as certain non-agentive subjects (e.g., 212

7The distribution of VerbNet roles over numbered arguments
is shown in Table 13 in Appendix A.1.
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the bus in the bus hit the curb). When all changes213

are considered, the total number of WISeR roles is214

fewer than the number of numbered arguments plus215

non-core roles in AMR. Consequently, WISeR not216

only reduces the semantic workload of the num-217

bered argument relations, it does so with slightly218

fewer relations. Finally, WISeR adopts reified re-219

lations from AMR such as have-rel-role and220

have-degree. The argument structure for each221

these reified relations is still semi-arbitrary and an-222

notators will need to refer to the guidelines at first.8223

3.2 Converting AMR to WISeR224

To test the relative performance of parsing models225

on both AMR and WISeR, a mapping is defined to226

convert all numbered arguments in the AMR 3.0227

corpus into WISeR roles. AMR 3.0 is the largest228

AMR corpus comprising 59,255 sentences col-229

lected from various sources including discussion fo-230

rums, broadcast conversations, weblogs, newswire,231

children’s stories, and more (Knight et al., 2020).232

There are 556 predicate senses in AMR 3.0 created233

on an ad-hoc basis (Section 2.1) without reference234

to a PropBank frame. Sentences which include235

these ad-hoc senses are removed from this con-236

version. Furthermore, sentences featuring reified237

roles with highly specific and non-generalizable238

argument structures are also removed. For instance,239

ARG1-9 of publication-91 describe author, title,240

abstract, text, venue, issue, pages, ID, and editors.241

In total, there are 6 such predicates.9242

A total of 5,789 predicate senses are collected243

from PropBank frames that appear at least once in244

AMR 3.0. The mapping converts every numbered245

argument for each of these senses to an appropri-246

ate WISeR role, totalling 15,120 unique arguments.247

To define this mapping, the argument number, the248

function tag, the VerbNet role (if present), and cer-249

tain keywords in the description are used. The250

conversion rules and a detailed explanation are pre-251

sented in Table 17 in Appendix A.2.252

The AMR-to-WISeR conversion rules result in253

a total of 12,311 mappings, which leaves 2,809254

numbered arguments in AMR 3.0 that are not au-255

tomatically mapped to WISeR roles. These are256

manually mapped using the information in their257

PropBank frames as well as their specific usage258

8The current annotation guidelines for WISeR can be found at
our open-source project repository.

9The 6 senses with non-generalizable argument structures are:
byline-91, course-91, distribution-range-91
publication-91, street-address-91, statistical-test-91

in the corpus. Once all numbered arguments are 259

converted into WISeR roles, sense IDs are removed 260

so that the converted corpus becomes “frameless”. 261

A0 A1 A2 A3 A4 A5 A6 Σ

THE 57 5,076 256 15 1 0 0 5,405
ACT 4,945 21 9 0 0 0 0 4,975
BEN 1 148 554 90 38 2 0 833
END 0 160 385 51 137 0 0 733
STA 14 63 322 190 6 0 0 595
INS 2 7 441 89 4 3 0 546
ATT 0 6 144 44 6 2 0 202
LOC 1 65 83 7 1 3 0 160
CAU 2 16 115 25 1 0 0 159
PUR 0 11 122 19 5 1 0 158
TOP 2 14 113 20 3 0 0 152
ACC 0 53 69 7 3 0 0 132
OTH 0 21 227 105 15 8 2 378
Σ 5,024 5,661 2,840 662 220 19 2 14,428

Table 4: Distribution of numbered arguments over the
most frequent WISeR roles, covering 97.4% of argu-
ments in AMR 3.0. THE: theme, ACT: actor, BEN:
benefactive, END: end, STA: start, INS: instrument,
ATT: attribute, LOC: location, CAU: cause, PUR: pur-
pose, TOP: topic, ACC: accompanier, OTH: other labels.

Table 4 shows the distribution of numbered argu- 262

ments over the 12 most frequently occurring roles 263

in the converted WISeR corpus. The full version of 264

this table displaying 35 WISeR roles is presented in 265

Table 14 in Section A.1. Although the conversion 266

mappings are created for 15,120 numbered argu- 267

ments based on the PropBank frames, only 14,428 268

of them appear in the AMR 3.0 corpus, as shown 269

in the Σ column of the Σ row in Table 4. 270

4 WISeR Dialogue Corpus 271

This section presents our new WISeR corpus com- 272

prising 1,000 sentences from a variety of dialogue 273

datasets such as EmpatheticDialogues (Rashkin 274

et al., 2018), DailyDialog (Li et al., 2017), Boston 275

English Centre,10 and PersonaChat (Gu et al., 276

2020). Additionally, we employ Mechanical Turk- 277

ing tasks to generate 300 sentences, in which sub- 278

jects are provided with sentences from PersonaChat 279

and asked to respond with emotionally driven reac- 280

tions (100) or engaging follow-ups (200). 281

500 of these sentences are evenly split up into 10 282

batches by making every batch similar in length and 283

complexity. Six batches are split among beginner 284

annotators and are double-annotated in both AMR 285

and WISeR while the other four are divided evenly 286

and double-annotated in either WISeR or AMR by 287

experienced annotators. All annotators are required 288

10900 English Conversational Sentences from Boston English
Centre: https://youtu.be/JP5LYRTZtjw
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to annotate in both AMR and WISeR for fair com-289

parison. To control for familiarity, half of the anno-290

tators begin in AMR and switch to WISeR while291

the other half begin in WISeR and switch to AMR.292

Beginner annotators are trained for a week and293

are given additional instructions and feedback with294

respect to common errors. This is done to minimize295

orthogonal differences in inter-annotator agree-296

ment. The remaining 500 sentences are single-297

annotated by experienced annotators.298

4.1 Inter-Annotator Agreement299

To evaluate learnability, inter-annotator agreement300

(IAA) is estimated by Smatch scores on doubly-301

annotated batches (Cai and Knight, 2013).302

Beginners Experts
BID AMR WISeR BID AMR WISeR
01 0.72 0.74 07 0.87 -
02 0.72 0.75 08 0.84 -
03 0.68 0.70 09 - 0.89
04 0.69 0.79 10 - 0.85
05 0.77 0.79
06 0.72 0.76
µb 0.72 0.76 µe 0.86 0.87

Table 5: IAA scores for batches annotated by beginner
and expert annotators in AMR and WISeR. BID: batch
ID, µb/e: macro-average scores of the beginner and ex-
perienced groups, respectively.

Table 5 shows the IAA scores of individual batches303

and the macro-average scores of six batches by304

beginner and four batches by experienced annota-305

tors. AMR and WISeR have similar IAA among306

experts; however, IAA for WISeR is noticeably307

higher among beginners, implying that AMR has a308

steeper learning curve, although both schemes pro-309

duce high-quality annotation once annotators reach310

the expert-level. All double-annotated sentences311

are adjudicated with correction.312

4.2 Annotation Time313

Every beginner annotator is assigned 3 batches and314

asked to report annotation times for each batch,315

allowing us to compare how quickly they become316

proficient in annotating either scheme. These re-317

sults are summarized in Table 6. For Batches 1 and318

2 there is practically no difference in time between319

AMR and WISeR annotation. However, for Batch320

3, annotating in WISeR is quicker. This is likely321

due to familiarization with the WISeR guidelines322

and experience choosing the appropriate WISeR323

roles, while the process of identifying the correct324

frames and numbered arguments in AMR remains 325

the same regardless of experience. 326

AID AMR WISeR
1 2 3 1 2 3

A 115 123 121 114 112 114
B 66 67 67 66 67 66
C 129 87 95 105 91 94
D 106 138 128 124 144 138
E 154 131 127 146 93 78
F 122 75 - 140 105 -
µa 115 104 107 116 102 98

Table 6: Time it takes for each of 6 annotators to an-
notate 3 batches. Annotator F completed only the first
two batches. AID: annotator ID.

4.3 Corpus Analytics 327

Table 7 shows the statistics of our dialogue cor- 328

pus annotated in AMR and WISeR, providing di- 329

verse utterances from six sources. DailyDialog, 330

Boston English Center, and EmpatheticDialogues 331

have longer utterances as they are commonly in 332

narrative form. PersonaChat consists of slightly 333

shorter utterances, but its structures are still rel- 334

atively complex. Utterances in MTurk-Followup 335

are mostly interrogatives and are shorter than ones 336

from the other three. MTurk-Reaction utterances 337

are the shortest since they are mainly emotional re- 338

actions (e.g., that’s impressive). These six sources 339

yield 8.3K+ tokens with 5.4K+ concepts and 5.2K+ 340

relations, allowing researchers to make meaningful 341

parsing evaluation on the dialogue domain.11 342

In comparison, the Dialogue-AMR corpus (Bo- 343

nial et al., 2020) consists of 80 hours of commands 344

and requests made by humans to robots in search 345

and navigation tasks. It is mostly limited to these 346

specific speech acts and mainly focuses on spatial 347

words. Our dialogue corpus, on the other hand, 348

contains personal interactions about the speakers’ 349

likes and dislikes, relationships, and day-to-day 350

life, aimed at creating a personal and meaningful 351

relationship with their interlocutor. Our corpus is 352

also publicly available whereas no public access is 353

currently available for the Dialogue-ARM corpus. 354

5 Experiments 355

To assess the interpretability of the WISeR scheme, 356

two state-of-the-art parsers (Sections 5.2 and 5.3) 357

are trained and tested on trimmed AMR 3.0 358

(AMRt)12 and the WISeR corpus converted from 359

11At present, our corpus does not feature Wikification. How-
ever, we intend to include this in a near future release.

12Sentences including ad-hoc predicates are removed in the
trimmed AMRt corpus as described in Section 3.2.
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Source Sent. Tokens Concepts Relations Reent. Negations NE
A W A W A W A W A W

DailyDialog 200 2,177 1,297 1,298 1,315 1,318 211 229 27 26 21 22
Boston English Center 200 1,989 1,182 1,196 1,167 1,179 217 219 33 33 12 13
PersonaChat 200 1,431 962 961 921 911 147 153 18 17 32 30
EmpatheticDialogues 100 1,090 692 699 712 710 131 128 20 20 1 1
MTurk-Followup 200 1,368 1,037 1,040 935 928 134 137 7 7 10 8
MTurk-Reaction 100 298 260 256 191 180 14 15 7 6 0 0

Σ 1,000 8,353 5,433 5,447 5,240 5,226 854 881 112 109 76 74

Table 7: Statistics of our dialogue corpus (in counts) by different categories annotated in AMR (A) and WISeR (W).
Sent: sentences, Reent: Reentrancies, NE: named entities.

AMR3t (WISeRc). The AMRt parsing models are360

additionally tested on our dialogue corpus anno-361

tated in AMR (ADC). Finally, the WISeRt models362

are evaluated on the ADC converted into WISeR363

(WDCc), maintaining consistency with WISeRc,364

as well as our dialogue corpus manually annotated365

in WISeR (WDCm). The key differences between366

WDCc and WDCm are discussed in Section 5.6.367

5.1 Datasets368

Table 8 shows the number of sentences in each split369

for the datasets used in our experiments.370

Set AMR 3.0 AMRt | WISeRc ADC | WDCc|m

TRN 55,635 53,296 -
DEV 1,722 1,656 -
TST 1,898 1,813 1,000
Σ 59,255 56,765 1,000

Table 8: Number of sentences in the training (TRN),
development (DEV), and evaluation (TST) sets.

ADC and WDCc|m are annotations of the same371

dialogue corpus and are used only for evaluation.372

In the future, we plan to create a larger corpus of373

manual WISeR annotations to train more robust374

parsers for the dialogue domain.375

5.2 Graph-based Parser376

We first adopt a graph-sequence iterative parser by377

Cai and Lam (2020) that incrementally builds an378

AMR graph by expanding one concept at a time.379

Taking a sentence and a partial graph as input, it380

uses two transformers to create token and concept381

embeddings, respectively. These embeddings are382

fed into paired transformer layers for arc predic-383

tion and representation learning. The next concept384

embedding created by these layers is fed to another385

arc generation layer, which initiates another round386

of iteration. Once the iterative inference is finished,387

the final concept embeddings are decoded into con-388

cepts through beam search and arcs between these389

concepts are predicted by another arc generation390

layer. Finally, the arc labels are predicted by a bi- 391

affine layer taking the concept embeddings as input 392

(Dozat and Manning, 2017). 393

5.3 Seq-to-Seq Parser 394

We also adopt a seq-to-seq parser, SPRING, which 395

currently holds the highest parsing accuracy on 396

AMR 3.0 (Bevilacqua et al., 2021). SPRING lin- 397

earizes every graph into a sequence of tokens in the 398

depth-first search order and trains the sequence us- 399

ing a seq-to-seq model called BART (Lewis et al., 400

2020). In this sequence, special tokens are used to 401

indicate variables and parentheses in the PENMAN 402

notation. Given a sentence and its linearized graph, 403

BART is finetuned to learn the transduction from 404

the former to the latter. Once a linearized graph 405

is generated, parenthesis parity is restored and any 406

token that is not a possible continuation given the 407

previous token is removed. In our experiments, the 408

BART large model with greedy decoding is used. 409

5.4 Parsing Results 410

Table 9 shows the performance of the graph-based 411

parser and the seq-to-seq parser on the five datasets, 412

with Smatch scores (Cai and Knight, 2013), as well 413

as more fine-grained metrics (Damonte et al., 2017). 414

Comparing the results on AMRt and WISeRc, the 415

WISeR parsers outperform the AMR parsers on 416

all categories, showing ≈1% higher Smatch scores 417

for both parsers, which implies that WISeR is eas- 418

ier to learn, enabling these parsers to train more 419

robust models. The No WSD (no word sense disam- 420

biguation) scores for WISeR are equivalent to the 421

Smatch scores because predicates in WISeR are 422

not distinguished by senses. Unsurprisingly, the 423

WISeR parsers show higher scores on this category 424

confirming that WSD introduces an extra burden on 425

the AMR parsers. For Concepts and Negations, the 426

WISeR parsers also show significant improvement 427

over the AMR parsers; ≈3% and 6%, respectively. 428

The SRL (semantic role labeling) metric is only de- 429
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Dataset Smatch Unlabeled No WSD Concepts xSRL Reentrancies Negations Named Entity
AMRt 77.2 ± 0.1 80.4 ± 0.2 77.7 ± 0.2 86.6 ± 0.1 68.4 ± 0.2 63.3 ± 0.2 73.0 ± 0.2 73.6 ± 0.6
WISeRc 78.5 ± 0.1 81.5 ± 0.1 78.5 ± 0.1 89.4 ± 0.2 68.9 ± 0.2 64.1 ± 0.1 78.9 ± 0.4 74.0 ± 0.4
ADC 76.7 ± 0.3 81.1 ± 0.3 77.9 ± 0.4 85.0 ± 0.2 75.8 ± 0.0 69.0 ± 0.7 63.8 ± 1.3 36.0 ± 2.1
WDCc 79.0 ± 0.1 81.9 ± 2.6 79.0 ± 0.1 88.6 ± 0.2 76.6 ± 0.2 69.9 ± 0.3 70.7 ± 0.9 39.6 ± 4.3
WDCm 78.2 ± 0.2 83.3 ± 0.1 78.2 ± 0.2 88.6 ± 0.1 73.7 ± 0.5 68.4 ± 0.4 70.4 ± 1.0 38.4 ± 3.8

(a) Parsing performance achieved by the graph-based models in Section 5.2.

Dataset Smatch Unlabeled No WSD Concepts xSRL Reentrancies Negations Named Entity
AMRt 83.5 ± 0.1 85.9 ± 0.0 84.0 ± 0.1 90.3 ± 0.0 75.9 ± 0.2 71.4 ± 0.3 73.0 ± 1.0 88.7 ± 0.5
WISeRc 84.4 ± 0.1 86.7 ± 0.1 84.4 ± 0.1 93.0 ± 0.1 76.2 ± 0.4 71.9 ± 0.2 78.9 ± 0.2 88.7 ± 0.4
ADC 80.3 ± 0.2 83.8 ± 0.1 81.4 ± 0.2 86.8 ± 0.0 78.8 ± 0.3 71.8 ± 0.8 70.3 ± 0.5 65.5 ± 1.4
WDCc 82.3 ± 0.2 85.7 ± 0.2 82.3 ± 0.2 90.8 ± 0.1 79.2 ± 0.3 72.8 ± 0.3 76.2 ± 0.9 68.2 ± 1.8
WDCm 81.5 ± 0.2 85.9 ± 0.2 81.5 ± 0.2 91.1 ± 0.1 75.9 ± 0.2 70.6 ± 0.4 78.2 ± 0.1 74.9 ± 1.0

(b) Parsing performance achieved by the seq-to-seq models in Section 5.3.

Table 9: Performance of the graph-based parser and the seq-to-seq parser on the five evaluation sets.

fined for numbered arguments and so is not appli-430

cable to WISeR. To assess core argument labeling431

in both schemes, we propose a new metric called432

xSRL (extended SRL). The xSRL metric compares433

the WISeR roles in Table 4 against ARG0-6 plus a434

few non-core roles in AMR, which correspond to435

the WISeR roles in Table 4.13 The WISeR parsers436

again outperform the AMR parsers in this category.437

Comparing the results on the ADC and WDCc,438

which are out-of-domain datasets, we find the same439

trend. The performance gain here is even larger as440

the WISeR parsers produce Smatch scores higher441

by ≈2%. This indicates that the WISeR parsers442

handle the dialogue domain better. Surprisingly,443

scores on the dialogue corpus are higher for xSRL444

and Reentrancies for all parsing models than ones445

on AMRt and WISeRc. This may be due to smaller446

graphs and possibly simpler argument structures in447

the dialogue corpus.14448

Comparing the results of WDCc and WDCm, it449

is expected that WDCc should score better than450

WDCm due to discrepancies between converted451

and manual annotation. However, the unlabeled452

scores are slightly higher on WDCm for both453

parsers, implying that the WISeR models still find454

the correct representations for out-of-domain data.455

The named entity results of the seq-to-seq model456

are 6.5% higher on WDCm than WDCc which is457

encouraging for areas such as Conversational AI458

that rely heavily on named entity recognition.459

13The non-core roles are: accompanier, beneficiary,
destination, instrument, location, purpose,
source, and topic. The AMR role cause is not used
in the AMR 3.0 corpus.

14Our experimental settings are provided in Appendix A.3.

5.5 Error Analysis 460

For the graph-based parsers, WISeR relations pro- 461

vide more consistent teaching signals than the often 462

overloaded semantic roles (Section 2.2), which ul- 463

timately improve the representation of concepts. In 464

addition, the seq-to-seq parsers also benefit from 465

the more natural relation names in WISeR which 466

are learnt during the pre-training of BART. 467

The WISeR parser has the freedom to coin novel 468

concepts for predicate senses on which it lacks suf- 469

ficient training. For example, the verb premeditate 470

is absent from the training data, but present in the 471

test set of AMRt and WISeRc. Out of 3 runs, the 472

seq-to-seq AMR parser predicts the correct concept 473

premeditate-01 only once, predicting the con- 474

cept intend-01 once and deliberate-01 475

once. In comparison, the seq-to-seq WISeR parser 476

uses the novel concept premeditate every time. 477

The set of frames that occur only in the test set is 478

rather small, so to make a fair comparison when 479

evaluating the performance on the AMRt corpus, 480

we restrict our comparison to the subset of novel 481

frames which do not correspond to concepts in the 482

WISeRc training data after conversion.15 When 483

comparing on the dialogue corpus, we restrict our 484

comparison to those concepts which are annotated 485

identically in WDCm and WDCc, and the concepts 486

in AMR which feed into WDCc. We thus compare 487

performance only on words which are translated 488

into a novel predicate concept in every dataset. The 489

recall of the seq-to-seq parser across the evaluation 490

sets is shown in Table 10. 491

Finally, we tested the seq-to-seq parser on the 492

15E.g., move-04 is absent in the AMR training set but present
in the test set. It is not included in the comparison since it is
converted to move which is present in the WISeR training.

7



Dataset Recall Dataset Recall
AMRt 0.57 ADC 0.28
WISeRc 0.80 WDCc 0.42

WDCm 0.60

Table 10: Recall of the seq-to-seq parser on novel pred-
icate concepts in the five evaluation sets.

WSD and SRL tasks independently. The bottom493

left cell in Table 11 is the Smatch score for the494

WISeR parser, and the top right is the AMR parser.495

The top left is a parser trained with PropBank496

senses and automatically converted WISeR roles,497

while the bottom right used numbered ARGs with-498

out predicate senses.16499

WISeR roles Numbered ARGs
+WSD 83.8 ± 0.1 83.5 ± 0.1
-WSD 84.4 ± 0.1 84.2 ± 0.1

Table 11: Comparing the effect of transparent SRL and
removing WSD independently.

This shows a ≈0.3% increase when using WISeR500

roles over numbered arguments even with predicate501

senses, while removing predicate senses accounts502

for a larger ≈0.7% increase.503

5.6 Challenges504

A potential challenge in these experiments is that505

the converted WISeR corpus, WISeRc, is arguably506

only pseudo-WISeR. For instance, many predicate507

concepts corresponding to adjectives (e.g., great)508

do not have PropBank frames. Consequently, the509

sentence that is great is annotated using the role510

domain in AMR but theme in WISeR. Such in-511

consistency introduces noise to parsing models that512

leads to suboptimal performance.513

For our dialogue corpus, the difference between514

the manual WISeR annotation, WDCm, and the515

converted WISeR annotation, WDCc, is quantified516

by running the Smatch metric on those two sets. A517

Smatch score of 0.88 is returned for this compar-518

ison. Although relatively high, this does indicate519

a training-evaluation discrepancy. Besides the un-520

availability of certain PropBank frames, this could521

also be partially due to different annotators. In the522

near future, we plan to enhance the automatic con-523

version to close down this gap as much as possible.524

5.7 Discussions525

A potential explanation for why the WISeR parser526

outperforms the AMR parser is that many WISeR527

16Since the use of numbered arguments depends on the sense-
disambiguation of predicates, WSD and SRL tasks are not
sensibly separated if using numbered arguments.

roles are associated with surface level syntax in the 528

object language. For example, a topic argument 529

is often introduced with the preposition about or 530

on, an end is typically introduced by the preposi- 531

tion to, start with from or out of etc. These cues 532

are obscured when a single numbered argument 533

encodes more than one thematic role, or when one 534

thematic role is encoded by more than one num- 535

bered argument. In WISeR, however, there is a one- 536

to-one correspondence between any relation (edge 537

label), and its semantic function (thematic role). 538

As such, syntactic cues indicating the appropri- 539

ate WISeR role can be found in the data, making 540

classification easier and increasing parser accuracy. 541

Moreover, assigning consistent, more meaningful 542

labels can help with data sparsity, while also capital- 543

izing on the understanding that pre-trained models 544

already have of the language. 545

Finally, since automatically converted WISeR 546

roles can be used with PropBank predicate senses, 547

researchers can still make use of PropBank re- 548

sources if they are required for inference tasks later 549

down the line, while nonetheless employing more 550

transparent semantic role labels during parsing, al- 551

beit with more modest improvements. 552

6 Conclusion 553

AMR relies on PropBank frames to disambiguate 554

predicate senses and provide a predefined argument 555

structure for each of these senses. This paper dis- 556

cusses several downsides of this approach. Due 557

to the absence of appropriate frames, AMR is cur- 558

rently limited to a handful of languages. Also, 559

numbered arguments in PropBank are semantically 560

opaque, as each role (even ARG0 and ARG1) en- 561

codes multiple thematic roles across frames. 562

In a bid to rectify these problems, this paper in- 563

troduces a novel annotation scheme, WISeR. Our 564

findings show that WISeR supports improved pars- 565

ing performance as well as annotation of equal 566

(or better) quality in less time. Based on these re- 567

sults, we conclude that the removal of numbered 568

arguments and sense disambiguation in favor of 569

thematic roles alleviates potential issues associ- 570

ated with AMR’s use of PropBank frames, making 571

WISeR easier to learn for parsers. 572

We will continue to explore new methods of 573

improving WISeR and increase the size of our cor- 574

pus in volume as well as diversity for other lan- 575

guages so that WISeR parsing models can be robust 576

enough to be broadly used in practice. 577
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A Appendix820

A.1 Argument Descriptions821

Table 12 shows function tags used to disambiguate822

fine-grained roles of numbered arguments in Prop-823

Bank frames.824

Tag Description Tag Description
PPT Prototypical Patient EXT Extent
PAG Prototypical Agent CAU Cause
GOL Goal COM Comitative
PRD Secondary Predication PRP Purpose
MNR Manner TMP Temporal
DIR Directional ADJ Adjectival
VSP Verb-specific ADV Adverbial
LOC Locative REC Reciprocal

Table 12: Descriptions of the function tags in Prop-
Bank.

Table 13 shows the distribution of VerbNet the-825

matic roles (in rows) over the numbered argu-826

ments (in columns) in PropBank frames. Not all827

numbered arguments in the PropBank frames are828

aligned with VerbNet roles as only 40.6% of ar-829

guments in these frames are mapped to specific830

VerbNet roles.831

Table 14 shows the distribution of WISeR thematic832

roles (in rows) over the numbered arguments (in833

columns) in PropBank frames, which is the full834

version of Table 4 in Section 3.2.835

A.2 AMR-to-WISeR Conversion 836

The conversion rules in Table 17 are used to 837

convert numbered arguments into WISeR roles. 838

Two or more of the following sources of infor- 839

mation in PropBank are used to compute a con- 840

version: the number of the argument, the func- 841

tional tag, the VerbNet role (if present), and an 842

informal description of the argument written by 843

PropBank annotators. For example, if an instance 844

of an ARG1 is labeled with a PAG function tag 845

in PropBank and has a description containing ei- 846

ther “entity” or “thing”, then it is mapped to the 847

WISeR role theme (see row 4 of Table 17). Us- 848

ing these mappings, for each AMR graph, all 849

numbered argument edge labels were identified 850

and relabeled with their WISeR role. We also 851

relabeled AMR non-core roles of source to 852

WISeR start, destination to WISeR end, 853

beneficiary to WISeR benefactive, and 854

medium to WISeR manner. Lastly, we converted 855

concepts like amr-unknown and amr-choice 856

into their WISeR counterparts. 857

A.3 Experimental Settings 858

The hyper-parameter settings for the graph parser 859

(Section 5.2) and the seq2seq parser (Section 5.3) 860

are described in Table 16 and 15, respectively. 861
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ARG0 ARG1 ARG2 ARG3 ARG4 ARG5 Σ

agent 3,462 30 1 1 0 0 3,494
theme 208 1,661 371 13 0 0 2,253
patient 13 1,131 20 0 0 0 1,164
experiencer 187 264 5 2 0 0 458
destination 0 231 183 21 10 1 446
stimulus 247 172 14 0 0 0 433
location 7 145 142 30 23 1 348
source 17 109 194 7 2 0 329
recipient 0 56 251 10 0 0 317
instrument 0 2 243 51 0 3 299
topic 0 192 61 5 0 0 258
co-patient 0 6 151 4 1 0 162
beneficiary 0 40 47 44 7 0 138
attribute 0 9 101 7 2 6 125
result 0 30 81 5 7 0 123
co-agent 0 69 25 0 0 0 94
material 1 25 46 9 0 0 81
goal 0 8 58 6 1 0 73
co-theme 0 37 27 5 1 0 70
product 0 35 17 4 13 0 69
initial_location 0 9 23 8 0 0 40
cause 30 3 3 0 0 0 36
asset 0 21 0 11 1 1 34
predicate 0 4 18 6 0 0 28
pivot 26 1 0 0 0 0 27
extent 0 0 26 6 0 0 26
value 0 5 13 7 0 0 25
trajectory 0 3 0 0 0 0 3
actor 1 0 0 0 0 0 1
proposition 0 0 0 1 0 0 1

Σ 4,199 4,298 2,121 257 68 12 10,955

Table 13: Distribution of VerbNet thematic roles over numbered arguments in PropBank.
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ARG0 ARG1 ARG2 ARG3 ARG4 ARG5 ARG6 Σ

theme 57 5,076 256 15 1 0 0 5,405
actor 4,945 21 9 0 0 0 0 4,975
benefactive 1 148 554 90 38 2 0 833
end 0 160 385 51 137 0 0 733
start 14 63 322 190 6 0 0 595
instrument 2 7 441 89 4 3 0 546
attribute 0 6 144 44 6 2 0 202
location 1 65 83 7 1 3 0 160
cause 2 16 115 25 1 0 0 159
purpose 0 11 122 19 5 1 0 158
topic 2 14 113 20 3 0 0 152
accompanier 0 53 69 7 3 0 0 132
extent 0 0 77 8 2 0 0 87
comparison 0 1 51 7 3 3 2 67
asset 0 1 11 53 1 0 0 66
domain 0 4 23 11 0 0 0 38
mod 0 2 15 4 1 0 0 22
manner 0 3 9 5 2 0 0 19
direction 0 0 7 0 2 5 0 14
path 0 7 4 1 0 0 0 12
cause-of 0 0 6 2 1 0 0 9
degree 0 0 3 5 1 0 0 9
subevent 0 0 3 2 1 0 0 6
quantity 0 1 4 0 0 0 0 5
value 0 0 3 2 0 0 0 5
time 0 1 2 1 0 0 0 4
part-of 0 1 1 2 0 0 0 4
duration 0 0 2 0 1 0 0 3
theme-of 0 0 2 0 0 0 0 2
range 0 0 1 0 0 0 0 1
poss 0 0 1 0 0 0 0 1
example 0 0 0 1 0 0 0 1
consist-of 0 0 1 0 0 0 0 1
concession 0 0 1 0 0 0 0 1
frequency 0 0 0 1 0 0 0 1

Σ 5,024 5,661 2,840 662 220 19 2 14,428

Table 14: Distribution of PropBank numbered arguments to WISeR thematic roles.
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BART
version large
# parameters 406M
layers 24
hidden size 1024
heads 16
Adam Optimizer
learning rate 5e-5
warm up steps 0
weight decay 0.004
batch #tokens 5000
epochs 30

Table 15: Hyper-parameters for the seq2seq parser.

Embeddings
lemma 300
POS tag 32
NER tag 16
concept 300
char 32
Char-level CNN
#filters 256
ngram filter size 3
output size 128
Text Encoder
#transformer layers 4
Graph Encoder
#transformer layers 2
Transformer Layer
#heads 8
hidden size 512
feed-forward hidden size 1024
Graph Transformer
feed-forward hidden size 1024
Biaffine
hidden size 100

Table 16: Hyper-parameters for the graph parser.
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ARGx F-Tag VerbNet Role Description WISeR Role
+ARG0 +PAG Actor
+ARG0 +CAU Actor
+ARG1 +PPT Theme
+ARG1 +PAG +(entity|thing) Theme

+MNR +instrument Instrument
+MNR -instrument Manner
+GOL +destination End

+GOL +
(end point|ending point|
state|destination|attach|

attached|target)
End

+GOL + (beneficiary|recipient|
experiencer) Benefactive

+GOL
(benefactive|beneficiary|recipient|
listener|hearer|perceiver|to whom|

pay|paid)
Benefactive

+LOC +destination End
+LOC +initial_location Start
+LOC +source Start
+LOC -destination Location

+LOC +(end point|ending point|state|
destination|attach|target|end) End

+LOC +(start|source|from|starting) Start
+DIR +initial_location Start
+DIR +source Start
+DIR +(start|source|from|starting) Start

+COM -recipient & -beneficiary Accompanier
+COM +(recipient|beneficiary) Benefactive

+ARG1 +VSP +asset Theme

+VSP +(price|money|rent|
amount|gratuity) Asset

+PRP +(purpose|for) Purpose

-ARG1 +CAU -recipient +(why|reason|source|
cause|crime|because) Cause

+VSP +(material|source) Start
+VSP +(start|material|source) Start
+VSP +(aspect|domain) & -specific Domain

Table 17: WISeR role mappings from ARGx, f-tag, VerbNet role, and description information.
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