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Abstract001

The proliferation of Population Replacement002
Conspiracy Theories (PRCTs) on social me-003
dia platforms poses significant challenges for004
content moderation systems and societal cohe-005
sion. This paper conducts a comparative anal-006
ysis of various approaches for detecting PRCT007
content, with particular focus on their gener-008
alization capabilities across platforms and lan-009
guages. We evaluate several distinct method-010
ologies: pure few-shot learning utilizing Large011
Language Models (such as Deepseek-V3 and012
GPT-4o), BERT-based models fine-tuned for013
this task, and traditional machine learning014
models. Through analysis of 56,085 YouTube015
comments and evaluation using a manually an-016
notated gold standard, we found a superior017
performance of few-shot learning, achieving018
94.5% accuracy with DeepSeek and 91.0%019
with GPT-4o, though DeepSeek showed worse020
generalization power with higher performance021
drops in different contexts. These results022
significantly outperform traditional methods023
and show robust cross-platform and cross-024
lingual generalization when tested on multilin-025
gual Telegram data. To support reproducibil-026
ity, both gold-standard datasets and annotation027
guidelines are made publicly available.028

1 Introduction029

The rise of Population Replacement Conspiracy030

Theories (PRCTs) on social media platforms rep-031

resents a growing challenge for content modera-032

tion systems. These theories, which falsely posit033

orchestrated demographic manipulation through034

immigration, have evolved from fringe beliefs to035

widespread narratives that can influence public036

discourse and policy (Marino et al., 2024). These037

narratives lay at the core of the extreme right ideol-038

ogy (Ekman, 2022; Bracke and Aguilar, 2024). On039

platforms like YouTube, where comment sections040

often serve as breeding grounds for extremist con-041

tent, PRCTs present unique detection challenges042

due to their sophisticated use of coded language, 043

implicit rhetoric, and ability to blend with legiti- 044

mate immigration discourse. Traditional content 045

moderation approaches, primarily relying on key- 046

word matching or machine learning techniques, 047

often struggle to identify these evolving forms of 048

extremist discourse. 049

Previous work in conspiracy theory detection 050

has largely focused on traditional machine learn- 051

ing approaches, rule-based systems, or BERT- 052

based models, all of which - to different extents 053

- fail to capture the nuanced ways in which these 054

narratives are expressed. While recent advances in 055

Large Language Models (LLMs) offer new pos- 056

sibilities for detecting such content through their 057

enhanced understanding of context and rhetoric, 058

their comparative effectiveness against established 059

methods remains understudied. 060

Our work aims to advance the field through sev- 061

eral contributions to the understanding and de- 062

tection of PRCTs. We present a comprehensive 063

comparison of detection approaches, ranging from 064

pure few-shot learning with state-of-the-art LLMs 065

(DeepSeek V3 and GPT-4o) to specialized BERT- 066

based models and traditional machine learning 067

approaches including SVM, Random Forest, Lo- 068

gistic Regression, and KNN. This comparison is 069

supported by a novel dataset of 56,085 YouTube 070

comments from immigration-related content, with 071

a manually annotated gold standard for evalua- 072

tion. Furthermore, we conduct cross-platform val- 073

idation on golden-labeled Telegram data to as- 074

sess generalization capabilities across social me- 075

dia platforms. 076

Our empirical results demonstrate the supe- 077

rior effectiveness of few-shot learning approaches, 078

with DeepSeek and GPT-4o achieving 94.5% and 079

91.0% accuracy respectively on our gold standard 080

dataset, while maintaining robust performance (re- 081

spectively, 84.4% and 83.8%) on previously un- 082

seen multilingual Telegram data. From an NLP 083
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perspective, these results are particularly signifi-084

cant given the unique challenges PRCTs present085

through their use of sophisticated rhetorical de-086

vices, coded language, and context-dependent087

messaging. Our findings advance the field by088

demonstrating effective techniques for detecting089

implicit ideological content and cross-lingual gen-090

eralization in conspiracy detection, with implica-091

tions extending to broader NLP challenges in few-092

shot learning and the understanding of implicit093

content.094

2 Related Work095

Recent advances in computational analysis of con-096

spiracy theories have focused on three main areas:097

developing detection frameworks, creating anno-098

tated datasets, and analyzing linguistic patterns.099

While these works provide valuable foundations,100

significant gaps remain in detecting migration-101

related conspiracy theories and leveraging modern102

LLM capabilities.103

Several studies have developed hierarchical104

models for conspiracy theory analysis. For105

instance, Ghasemizade and Onaolapo (2024)106

created a tree-structured taxonomy of conspir-107

acy theories using transformer-based classifiers108

(RoBERTa) and clustering techniques, achieving109

87% F1-score. Although comprehensive, their110

approach concentrates on general conspiracy de-111

tection rather than specific narratives like popula-112

tion replacement. Similarly, Gambini et al. (2024)113

analyzed behavioral patterns of conspiracy theo-114

rists through a novel Twitter dataset, revealing key115

differences in terminology and engagement pat-116

terns compared to mainstream users; their clas-117

sifier achieved 94% F1-score using linguistic and118

behavioral features, yet — like most prior work119

— focuses on platform-specific detection without120

cross-platform validation. Along the same lines,121

Maggini et al. (2024) explored prompting strate-122

gies for hyperpartisan detection using Llama3-8b,123

highlighting how model performance can vary sig-124

nificantly based on specific domain and dataset125

characteristics.126

The creation of specialized corpora has en-127

abled more precise conspiracy theory research.128

For example, Langguth et al. (2023) developed a129

COVID-19 conspiracy tweet dataset with 42,000130

manual labels across 12 conspiracy categories,131

demonstrating BERT’s effectiveness for multi-132

task detection. In a similar vein, Pogorelov et al.133

(2021) focused specifically on 5G-COVID mis- 134

information by creating a 10,000-tweet corpus 135

with conspiracy/non-conspiracy distinctions. No- 136

table work on cross-platform generalization in- 137

cludes Straton (2023), who developed a compu- 138

tational model for COVID vaccine stigma that 139

successfully generalized across Reddit, Twitter, 140

and YouTube, achieving a 0.794 F1-score through 141

deep learning approaches. Similarly, Kim et al. 142

(2023) demonstrated successful cross-lingual gen- 143

eralization in vaccine misinformation detection 144

across three middle-income countries, showing 145

improvements of up to 15.9 percentage points 146

through domain-specific pre-training. While valu- 147

able, these datasets primarily target pandemic- 148

related conspiracies rather than demographic nar- 149

ratives. Furthermore, while the 88-million-word 150

LOCO corpus (Miani et al., 2022) includes related 151

themes, such as topic "k300.66" on "immigration, 152

borders, refugees, and migrants", it lacks specific 153

annotations for population replacement theories. 154

In parallel, recent work has investigated distin- 155

guishing features of conspiratorial discourse. Ko- 156

renčić et al. (2024) developed a multilingual an- 157

notation scheme to differentiate conspiracy the- 158

ories from legitimate criticism, identifying inter- 159

group conflict and violent rhetoric as key discrim- 160

inators. Their analysis of 10,000 Telegram mes- 161

sages revealed that conspiracy narratives contain 162

47% more conflict-related language than critical 163

discourse. Similarly, Meuer et al. (2023) com- 164

pared 72 real-world conspiracy/non-conspiracy ar- 165

ticles, finding that conspiratorial explanations rely 166

more on emotional appeals (Cohen’s d=1.2) and 167

less on falsifiable claims. In the vaccine domain, 168

Cheatham et al. (2022) demonstrated the effec- 169

tiveness of transformer models for stance detec- 170

tion, though their approach required periodic re- 171

training to handle language drift. Despite these 172

contributions, three critical gaps remain. First, 173

prior datasets and models focus overwhelmingly 174

on COVID-19/5G conspiracies (COCO, WICO) 175

or general theories (LOCO), with less specific 176

dedicated resources for migration-related narra- 177

tives. Second, while some studies have shown 178

promising results in cross-platform and cross- 179

lingual generalization for vaccine-related content, 180

most conspiracy detection work (e.g., Gambini 181

et al. (2024)) remains confined to single plat- 182

forms. Third, the majority of current state-of-the- 183

art methodologies rely on BERT variants or tradi- 184

tional machine learning, without focusing enough 185

2



on LLMs’ potential for few-shot conspiracy de-186

tection. Our work addresses these limitations by187

providing a large-scale analysis of Population Re-188

placement Conspiracy Theories (PRCTs) across189

YouTube and Telegram, systematically compar-190

ing LLM approaches (DeepSeek, GPT-4o) against191

traditional ML and BERT variants, and introduc-192

ing a novel dataset (56K comments) with cross-193

platform validation and substantiated by a man-194

ual annotation achieving 0.891 Gwet’s AC1 agree-195

ment.196

3 Methodology197

Our methodological framework encompasses dis-198

tinct approaches for PRCT detection, evaluated199

across two social media platforms. This section200

details our data collection, preprocessing steps,201

implementation of detection approaches, and eval-202

uation methodology.203

3.1 YouTube Dataset204

Our primary dataset consists of 56,085 YouTube205

comments in English. Drawing from (Bassi206

et al., 2025) we collected 15 videos discussing207

immigration-related topics. The data collection208

followed a systematic approach to ensure repre-209

sentativeness and minimize potential biases. Ini-210

tially, we identified the 100 most-viewed English-211

language videos from U.S. sources (2013-2024)212

for immigration-related topics using the YouTube213

API, with a minimum threshold of 1,000 com-214

ments per video. These videos were then ranked215

based on their comment volume to identify those216

generating substantial discussions.217

Research has shown that source partisanship218

significantly influences user engagement and com-219

ment civility (Su et al., 2018; Törnberg, 2022;220

Labarre, 2024; Yu et al., 2024). To address this221

potential bias, we carefully curated our final selec-222

tion to include a balanced representation of view-223

points across different channel types. The se-224

lected content spans mainstream news networks225

providing border and policy coverage, indepen-226

dent news channels offering alternative perspec-227

tives, and specialized content creators focusing228

on immigration topics. This diversity in source229

types helps capture different discourse styles and230

audience interactions. Our final dataset com-231

prises six videos expressing support for immigra-232

tion through coverage of migrant experiences and233

policy discussions, six presenting opposing views234

through border crisis coverage and policy cri- 235

tiques, and three maintaining a neutral perspective 236

through demographic reporting and policy analy- 237

sis. Table 4 provides a detailed breakdown of these 238

sources and their categorization. 239

The preprocessing phase was designed to clean 240

the data while preserving its semantic integrity and 241

contextual elements essential for interpretation. 242

We removed comments shorter than 15 charac- 243

ters, which eliminated 2,873 entries, and handled 244

missing values, which removed one additional 245

row. URLs and special characters were normal- 246

ized to enhance text consistency. Throughout this 247

process, we retained essential metadata including 248

comment timestamps, engagement metrics, and 249

thread structure, resulting in a final dataset of 250

53,211 comments. 251

3.2 Telegram Cross-Platform Dataset 252

To evaluate cross-platform generalization, we col- 253

lected a multilingual dataset from Telegram chan- 254

nels spanning Italian, Spanish, English, Dutch, 255

and Portuguese content. For our evaluation, we 256

focused specifically on Spanish and Portuguese 257

messages (as these are the languages the authors 258

are most familiar with) creating a balanced test 259

set of 160 messages (80 PRCT, 80 Non-PRCT) 260

manually validated by two annotators with a Co- 261

hen’s Kappa of 0.8609. For reproducibility pur- 262

poses, both the anonymized YouTube gold stan- 263

dard and the Telegram test set, along with detailed 264

annotation guidelines and classification prompts, 265

are made publicly available through an anony- 266

mous repository1. The datasets have been prepro- 267

cessed to remove personally identifiable informa- 268

tion while maintaining their research utility. 269

3.3 Detection Approaches 270

3.3.1 Pure Few-Shot Learning 271

For our few-shot learning experiments, we im- 272

plemented two approaches using GPT-4o and 273

DeepSeek. To ensure consistency, both models 274

were provided with the same structured prompt. 275

This prompt was carefully designed to guide the 276

classification process by clearly defining the dis- 277

tinction between PRCT and legitimate discussions 278

on immigration. Additionally, they included il- 279

lustrative examples of both PRCT and Non-PRCT 280

1Anonymous repository: https:
//anonymous.4open.science/r/
PRCT-Detection-Dataset-7748
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content to provide the models with concrete ref-281

erence points. Finally, the instructions explic-282

itly required the models to classify each instance283

strictly as either "PRCT" or "Non-PRCT", avoid-284

ing ambiguous or uncertain classifications. The285

prompts included explicit PRCT indicators such286

as "Great Replacement Theory", "White Geno-287

cide Theory", "Eurabia", "Kalergi Plan", demo-288

graphic warfare narratives, and claims of orches-289

trated population change. Non-PRCT examples290

encompassed policy discussions, border security291

concerns, and economic impact analysis without292

conspiracy elements.293

3.3.2 Traditional Machine Learning294

To complement our few-shot learning approach,295

we also developed four machine learning mod-296

els trained on a balanced synthetic dataset. These297

models were designed to explore different clas-298

sification strategies and assess their effectiveness299

in distinguishing PRCT from non-PRCT content.300

The first model utilized a Support Vector Machine301

(SVM) with a linear kernel, leveraging its abil-302

ity to find optimal decision boundaries in high-303

dimensional spaces. The second approach applied304

Logistic Regression combined with TF-IDF vec-305

torization, allowing the model to capture impor-306

tant textual patterns and term relevance. Addition-307

ally, we implemented a Random Forest Classifier,308

which introduced ensemble learning to improve309

robustness and reduce overfitting. Finally, we ex-310

perimented with a K-Nearest Neighbors (KNN)311

model, relying on similarity-based classification to312

determine label assignments based on proximity to313

known examples.314

The training data comprised 1,700 PRCT com-315

ments and 1,700 randomly sampled Non-PRCT316

comments (identified through few-shot classifi-317

cation - and tested on the gold standard), split318

80%/20% for training and testing.319

3.3.3 Fine-tuning of BERT Models320

Beyond Machine Learning models, our experi-321

ments extend to three specialized BERT models,322

each selected for its unique pre-training and suit-323

ability for social media analysis. One of these is324

CT-BERT (Müller et al., 2023), which has been325

pre-trained on a vast corpus of COVID-19-related326

tweets. This model was chosen due to its demon-327

strated effectiveness in handling social media text,328

particularly in the context of misinformation and329

emotionally charged discussions.330

Another model included in our study is Hate- 331

BERT (Caselli et al., 2020), which was trained 332

on data from banned Reddit communities. This 333

specialized pre-training equips HateBERT with a 334

heightened ability to recognize and model abusive 335

and toxic language, making it a relevant candidate 336

for tasks involving online discourse analysis. 337

As a multilingual baseline, we retain mBERT, 338

a model with strong generalization capabilities 339

across different languages. While all three 340

models share the same fundamental architec- 341

ture—consisting of 12 transformer layers, a hid- 342

den size of 768, and 12 attention heads — they 343

differ significantly in their pre-training objectives 344

and the nature of the data they were exposed to. 345

For fine-tuning, we apply a uniform training 346

protocol across all BERT models. This involves 347

using a learning rate of 2e-5 and a batch size of 348

32 while training for a maximum of six epochs. 349

To prevent overfitting and ensure optimal perfor- 350

mance, we employ an early stopping mechanism 351

based on the validation set. 352

3.4 Evaluation Framework 353

3.4.1 Gold Standard Dataset 354

To ensure a reliable benchmark for model evalu- 355

ation, we constructed a manually annotated gold 356

standard dataset consisting of 500 YouTube com- 357

ments, evenly split between PRCT and Non-PRCT 358

classifications. Each comment was independently 359

reviewed by two expert annotators following a de- 360

tailed set of annotation guidelines. These guide- 361

lines provided clear criteria for identifying PRCT 362

content, outlining key conspiracy narratives and 363

common rhetorical strategies, including implicit 364

dog whistles. The guidelines can be found in the 365

anonymized repository. 366

3.4.2 Evaluation Metrics 367

To assess the performance of our classification 368

models, we employed a comprehensive evaluation 369

framework. Standard classification metrics such 370

as accuracy, precision, recall, and F1-score were 371

used to measure overall effectiveness. Beyond 372

these core metrics, we conducted a detailed anal- 373

ysis of false positives and false negatives to iden- 374

tify common misclassification patterns. Addition- 375

ally, we examined the models’ ability to generalize 376

across different platforms, assessing their robust- 377

ness beyond the YouTube dataset. Finally, an error 378

pattern analysis was carried out to detect system- 379
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atic failures and refine our approach for future it-380

erations.381

3.4.3 Inter-annotator Agreement382

The analysis of inter-annotator agreement required383

careful consideration due to the inherent class384

imbalance in our YouTube validation set, with385

473 true-positives versus 27 false-positives for the386

first annotator, and 446 versus 54 for the second.387

While traditional metrics showed moderate agree-388

ment with Cohen’s Kappa at 0.348, these mea-389

sures are known to be problematic for highly im-390

balanced datasets. We therefore employed metrics391

specifically designed for imbalanced data, achiev-392

ing a Prevalence-Adjusted Bias-Adjusted Kappa393

(PABAK) of 0.804 and a Gwet’s AC1 score of394

0.891, indicating substantial to very strong agree-395

ment. The class-specific agreement analysis re-396

vealed a positive agreement rate of 0.947, a nega-397

tive agreement rate of 0.395, and an F1-like agree-398

ment of 0.947. The observed overall agreement399

of 90.2%, combined with the strong PABAK and400

Gwet’s AC1 scores, demonstrates good reliabil-401

ity in our annotations, particularly for the cru-402

cial PRCT cases that are our primary focus. The403

lower negative agreement rate reflects the inherent404

complexity in definitively identifying non-PRCT405

cases.406

Metric Score
Observed Agreement 90.2%
PABAK 0.804
Gwet’s AC1 0.891
Positive Agreement Rate 0.947
Negative Agreement Rate 0.395
F1-like Agreement 0.947

Table 1: Inter-annotator agreement metrics for Youtube
dataset showing consistency in PRCT identification

4 Results407

4.1 Comparative Performance408

Our evaluation reveals significant performance409

differences across approaches, with LLMs demon-410

strating superior capabilities in PRCT detection411

across both platforms, as expected.412

4.1.1 YouTube Performance413

On the YouTube dataset, DeepSeek achieved the414

highest performance (94.5% accuracy), followed415

closely by GPT-4o (91.0%). Both LLMs showed416

balanced precision and recall, indicating robust 417

detection capabilities across different PRCT man- 418

ifestations. Traditional ML approaches performed 419

notably lower, with SVM leading at 82.8% ac- 420

curacy, followed by Logistic Regression (81.1%), 421

Random Forest (78.0%), and KNN (75.9%). 422

4.1.2 Cross-Platform Generalization 423

Testing on the Telegram dataset revealed a signif- 424

icant disparity between approaches. Large Lan- 425

guage Models demonstrated robust generalization 426

capabilities, with DeepSeek and GPT-4 achiev- 427

ing 84.4% and 83.8% accuracy respectively. In 428

contrast, traditional machine learning methods 429

showed substantial performance degradation, with 430

KNN reaching 56.9% accuracy while SVM, Ran- 431

dom Forest, and Logistic Regression performed 432

near chance level at 49.4%, 49.4%, and 48.8% re- 433

spectively. These results highlight the fundamen- 434

tal advantage of LLMs in cross-platform general- 435

ization tasks. 436

4.2 Error Analysis 437

Since PRCT narratives are often conveyed implic- 438

itly, classifying them is challenging even for hu- 439

man annotators. A qualitative examination of mis- 440

classified instances reveals that this difficulty is 441

particularly evident in traditional ML models and, 442

to some extent, in BERT-based models. However, 443

state-of-the-art LLMs demonstrate a stronger abil- 444

ity to capture these narratives effectively. To illus- 445

trate these challenges, we present three eloquent 446

examples from our dataset. 447

In the first example, a Portuguese Telegram 448

comment reads as follows: 449

Perda de população portuguesa na úl- 450

tima década representa quase 4% do PIB 451

nacional. Portugal perdeu 653 mil Por- 452

tugueses em idade ativa. Desses 653 453

mil, quase 200 mil são licenciados. Em 454

contrapartida, Portugal recebe indianos, 455

brasileiros e africanos de baixas quali- 456

ficações, ocupando cargos como entre- 457

gador de Uber Eats, limpeza ou restau- 458

rantes, como foi anteriormente notici- 459

ado no canal. Isto quando não terminam 460

como reclusos. Que futuro podemos es- 461

perar quando espantamos os nossos mel- 462

hores e importamos os piores?2 463

2Loss of Portuguese population in the last decade repre-
sents almost 4% of the national GDP. Portugal lost 653 thou-
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Here, the author does not employ overt terms464

such as “substituição demográfica” or “invasão”,465

but instead contrasts the loss of a native popula-466

tion with the influx of low-skilled migrants. This467

implicit framing constructs a narrative of popu-468

lation replacement. Both LLMs and fine-tuned469

BERT models successfully identified the under-470

lying PRCT narrative, whereas traditional ma-471

chine learning models, dependent on token-based472

matching, often failed to flag this kind of com-473

ment.474

A second example from Youtube utilizes vivid475

metaphorical language:476

@[USER] People need to take the red477

pill and realize it is being done on pur-478

pose by the left to transform the nation479

into a one party socialist nation, the bor-480

der, the crime, it’s all on purpose. They481

will not stop this arson on the nation482

until they are voted out and stripped of483

power but time is running out to do so,484

their plan is to transform the nation so485

they are never voted out.486

This message avoids explicit PRCT keywords487

and instead leverages metaphors like “red pill”488

and “arson on the nation” to suggest a deliber-489

ate, covert plan to alter national identity. Both490

LLMs, with their enhanced contextual reason-491

ing, succeeded in detecting the underlying con-492

spiratorial narrative. In contrast, traditional ML493

models—relying solely on surface-level token pat-494

terns—failed to associate these metaphorical cues495

with PRCT content.496

Finally, consider the following comment:497

Presidente do Reino Unido de origem498

indiana inaugura acordo que promove499

a entrada de indianos no Reino Unido500

meras semanas após assumir o cargo.501

Quanto mais ‘diversificado’ um país eu-502

ropeu se torna, mais se assemelha a um503

estado sob ocupação e administração es-504

trangeira.3505

sand active-age Portuguese. Of these 653 thousand, almost
200 thousand are graduates. In contrast, Portugal receives In-
dians, Brazilians, and Africans with low qualifications occu-
pying jobs as Uber Eats delivery drivers, cleaners, or restau-
rant workers, as previously reported on the channel, that is,
when they do not end up as prisoners. What future can we
expect when we drive away our best and import the worst?

3The President of the United Kingdom of Indian origin
inaugurates an agreement that promotes the entry of Indians

In this instance, the metaphor of a country trans- 506

forming into “um estado sob ocupação” is em- 507

ployed to insinuate a loss of national identity due 508

to increasing diversity. Notably, only the LLM- 509

based methods (DeepSeek and GPT-4o) were able 510

to infer the conspiratorial intent embedded in this 511

figurative language, while both the BERT-based 512

models and traditional ML approaches did not 513

capture the implicit PRCT cue. 514

Together, these three qualitative examples un- 515

derscore that while fine-tuned BERT models can 516

capture some implicit cues, only LLM-based ap- 517

proaches consistently handle the most nuanced 518

cases. 519

4.3 Detailed Performance Breakdown 520

Model Acc. Prec. Rec. F1
DeepSeek 0.945 0.946 0.946 0.945
GPT-4o 0.910 0.911 0.911 0.910
CT-BERT 0.838 0.865 0.833 0.833
HateBERT 0.808 0.845 0.802 0.800
mBERT 0.794 0.846 0.787 0.783
SVM 0.828 0.828 0.828 0.828
Log. Reg. 0.811 0.811 0.811 0.811
Rand. Forest 0.780 0.780 0.780 0.780
KNN 0.759 0.776 0.759 0.756

Table 2: Performance comparison of models on the
YouTube dataset

Model Acc. Prec. Rec. F1
DeepSeek 0.844 0.845 0.844 0.844
GPT-4o 0.838 0.845 0.837 0.837
CT-BERT 0.719 0.742 0.719 0.712
HateBERT 0.700 0.724 0.700 0.692
mBERT 0.644 0.689 0.644 0.621
KNN 0.569 0.597 0.569 0.535
Rand. Forest 0.494 0.248 0.494 0.331
SVM 0.494 0.248 0.494 0.331
Log. Reg. 0.488 0.247 0.488 0.328

Table 3: Performance comparison of models on the
Telegram dataset

These results demonstrate the robustness of 521

LLMs approaches across different social me- 522

dia platforms. The consistent performance of 523

DeepSeek and GPT-4o on both YouTube and Tele- 524

gram data suggests their effectiveness in capturing 525

into the United Kingdom just weeks after taking office. The
more ’diverse’ a European country becomes, the more it re-
sembles a state under occupation and foreign administration.
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the fundamental characteristics of PRCT content,526

regardless of the specific platform conventions or527

communication styles.528

5 Discussion529

Our findings highlight the superior capability of530

LLMs for PRCT detection and discuss practical531

considerations for content moderation systems.532
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Figure 1: Cross-platform performance comparison be-
tween YouTube and Telegram datasets, with models or-
dered by generalization capability.

5.1 Advantages of LLM Approaches533

The superior performance of DeepSeek and GPT-534

4o, which achieved accuracy rates of 94.5% and535

91.0% respectively on YouTube, can be attributed536

to their advanced capabilities in processing and in-537

terpreting complex linguistic patterns. These mod-538

els excel in understanding rhetoric that is highly539

context-dependent and often encoded in implicit540

language. Their ability to generalize across dif- 541

ferent forms of PRCT narratives allows them to 542

detect variations of the same underlying conspir- 543

acy theories, even when expressed in distinct 544

ways. Additionally, their adaptability to platform- 545

specific communication styles enhances their de- 546

tection accuracy in diverse online environments. 547

A key factor in their strong performance is their 548

multilingual training, which enables them to rec- 549

ognize patterns across languages and dialects. 550

This adaptability is particularly evident in the 551

cross-platform evaluation. While traditional ma- 552

chine learning approaches suffered from signif- 553

icant performance degradation when applied to 554

Telegram, both DeepSeek and GPT-4o maintained 555

high accuracy rates (84.4% and 83.8% respec- 556

tively), demonstrating their robustness in han- 557

dling variations in discourse across different on- 558

line spaces. 559

5.2 BERT Models Performance and 560

Trade-offs 561

The performance of specialized BERT variants of- 562

fers interesting insights into the value of domain- 563

specific pre-training for conspiracy detection. CT- 564

BERT, with its pre-training on COVID-19 con- 565

spiracy content, achieved the highest perfor- 566

mance among BERT variants (83.8% on YouTube, 567

71.9% on Telegram), suggesting that exposure to 568

conspiracy-related discourse patterns during pre- 569

training provides meaningful advantages. How- 570

ever, the substantial gap between CT-BERT and 571

LLMs (approximately 11 percentage points on 572

YouTube) indicates that larger context windows 573

and broader pre-training may be more valuable 574

than domain specialization alone. HateBERT’s 575

performance (80.8% on YouTube, 70.0% on Tele- 576

gram) demonstrates that pre-training on toxic con- 577

tent provides some transferable features for con- 578

spiracy detection, though not as effectively as 579

conspiracy-specific pre-training. The baseline 580

mBERT showed the lowest performance among 581

transformer models (79.4% on YouTube, 64.4% 582

on Telegram), indicating that general multilingual 583

capabilities without domain specialization are in- 584

sufficient for this task. Notably, all BERT variants 585

exhibited more significant performance degrada- 586

tion in cross-platform evaluation compared to 587

LLMs, with accuracy drops ranging from 10-15 588

percentage points. This suggests that the con- 589

textual understanding developed through BERT’s 590

pre-training may be more platform-specific than 591
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the broader linguistic patterns captured by LLMs.592

These findings highlight a fundamental trade-593

off: while specialized BERT models offer compu-594

tational efficiency and decent performance on their595

target domain, they lack the robust generalization596

capabilities of LLMs. This is particularly evident597

in cross-platform scenarios, where the more com-598

prehensive training of LLMs appears to better cap-599

ture the underlying patterns of conspiratorial dis-600

course across different communication contexts.601

5.3 Practical Implications602

The differences in performance across detection603

methods suggest that each approach is best suited604

for specific use cases. In high-stakes modera-605

tion scenarios, where false positives could have606

severe consequences, LLM-based approaches are607

preferable due to their superior precision and608

contextual understanding. On the other hand,609

BERT-basedmodels, despite their lower accuracy,610

may still be useful where computational effi-611

ciency is a priority for large-scale screening. Fi-612

nally, the strong generalization capabilities of613

LLMs make them particularly valuable for cross-614

platform monitoring, as they can reliably track615

PRCT content across different digital environ-616

ments, adapting to the linguistic and stylistic nu-617

ances of each platform.618

5.4 Future Work619

Future research should explore the development of620

hybrid approaches that strike a balance between621

accuracy and computational efficiency. A promis-622

ing direction would be fine-tuning multilingual623

BERT models to perform emotional analysis as624

a preliminary step in PRCT detection. Given the625

established correlation between emotional content626

and conspiracy theory propagation, incorporating627

emotional features could enhance detection accu-628

racy while maintaining computational efficiency.629

Given the continuously evolving nature of these630

narratives and their demonstrable potential to un-631

dermine democratic coexistence, future research632

must prioritize the development of few-shot learn-633

ing strategies capable of adapting to emerging634

PRCT variants. Furthermore, expanding cross-635

platform validation to additional social media en-636

vironments would further assess the generalizabil-637

ity of detection models beyond YouTube and Tele-638

gram. These efforts would help develop more scal-639

able solutions while maintaining the high accuracy640

levels demonstrated in our current findings.641

6 Conclusion 642

This study provides empirical evidence support- 643

ing the effectiveness of LLM-based approaches in 644

detecting PRCT content across social media plat- 645

forms. The significantly higher accuracy achieved 646

by DeepSeek (94.5%) and GPT-4o (91.0%) com- 647

pared to BERT-based models and traditional ma- 648

chine learning models highlights the importance 649

of contextual understanding in identifying evolv- 650

ing conspiracy narratives. These results demon- 651

strate that advanced language models are partic- 652

ularly adept at capturing subtle rhetorical pat- 653

terns and implicit messaging strategies commonly 654

found in PRCT discourse. 655

Our findings have direct implications for the de- 656

sign of content moderation systems. LLMs ex- 657

hibit strong cross-platform generalization, making 658

them valuable tools for detecting harmful content 659

across different digital environments. At the same 660

time, traditional machine learning models, despite 661

their lower accuracy, can still help to reduce com- 662

putational costs in large-scale detection pipelines. 663

Ongoing research with fine-tuned BERT mod- 664

els suggests potential for improving detection ca- 665

pabilities while maintaining computational effi- 666

ciency. Future work should focus on developing 667

scalable solutions that can sustain high accuracy 668

levels while minimizing resource requirements, 669

ensuring that detection systems remain both effec- 670

tive and practical for real-world applications. 671

Beyond its technical contributions, this study 672

also advances the theoretical understanding of on- 673

line extremist discourse. By demonstrating the 674

strengths and limitations of different detection ap- 675

proaches, our findings contribute to the broader ef- 676

fort of identifying and mitigating evolving forms 677

of harmful content on social media platforms 678

(Nannini et al., 2024). 679

7 Ethical Considerations 680

Our research on PRCT detection raises several im- 681

portant ethical considerations. First, while our 682

work aims to assist in identifying harmful conspir- 683

acy content, we acknowledge the fine line between 684

legitimate immigration discourse and conspiracy 685

theories. Our detection systems must be care- 686

fully calibrated to avoid suppressing valid political 687

speech or creating chilling effects on public dis- 688

course about immigration policy. The high accu- 689

racy of our LLM-based approaches (>90%) helps 690

minimize false positives that could unfairly label 691
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legitimate content as conspiratorial. However, we692

recognize that even a small percentage of misclas-693

sifications could impact individuals’ ability to par-694

ticipate in important social discussions. To miti-695

gate this risk, we recommend implementing these696

detection systems as advisory tools rather than697

automatic content removal systems, with human698

moderators making final decisions in ambiguous699

cases. We have also taken steps to ensure ethical700

data handling. All datasets were anonymized to701

protect user privacy, with personally identifiable702

information removed. The YouTube and Telegram703

data were collected in compliance with platform704

terms of service and research ethics guidelines.705

Our annotation process included clear guidelines706

to maintain consistency and reduce potential bias707

in labeling. Additionally, we acknowledge the po-708

tential dual-use nature of this technology. While709

intended for identifying harmful conspiracy con-710

tent, similar techniques could potentially be mis-711

used for surveillance or censorship. We therefore712

emphasize the importance of transparent deploy-713

ment, clear oversight mechanisms, and strict eth-714

ical guidelines for any real-world applications of715

these detection systems. Finally, our research con-716

tributes to the broader goal of maintaining healthy717

online discourse while protecting vulnerable com-718

munities from harmful conspiracy theories. The719

cross-platform applicability of our approach could720

help create safer online spaces without unduly re-721

stricting legitimate speech about immigration and722

demographic change.723

8 Limitations724

Our study has several key limitations. Our cross-725

platform evaluation was limited to a specific set of726

language pairs, which may not fully represent the727

diversity of multilingual PRCT discourse. Plus,728

the Telegram test set is small, as this is an area729

of study with limited available resources for the730

moment. Additionally, the temporal evolution of731

PRCT narratives presents an ongoing challenge, as732

these narratives continuously adapt and shift over733

time, potentially affecting the long-term reliability734

of our detection methods. Lastly, the high compu-735

tational cost of LLM-based approaches, including736

processing power requirements, CO2 emissions,737

and API expenses, makes large-scale deployment738

significantly more resource-intensive compared to739

traditional machine learning methods or BERT-740

based approaches.741
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A Model Implementation Details 873

A.1 Machine Learning Models Configuration 874

Best parameters for each model: 875

• SVM: C=0.1, loss=squared_hinge 876

– Best CV score: 0.694 877

– Training accuracy: 0.935 878

– Test accuracy: 0.590 879

• Random Forest: max_depth=15, 880

min_samples_leaf=2, min_samples_split=5 881

– Best CV score: 0.724 882

– Training accuracy: 0.902 883

– Test accuracy: 0.730 884

• Logistic Regression: C=1.0, penalty=l2 885

– Best CV score: 0.696 886

– Training accuracy: 0.948 887

– Test accuracy: 0.560 888

• Naive Bayes: alpha=1.0 889

– Best CV score: 0.709 890

– Training accuracy: 0.840 891

– Test accuracy: 0.720 892
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Immigration Videos

Pro-Immigration

Chinese migrants fastest growing group crossing into U.S.
https://youtube.com/watch?v=M7TNP2OTY2g

Native American Shuts Down Immigration Protest
https://youtube.com/watch?v=2utsjsWOWUA

Migrants evade Texas floating barrier
https://youtube.com/watch?v=2i8n6jCH1S4

Denmark Leads Anti-Immigration Policies
https://youtube.com/watch?v=zpkBKEPxze4

Immigrant Left U.S. To Seek Asylum In Canada
https://youtube.com/watch?v=ONjCMzB_FPw

Venezuelan Immigrant Regrets Coming to U.S.
https://youtube.com/watch?v=3FPbZcVLTBI

Other/None

Migrant group attempts mass entry at border
https://youtube.com/watch?v=h_TqO9EqMhY

Norway’s Muslim immigrants attend classes on women
https://youtube.com/watch?v=oKY600o3CXw

Why does Sweden reject immigrants?
https://youtube.com/watch?v=5CSUimZjiI0

Contra-Immigration

Sweden destroyed by Immigration Crisis
https://youtube.com/watch?v=rUw4cs2MHwc

Migrant crisis reaches boiling point in Staten Island
https://youtube.com/watch?v=-LDra78ksTo

"Deportation, not relocation!" Poland votes
https://youtube.com/watch?v=x4afwGepMkM

Obama Immigration Quote Sounds Racist?
https://youtube.com/watch?v=Vj9IxVlLRl0

Illegal immigrants crisis: Elon Musk visits Texas
https://youtube.com/watch?v=2_iYuiHyzKQ

Migrant beats resident, steals NY home flag
https://youtube.com/watch?v=FTXZmor6KBY

Table 4: YouTube Videos Dataset - Immigration Topics
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