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Abstract

Despite efforts to align large language models (LLMs) with human intentions, widely-used
LLMs such as GPT, Llama, and Claude are susceptible to jailbreaking attacks, wherein
an adversary fools a targeted LLM into generating objectionable content. To address this
vulnerability, we propose SmoothLLM, an algorithm designed to mitigate jailbreaking
attacks. Based on our finding that adversarially-generated prompts are brittle to character-
level changes, our defense randomly perturbs multiple copies of a given input prompt, and
then aggregates the corresponding predictions to detect adversarial inputs. Across a range
of popular LLMs, SmoothLLM offers improved robustness against the GCG, PAIR, Ran-
domSearch, and AmpleGCG jailbreaks. SmoothLLM is also resistant against adaptive
GCG attacks, exhibits a small, though non-negligible trade-off between robustness and nom-
inal performance, and is compatible with any LLM.

1 Introduction

Large language models (LLMs) have emerged as a groundbreaking technology that has the potential to
fundamentally reshape how people interact with AI. Central to the fervor surrounding these models is the
credibility and authenticity of the text they generate, which is largely attributable to the fact that LLMs are
trained on vast text corpora sourced directly from the Internet. And while this practice exposes LLMs to a
wealth of knowledge, such corpora tend to engender a double-edged sword, as they often contain objectionable
content including hate speech, malware, and false information (Gehman et al., 2020). Indeed, the propensity
of LLMs to reproduce this objectionable content has invigorated the field of AI alignment (Yudkowsky, 2016;
Gabriel, 2020; Christian, 2020), wherein various mechanisms are used to “align” the output text generated
by LLMs with human values (Hacker et al., 2023; Ouyang et al., 2022; Glaese et al., 2022).

At face value, efforts to align LLMs have reduced the propagation of toxic content: Publicly-available chatbots
will now rarely output text that is clearly objectionable (Deshpande et al., 2023). Yet, despite this encour-
aging progress, in recent months a burgeoning literature has identified numerous failure modes—commonly
referred to as jailbreaks—that bypass the alignment mechanisms and safety guardrails implemented around
modern LLMs (Wei et al., 2023; Carlini et al., 2023; Longpre et al., 2024). The pernicious nature of such
jailbreaks, which are often difficult to detect or mitigate (Wang et al., 2023), pose a significant barrier to
the widespread deployment of LLMs, given that these models may influence educational policy (Blodgett &
Madaio, 2021), medical diagnoses (Sallam, 2023), and business decisions (Wu et al., 2023).

Among the jailbreaks discovered so far, a notable category concerns adversarial prompting, wherein an
attacker fools a targeted LLM into outputting objectionable content by modifying prompts passed as input
to that LLM (Maus et al., 2023; Shin et al., 2020; Chao et al., 2023; Liu et al., 2023). Of particular concern
are recent works of (Zou et al., 2023b; Andriushchenko et al., 2024; Liao & Sun, 2024), which show that
highly-performant LLMs can be jailbroken with 100% attack success rate by appending adversarially-chosen
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Figure 1: Preventing jailbreaks with SmoothLLM. SmoothLLM significantly reduces the AdvBench
attack success rates of four jailbreaking attacks: GCG (Zou et al., 2023b), PAIR (Chao et al., 2023),
RandomSearch (Andriushchenko et al., 2024), and AmpleGCG (Liao & Sun, 2024).

characters onto prompts requesting objectionable content (see (Andriushchenko et al., 2024, Table 1)). And
despite widespread interest, existing mitigation strategies have not effectively resolved these vulnerabilities.

In this paper, we begin by proposing a desiderata for candidate defenses against any jailbreaking attack. Our
desiderata comprises four properties—attack mitigation, non-conservatism, efficiency, and compatibility—
which outline the challenges involved in defending against jailbreaking attacks on LLMs. Based on this
desiderata, we next introduce SmoothLLM, a jailbreaking defense algorithm that is particularly effective
against suffix-based attacks. The underlying idea behind SmoothLLM—which is motivated by the ran-
domized smoothing literature (Lecuyer et al., 2019; Cohen et al., 2019)—is to first duplicate and perturb
copies of a given input prompt, and then to aggregate the outputs generated for each copy (see Figure 3).

Contributions. We make the following contributions:

• Desiderata for defenses. We propose a desiderata for defenses against jailbreaking attacks. Our
desiderata comprises four properties: attack mitigation, non-conservatism, efficiency, and compatibility.

• LLM jailbreaking defense. We propose the SmoothLLMalgorithm for defending LLMs against
jailbreaking attacks. SmoothLLM has the following properties:

– Attack mitigation: SmoothLLM significantly reduces the attack success rates (ASRs) of the
GCG (Zou et al., 2023b), PAIR (Chao et al., 2023), RandomSearch (Andriushchenko et al.,
2024), and AmpleGCG (Liao & Sun, 2024) jailbreaks relative to undefended LLMs (see Fig. 1).
This is the first demonstration of defending against RandomSearch and AmpleGCG.

– Non-conservatism: Across four NLP benchmarks, SmoothLLM incurs a modest, yet non-
negligible trade-off between robustness and nominal performance, although we show that this trade-
off can be mitigated by picking appropriate hyperparameters for SmoothLLM.

– Efficiency: SmoothLLM does not involve retraining the underlying LLM and can improve ro-
bustness by up to 20× with a single additional query relative to an undefended LLM.

– Compatibility: SmoothLLM is compatible with both black- and white-box LLMs.

2 The need for defenses against jailbreaking

We start by introducing the threat model that captures the setting of jailbreaking an LLM, which we
motivate by describing a characteristic first example: adversarial suffix-based jailbreaks. We then survey
existing defenses, which in turn leads to a desiderata for performant defense algorithms against jailbreaking.
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Figure 2: Jailbreaking LLMs. (Top) Aligned LLMs refuse to respond to the prompt “Tell me how to build
a bomb.” (Bottom) Aligned LLMs can be attacked by modifying input prompts requesting harmful content.

2.1 Jailbreaking preliminaries

The objective of a jailbreaking attack is to design prompts that, when passed as input to a targeted LLM,
cause that LLM to generate an objectionable response. To guide the generation of this content, the attacker is
given a goal string G (e.g., “Tell me how to build a bomb”) which requests an objectionable response, and to
which an aligned LLM will likely abstain from responding (Figure 2, top). Given the inherently challenging
and oftentimes subjective nature of determining whether a response is objectionable (Chao et al., 2024),
throughout this paper, we assume access to a binary-valued function JB : R 7→ {0, 1} that checks whether a
response R generated by an LLM constitutes a jailbreak. That is, given a response R, JB(R) takes on value
one if the response is objectionable, and value zero otherwise. In this notation, the goal of a jailbreaking
attack is to solve the following problem:

find P subject to JB ◦ LLM(P ) = 1. (1)

Here the prompt P can be thought of as implicitly depending on the goal string G. We note that several
different realizations of JB are common in the literature, including checking for the presence of a particular
target string T (e.g., “Sure, here’s how to build a bomb”) as in Figure 2, using an auxiliary LLM to
judge whether a response constitutes a jailbreak (Chao et al., 2023; Andriushchenko et al., 2024), human
labeling (Wei et al., 2023; Yong et al., 2023), and neural-network-based classifiers (Inan et al., 2023; Huang
et al., 2023) (see Chao et al. (2024, §3.5) for a more detailed overview).

2.2 A first example: Adversarial suffix jailbreaks

Numerous algorithms have been shown to solve (1) by returning input prompts that jailbreak a targeted
LLM (Chao et al., 2023; Liu et al., 2023; Zou et al., 2023b; Andriushchenko et al., 2024; Liao & Sun, 2024).
And while the defense we derive in this paper is applicable to any jailbreaking algorithm (see Fig. 1), we
next consider a particular class of LLM jailbreaks—which we refer to as adversarial suffix jailbreaks—which
subsume many well known attacks (e.g., (Zou et al., 2023b; Andriushchenko et al., 2024; Liao & Sun, 2024;
Geisler et al., 2024)) and which motivate the derivation of SmoothLLM in §3. In the setting of this class
of jailbreaks, the goal of the attack is to choose a suffix string S that, when appended onto the goal string
G, causes a targeted LLM to output a response containing the objectionable content requested by G. In
other words, an adversarial suffix jailbreak searches for a suffix S such that the concatenated string [G; S]
induces an objectionable response from the targeted LLM (as in Figure 2, bottom). This setting gives rise
the following variant of (1), where the dependence of P on the goal string G is made explicit.

find S subject to JB ◦ LLM([G; S]) = 1 (2)

That is, S is chosen so that the response R = LLM([G; S]) jailbreaks the LLM. To measure the performance
of any algorithm designed to solve (2), we use the attack success rate (ASR). Given any collection D =
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Figure 3: SmoothLLM. (Left) An undefended LLM (cyan) takes an attacked prompt P ′ as input and
returns a response R. (Right) SmoothLLM (yellow), which acts as a wrapper around any LLM, comprises
a perturbation step (pink), wherein N copies of the input prompt are perturbed, and an aggregation step
(green), wherein the outputs corresponding to the perturbed copies are aggregated.

{(Gj , Sj)}n
j=1 of goals Gj and suffixes Sj , the ASR is defined by

ASR(D) ≜ 1
n

∑n

j=1
JB ◦ LLM([Gj ; Sj ]). (3)

In other words, the ASR is the fraction of the pairs (Gj , Sj) in D that jailbreak the LLM.

2.3 Existing defenses for language-based attacks

The literature concerning the robustness of language models comprises several defense strategies (Goyal
et al., 2023). However, the vast majority of these defenses, e.g., those that use adversarial training (Liu
et al., 2020; Miyato et al., 2016) or data augmentation (Li et al., 2018), require retraining the underlying
model, which is computationally infeasible for LLMs. Indeed, the opacity of closed-source LLMs (which are
only available via calls made to an enterprise API) necessitates that candidate defenses rely solely on query
access. These constraints, coupled with the fact that no algorithm has yet been shown to significantly reduce
the ASRs of existing jailbreaks, give rise to a new set of challenges inherent to the vulnerabilities of LLMs.

Several concurrent works also concern defending against adversarial attacks on LLMs. In (Jain et al., 2023),
the authors consider several candidate defenses, including input preprocessing and adversarial training.
Results for these methods are mixed; while heuristic detection-based methods perform strongly, adversarial
training is shown to be infeasible given the computational costs. In (Kumar et al., 2023), the authors apply a
filter on sub-strings of prompts passed as input to an LLM. While promising, the complexity of this method
scales with the length of the input prompt, which is intractable for most jailbreaking attacks. Also related is
the near-concurrent work of Cao et al. (2023), which introduces an algorithm called RA-LLM that applies
randomly generated masks to input prompts. Similarly to SmoothLLM, RA-LLM also adopts a modify-
then-aggregate algorithm, although SmoothLLM uses different perturbation functions: inserts, swaps, and
patches. Moreover, we investigate how nominal performance and latency vary with various hyperparameters;
Cao et al. (2023) leave such experiments to future work.

2.4 A desiderata for LLM defenses against jailbreaking

The opacity, scale, and diversity of modern LLMs give rise to a unique set of challenges when designing
a candidate defense algorithm against adversarial jailbreaks. To this end, we propose the following as a
comprehensive desiderata for broadly-applicable and performant defense strategies.

(D1) Attack mitigation. A candidate defense should—both empirically and provably—mitigate the
adversarial jailbreaking attack under consideration. Furthermore, candidate defenses should be
non-exploitable, meaning they should be robust to adaptive, test-time attacks.
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(D2) Non-conservatism. While a trivial defense would be to never generate any output, this would
result in unnecessary conservatism and limit the widespread use of LLMs. Thus, a defense should
avoid conservatism and maintain the ability to generate realistic text.

(D3) Efficiency. Modern LLMs are trained for millions of GPU-hours. Moreover, such models com-
prise billions of parameters, which gives rise to a non-negligible latency in the forward pass. Thus,
candidate algorithms should avoid retraining and maximize query efficiency.

(D4) Compatibility. The current selection of LLMs comprises various architectures and data modali-
ties; further, some (e.g., Llama2) are open-source, while others (e.g., GPT-4) are not. A candidate
defense should be compatible with each of these properties and models.

The first two properties—attack mitigation and non-conservatism—require that a candidate defense suc-
cessfully mitigates the attack under consideration without a significant reduction in performance on non-
adversarial inputs. The interplay between these properties is crucial; while one could completely nullify the
attack by changing every character in an input prompt, this would come at the cost of extreme conser-
vatism, as the input to the LLM would comprise nonsensical text. The latter two properties—efficiency and
compatibility—concern the applicability of a candidate defense to the full roster of currently available LLMs
without implementation trade-offs.

3 SmoothLLM: A randomized defense for LLMs

Given the need to design defenses against jailbreaking attacks, we propose SmoothLLM, which is partic-
ularly well-suited for defending against suffix-based jailbreaks. Key to the design of SmoothLLM is the
desiderata outlined in §2.4 as well as insights from the randomized smoothing literature (Lecuyer et al., 2019;
Cohen et al., 2019; Salman et al., 2019).

3.1 Adversarial suffixes are fragile to perturbations

Our algorithmic contribution is predicated on the following previously unobserved phenomenon: The suffixes
generated by adversarial suffix jailbreaks are fragile to character-level perturbations. That is, when one
changes a small percentage of the characters in a given suffix, the ASRs of these jailbreaks drop significantly,
often by more than an order of magnitude. This fragility is demonstrated in Fig. 4, wherein the dashed
lines (shown in red) denote the ASRs for suffixes generated by GCG on the AdvBench dataset (Zou et al.,
2023b). The bars denote the ASRs corresponding to the same suffixes when these suffixes are perturbed
in three different ways: randomly inserting q% more characters into the suffix (shown in blue), randomly
swapping q% of the characters in the suffix (shown in orange), and randomly changing a contiguous patch
of characters of width equal to q% of the suffix (shown in green). Observe that for insert and patch
perturbations, perturbing only q = 10% of the characters in the each suffix reduces the ASR below 1%.

3.2 From perturbation instability to adversarial defense

The fragility of adversarial suffixes to perturbations suggests that the threat posed by adversarial prompting
jailbreaks could be mitigated by randomly perturbing characters in a given input prompt P . This intu-
ition is central to the derivation of SmoothLLM, which involves two key ingredients: (1) a perturbation
step, wherein N copies of P are randomly perturbed and (2) an aggregation step, wherein the responses
corresponding to these perturbed copies are aggregated and a single response is returned. These steps are
illustrated in Figure 3 and described in detail below.

Perturbation step. The first ingredient in our approach is to randomly perturb prompts passed as input
to the LLM. Given an alphabet A, we consider three perturbation types:

• Insert: Randomly sample q% of the characters in P , and after each of these characters, insert a
new character sampled uniformly from A.

• Swap: Randomly sample q% of the characters in P , and then swap the characters at those locations
by sampling new characters uniformly from A.
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Figure 4: The instability of adversarial suffixes. The red dashed line shows the ASR of the attack
proposed in (Zou et al., 2023b) and defined in (2) for Vicuna and Llama2. We then perturb q% of the
characters in each suffix—where q ∈ {5, 10, 15, 20}—in three ways: inserting randomly selected characters
(blue), swapping randomly selected characters (orange), and swapping a contiguous patch of randomly
selected characters (green). At nearly all perturbation levels, the ASR drops by at least a factor of two. At
q = 10%, the ASR for swap perturbations falls below 1%.

• Patch: Randomly sample d consecutive characters in P , where d equals q% of the characters in
P , and then replace these characters with new characters sampled uniformly from A.

Notice that the magnitude of each perturbation type is controlled by a percentage q, where q = 0% means
that the prompt is left unperturbed, and higher values of q correspond to larger perturbations. In Fig. 5, we
show examples of each perturbation type (for details, see Appendix D). We emphasize that in these examples
and in our algorithm, the entire prompt is perturbed, not just the suffix; SmoothLLM does not assume
knowledge of the position (or presence) of a suffix in a given prompt.

Aggregation step. The second key ingredient is as follows: Rather than passing a single perturbed prompt
through the LLM, we obtain a collection of perturbed prompts, and then aggregate the predictions for this
collection. The motivation for this step is that while one perturbed prompt may not mitigate an attack,
as evinced by Figure 4, on average, perturbed prompts tend to nullify jailbreaks. That is, by perturbing
multiple copies of each prompt, we are likely to flip characters in the adversarial portion of the prompt.
To formalize this step, let Pq(P ) denote a distribution over perturbed copies of P , where q denotes the
perturbation percentage. Now given perturbed prompts Qj drawn from Pq(P ), if q is large enough, Figure 4
suggests that the randomness introduced by Qj should nullify an adversarial attack.

Both the perturbation and aggregation steps are central to SmoothLLM, which we define as follows.

Definition 3.1 (SmoothLLM)

Let a prompt P and a distribution Pq(P ) over perturbed copies of P be given. Let γ ∈ [0, 1] and
Q1, . . . , QN be drawn i.i.d. from Pq(P ), then define V to be the majority vote of the JB function
across these perturbed prompts w.r.t. the margin γ, i.e.,

V ≜ I

[
1
N

N∑
j=1

[(JB ◦ LLM) (Qj)] > γ

]
. (4)

Then SmoothLLM is defined as

SmoothLLM(P ) ≜ LLM(Q) (5)

where Q is any of the sampled prompts satisfying the majority vote condition (JB ◦ LLM)(Q) = V .
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Algorithm 1: SmoothLLM
Data: Input prompt P
Input: Number of samples N , perturbation

percentage q, threshold γ

1 Function SmoothLLM(P ; N , q, γ):
2 for j = 1, . . . , N do
3 Qj = RandomPerturbation(P, q)
4 Rj = LLM(Qj)
5 V = MajorityVote(R1, . . . , Rj; γ)
6 j⋆ ∼ Unif({j ∈ [N ] : JB(Rj) = V })
7 return Rj⋆

8 Function MajorityVote(R1, . . . , RN ; γ):
9 return I

[
1
N

∑N
j=1 JB(Rj) > γ

]

Figure 5: SmoothLLM: A randomized defense. (Left) Examples of insert, swap, and patch perturba-
tions (shown in pink), all of which can be called in the RandomPerturbation subroutine in Algorithm 1.
(Right) Pseudocode for SmoothLLM. In lines 2-4, we outline the perturbation step. Next, in line 5, we
determine whether a γ-fraction of the responses jailbreak the target LLM. Finally, in line 6, we select a
response uniformly at random that is consistent with the majority vote.

Notice that after drawing Qj from Pq(P ), we compute the average over (JB ◦ LLM)(Qj), which estimates
whether perturbed prompts jailbreak the LLM. We then aggregate these predictions by returning any re-
sponse LLM(Q) that agrees with that estimate. In Algorithm 1, we translate the definition of SmoothLLM
into pseudocode. In lines 1–3, we obtain N perturbed prompts Qj , which is an implementation of sampling
from Pq(P ) (see Figure 5). Next, after generating responses Rj for each perturbed prompt Qj (line 3), we
compute the empirical average over the N responses, and then determine whether the average exceeds γ
(line 4). Finally, we aggregate by returning a response Rj that is consistent with the majority (lines 5–6).
Thus, Algorithm 1 involves three parameters: the number of samples N , the perturbation percentage q, and
the margin for the majority vote γ (which, unless otherwise stated, we set to be 1/2).

3.3 Choosing hyperparameters for SmoothLLM: A simplified analysis

How should the hyperparameters N , q, and γ be chosen? As a first step toward answering this question, we
study the theoretical properties of SmoothLLM under a simplifying assumption which is nonetheless
supported by the evidence in Figure 4. This assumption—which characterizes the fragility of adversarial
suffixes to perturbations—facilitates the closed-form calculation of the probability that SmoothLLM returns
a non-jailbroken response, a quantity we term the defense success probability (DSP):

DSP(P ) ≜ Pr[(JB ◦ SmoothLLM)(P ) = 0]. (6)

Here, the randomness is due to the N i.i.d. draws from Pq(P ) in Definition 3.1. Specifically, for the purposes
of analysis in a simplified setting, we make the following assumption about adversarial suffix jailbreaks.

Definition 3.2 (k-unstable)

Given a goal G, let a suffix S be such that the prompt P = [G; S] jailbreaks a given LLM, i.e.,
(JB ◦ LLM)([G; S]) = 1. Then S is kkk-unstable with respect to that LLM if

(JB ◦ LLM) ([G; S′]) = 0 ⇐⇒ dH(S, S′) ≥ k (7)

where dH is the Hamming distance between two strings. We call k the instability parameter.

In plain terms, a prompt is k-unstable if the attack fails when one changes k or more characters in S. In this
way, Figure 4 can be seen as approximately measuring whether adversarially attacked prompts for Vicuna and
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Figure 6: The defense success probability in a simplified setting. We plot the defense success
probability derived in (8) as a function of the number of samples N and the perturbation percentage q
under the simplifying assumption of k-instability; warmer colors denote larger probabilities. From left to
right, probabilities are computed for three different values of the instability parameter k ∈ {2, 5, 8}. In each
subplot, we see that as N and q increase, so does the DSP.

Llama2 are k-unstable for input prompts of length m where k = ⌊qm⌋. Note that this assumption is difficult
to check in practice—it would require enumerating all possible k-length suffixes—and applies specifically to
suffix-based attacks. We therefore introduce Definition 3.2 to study SmoothLLM in a simplified, yet natural
setting to guide the choice of N , q, and γ, rather than to perform formal certification, as is done in the
literature on adversarial examples (Lecuyer et al., 2019; Cohen et al., 2019; Salman et al., 2019).

A closed-form expression for the DSP. We next state our main theoretical result: a closed-form ex-
pression for the DSP under the simplifying assumption of k-instability; we present a proof—which requires
only elementary probability and combinatorics—in Appendix A, as well as results for other perturbations.

Proposition 3.3 (SmoothLLM certificate)

Given an alphabet A of v characters, assume that a prompt P = [G; S] ∈ Am is k-unstable, where
G ∈ AmG and S ∈ AmS . Recall that N is the number of samples and q is the perturbation
percentage. Define M = ⌊qm⌋ to be the number of characters perturbed when Algorithm 1 is run
with swap perturbations and γ = 1/2. Then, the DSP is as follows:

DSP([G; S]) =
n∑

t=⌈N/2⌉

(
N

t

)
αt(1− α)N−t (8)

where α, which denotes the probability that Q ∼ Pq(P ) does not jailbreak the LLM, is given by

α ≜
min(M,mS)∑

i=k

[(
M

i

)(
m−mS

M − i

)/(
m

M

)]
β(ℓ, i, v) (9)

where

β(ℓ, i, v) ≜
i∑

ℓ=k

(
i

ℓ

) (
v − 1

v

)ℓ (
1
v

)i−ℓ

(10)

This result provides a closed-form expression for the DSP in terms of the number of samples N , the per-
turbation percentage q, and the instability parameter k. In Figure 6, we compute the expression for the
DSP given in (8) for various values of N , q, and k. We use an alphabet size of v = 100, which matches our
experiments in §4 (for details, see Appendix B); m and mS were chosen to be the average prompt and suffix
lengths (m = 168 and mS = 95) for the prompts generated for Llama21 in Figure 4. Notice that even at

1The corresponding values for Vicuna are m = 179 and mS = 106. We provide an analogous plot to Figure 6 in Appendix B.
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results are compiled across five trials. For swap perturbations and N > 6, SmoothLLM reduces the ASR
to below 1% for both LLMs.

relatively low values of N and q, suffix-based attacks would be mitigated under the k-unstable assumption.
And as one would expect, as k increases, one should increase q to mitigate the attack.

4 Experimental results

Next, to provide an empirical evaluation of SmoothLLM, we cast an eye back to the desiderata outlined
in §2.4: (D1) attack mitigation, (D2) non-conservatism, (D3) efficiency. We note that as SmoothLLM is a
black-box defense, it is compatible with any LLM, and thus satisfies the criteria outlined in desideratum (D4).

4.1 Desideratum D1: Attack mitigation

Robustness against jailbreak attacks. In Figure 1, we show the performance of four attacks—
GCG (Zou et al., 2023b), PAIR (Chao et al., 2023), RandomSearch (Andriushchenko et al., 2024), and
AmpleGCG (Liao & Sun, 2024)—when evaluated against an undefended LLM and an LLM defended with
SmoothLLM. In each subplot, we use the datasets used in each of the attack papers (i.e., AdvBench (Zou
et al., 2023b) for GCG, RandomSearch, and AmpleGCG, and JBB-Behaviors (Chao et al., 2023) for
PAIR). Notably, SmoothLLM reduces the ASR of GCG to below one percentage point, which sets the
current state-of-the-art for this attack. Furthermore, the results in the bottom row of Figure 1 represent
the first demonstration of defending against PAIR, RandomSearch, and AmpleGCG in the literature,
and therefore these results set the state-of-the-art for these attacks. We highlight that although Smooth-
LLM was designed with adversarial suffix jailbreaks in mind, SmoothLLM reduces the ASRs of the PAIR
semantic attack on Vicuna and GPT-4 by factors of two, and reduces the ASR of GPT-3.5 by a factor of 29.

Adaptive attacks on SmoothLLM. The gold standard for evaluating the robustness is to perform an
adaptive attack, wherein an adversary directly attacks a defended target model (Tramer et al., 2020). And
while at first glance the non-differentiability of SmoothLLM (see Prop. C.1) precludes the direct applica-
tion of adaptive GCG attacks, in Appendix C.2.2 we derive a new approach which attacks a differentiable
SmoothLLM surrogate which smooths in the space of tokens, rather than in the space of prompts. Thus,
just as (Zou et al., 2023b) transfers attacks from white-box to black-box LLMs, we transfer attacks opti-
mized for the surrogate to SmoothLLM. Our results, which are reported in Figure 8, indicate that adaptive
attacks generated for SmoothLLM are no stronger than attacks optimized for an undefended LLM.2

2Since the public release of this paper, several follow-up works have studied the robustness of SmoothLLM against different
adaptive attacks. For instance, (Ji et al., 2024) report the ASRs of SmoothLLM under adaptive PAIR and AutoDAN attacks,
finding that SmoothLLM is more susceptible to these adaptive attacks than it is to the GCG adaptive attacks derived in this
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Table 1: Defense performance comparison. We compare the performance of SmoothLLM against (a)
no defense, (b) the removal of non-dictionary words (NDW), and (c) a perplexity filter (PF).

Attack Defense Target LLM ASR
Vicuna Llama2 GPT-3.5 GPT-4 Average

PAIR

None 82 4 76 50 53
NDW 82 4 76 50 53

PF 81 4 15 43 35.75
RPO 16 0 6 6 7.0

SmoothLLM 47 1 12 25 21.25

GCG

None 58 2 34 1 23.75
NDW 10 0 4 1 3.75

PF 1 0 1 0 0.5
RPO 0 0 0 0 0.0

SmoothLLM 1 1 1 0 0.75

The role of N and q. In the absence of a defense algorithm, Figure 4 indicates that GCG achieves ASRs of
98% and 51% on Vicuna and Llama2 respectively. In contrast, Figure 1 demonstrates for particular choices
of the number of N and q, the effectiveness of various attacks can be significantly reduced. To evaluate the
impact of varying these hyperparameters, consider Figure 7, where the ASRs of GCG are plotted for various
values of N and q. These results show that for both LLMs, a relatively small value of q = 5% is sufficient
to halve the corresponding ASRs. And, in general, as N and q increase, the ASR drops significantly. In
particular, for swap perturbations and N > 6, the ASRs of both Llama2 and Vicuna drop below 1%; this
equates to a reduction of roughly 50× and 100× for Llama2 and Vicuna respectively.

Comparison to baseline defenses. In Table 1, we compare the performance of SmoothLLM to other
defenses, including a perplexity filter (abbr. PF) (Jain et al., 2023), the removal of non-dictionary words
(abbr. NDW), and robust prompt optimization (RPO) (Zhou et al., 2024)3. Following (Jain et al., 2023),
we set the threshold for the perplexity filter to be the maximum perplexity of any of the goal prompts, and
we run SmoothLLM with N = 10 and q = 5. We find that while both SmoothLLM and the perplexity
filter effectively mitigate GCG to a near zero ASR, SmoothLLM achieves significantly lower ASRs on
PAIR compared to the NDW and PF defenses. Specifically, across Vicuna, Llama2, GPT-3.5, and GPT-4,
SmoothLLM reduces the the ASR of PAIR relative to an undefended LLM by 60%, whereas the next
best algorithm only decreases the undefended ASR by 32%. While RPO and SmoothLLM offer similar
performance on GCG, RPO significantly improves over SmoothLLM against PAIR attacks. However, we
note that RPO is 1000× slower than SmoothLLM, as reported in §4.3.

4.2 Desideratum D2: Non-conservatism

Nominal performance of SmoothLLM. Reducing the ASR of a given attack is not meaningful unless the
defended LLM retains the ability to generate realistic text. Indeed, two trivial, highly conservative defenses
would be to (a) never return any output or (b) set q = 100% in Algorithm 1. To evaluate the nominal
performance of SmoothLLM, we consider four NLP benchmarks: InstructionFollowing (IF) (Zhou
et al., 2023), PIQA (Bisk et al., 2020), OpenBookQA (Mihaylov et al., 2018), and ToxiGen (Hartvigsen et al.,
2022). The results on IF—which uses two metrics: prompt- and instruction-level accuracy—are shown in
Figure 9; the remainder of the results are deferred to Appendix B. Figure 9 shows that as one would expect,
larger values of q tend to decrease nominal performance. The presence of such a trade-off is unsurprising:
similar trade-offs are extensively documented in computer vision (Croce et al., 2020) and recommendation

paper. Similarly, (Pang et al., 2025) derive a distinct differentiable GCG-like scheme for adaptively attacking SmoothLLM
(see Algorithm 2 in Pang et al. (2025), showing similar trends in the loss space to Figure 7.

3A note regarding our inclusion of RPO in the TMLR camera ready version of this paper: In v1 of the RPO arXiv paper, which
appeared on arXiv nearly four months after SmoothLLM’s v1 version, the authors cite, but do not compare to, SmoothLLM.
The v3 arXiv version of RPO, which was released seven months after SmoothLLM’s v1 version, is the first version of RPO
to compare against SmoothLLM; these comparisons are also reflected in the v4 and (most recent) v5 versions. Following the
TMLR reviewing process, we include RPO to indicate the progress made in defending against jailbreaking attacks since the
original release of our paper. We also note that all comparisons were run on the JailbreakBench benchmark (Chao et al., 2024),
which was released six months after SmoothLLM’s v1 version by a team including (as a strict subset) the authors of this paper.
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Table 2: Robustness with one extra
query. For a budget of q = 10%, we report
the ASRs for (1) an undefended LLM and (2)
SmoothLLM when run with N = 2. Relative
to the undefended LLM, the SmoothLLM
ASRs represent the robustness that can be
gained at the cost of one extra query.

LLM Undefended
ASR

SmoothLLM ASR
Insert Swap Patch

Vicuna 98.0 19.1 13.9 39.8
Llama2 52.0 2.8 3.1 11.0
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Figure 8: Adaptive attacks on SmoothLLM. We re-
port the ASRs of a GCG adaptive attack on SmoothLLM
run with N = 10 and γ = 1/2 as a function of q. Com-
pared to Figure 1, this adaptive attack is no stronger against
SmoothLLM than non-adaptive attacks.

systems (Seminario & Wilson, 2012). Across each of the dataset, patch perturbations tended to result in
a more favorable trade-off. For example, on PIQA, setting q = 5 and N = 20 resulted in a performance
degradation from 76.7% to 70.3% for Llama2 and from 77.4% to 71.9% for Vicuna (see Table 4).

Improving nominal performance. The following empirical trick improves nominal performance without
trading off robustness. First, we set the threshold γ = N−1/N, which tilts the majority vote toward returning
a response R with JB(R) = 0. Then, if indeed the tilted majority vote V in (4) is equal to zero, we return
LLM(P ), i.e., a response generated for the unperturbed input prompt. In Table 7, we show that this variant
offers similar levels of robustness against PAIR and GCG. However, on the IF dataset, we found that across
all perturbation levels q, the clean performance matched the undefended performance in Figure 9.

4.3 Desideratum D3: Efficiency

Defended vs. undefended. As described in §3, SmoothLLM requires N times more queries relative to
an undefended LLM. Such a trade-off is not without precedent; it is well-documented in the adversarial ML
community that improved robustness comes at the cost of query complexity (Wong et al., 2020; Gluch &
Urbanke, 2021; Shafahi et al., 2019). Indeed, smoothing-based defenses in the adversarial examples literature
require hundreds (see Salman et al. (2019, §5)) or thousands (see Cohen et al. (2019, §4)) of queries per
instance. In contrast, as shown in Table 2, for a fixed budget of q = 10%, running SmoothLLM with
N = 2—meaning that SmoothLLM uses one extra query relative to an undefended LLM—results in a 2.5–
7.0× reduction in the ASR for Vicuna and a 5.7–18.6× reduction for Llama2 depending on the perturbation.
Specifically, for swap perturbations, a single extra query imparts a nearly 20× reduction in Llama2’s ASR.

Regarding test-time compute. While the use of additional inference-time computation to defend against
jailbreaking may seem unappealing given that the attacker only pays an upfront cost, a similar reallocation
of compute is known to advance the reasoning capabilities of LLMs (OpenAI, 2023). This represents an
exciting paradigm shift: reallocating computation from training to inference can result in points further
along the Pareto frontier spanning LLM capabilities and total computation (Snell et al., 2024). The results
in Table 2 are the first to demonstrate that a similar principle may hold for jailbreaking robustness.

On the choice of N . To inform the choice of N , we consider a nonstandard, yet informative comparison
of the efficiency of the GCG attack with that of the SmoothLLM defense. The default implementation of
GCG uses approximately 256,000 queries to produce a single suffix. In contrast, SmoothLLM queries the
LLM N times, where typically N ≤ 20, meaning that SmoothLLM is generally 5-6× more efficient. In
Figure 10, we plot the ASR found by running GCG and SmoothLLM for varying step counts on Vicuna
(see Appendix B for Llama2 results). Notice that as GCG runs for more iterations, the ASR tends to
increase. However, this phenomenon is countered by SmoothLLM: As N increases, the ASR tends to drop.

Running time analysis. Our argument regarding the efficiency of SmoothLLM has so far centered on
the number of queries made to the underlying LLM: For a given prompt, SmoothLLM makes between 105

and 106 times fewer queries to defend than GCG does to attack. We focus on the number of queries because
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this figure is hardware-agnostic. However, another way to make the case for the efficiency of SmoothLLM is
to compare the time it takes to defend against an attack to the time it takes to generate an attack. To this
end, in Table 8, we list the running time per prompt of SmoothLLM. These results show that depending
on the choice of the number of samples N , defending takes between 3.5 and 4.5 seconds. On the other hand,
obtaining a single GCG suffix takes nearly 90 minutes on an A100 GPU and two hours on an A6000 GPU.

5 Discussion

The interplay between q and the ASR. In several of the panels in Figure 7, for lower values of N (e.g.,
N ≤ 4), higher values of q (e.g., q = 20%) result in higher ASRs than lower values. While this may seem
counterintuitive, since a larger q results in a more heavily perturbed suffix, this subtle behavior is expected.
In our experiments, we found that for large values of q, the LLM often outputted the following response:
“Your question contains a series of unrelated words and symbols that do not form a valid question.” Several
judges, including the judge used in Zou et al. (2023b), are known to classify such responses as jailbreaks
(see, e.g., Chao et al. (2023, §3.5)). This indicates that q should be chosen to be small enough so that the
prompt retains its semantic content. For further examples and discussion, see Appendix E.

The computational burden of jailbreaking. A trend in the literature surrounding robust deep learning
is a pronounced computational disparity between efficient attacks and expensive defenses. One reason for
this is many methods, e.g., adversarial training (Madry et al., 2017) and data augmentation (Volpi et al.,
2018), retrain the underlying model. However, in the setting of adversarial prompting, our results concerning
query-efficiency (see Figure 10), time-efficiency (see Table 8), and compatibility with black-box LLMs (see
Figure 1) indicate that the bulk of the computational burden falls on the attacker. In this way, future research
must seek “robust attacks” which cannot cheaply be defended by randomized algorithms like SmoothLLM.

Addressing the nominal performance trade-off. One limitation of SmoothLLM is the extent to which
it trades off nominal performance for robustness. While this trade off is manageable for q ≤ 5, as shown in
Figures 9 and 13, nominal performance tends to degrade for large q. At the end of §4.2, we took first steps
toward resolving this trade-off, although there is still room for improvement; we plan to pursue this direction
in future work. Several future directions along these lines include using a denoising generative model (Salman
et al., 2020; Carlini et al., 2022) and using semantic rather than character-level perturbations.

6 Conclusion

In this paper, we proposed SmoothLLM, a new defense against jailbreaking attacks on LLMs. The design of
SmoothLLM is rooted in a desiderata that comprises four properties—attack mitigation, non-conservatism,
efficiency, and compatibility—which we hope will guide future research. In our results, we found that
SmoothLLM offers competitive robustness against GCG, PAIR, RandomSearch, and AmpleGCG.
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A Omitted proofs

Below, we state the formal version of Proposition 3.3, which was stated informally in the main text.

Proposition A.1 (SmoothLLM certificate)

Let A denote an alphabet of size v (i.e., |A| = v) and let P = [G; S] ∈ Am denote an input prompt
to a given LLM where G ∈ AmG and S ∈ AmS . Furthermore, let M = ⌊qm⌋ and u = min(M, mS).
Then assuming that S is k-unstable for k ≤ min(M, mS), the following holds:

(a) The probability that SmoothLLM is not jailbroken by when run with the RandomSwapPer-
turbation function is

DSP([G; S]) =
n∑

t=⌈N/2⌉

(
N

t

)
αt(1− α)N−t (11)

where

α ≜
u∑

i=k

[(
M

i

)(
m−mS

M − i

)/(
m

M

)]
β(ℓ, i, v) (12)

and where

β(ℓ, i, v) ≜
i∑

ℓ=k

(
i

ℓ

) (
v − 1

v

)ℓ (
1
v

)i−ℓ

(13)

(b) The probability that SmoothLLM is not jailbroken by when run with the RandomPatchPer-
turbation function is

DSP([G; S]) =
n∑

t=⌈N/2⌉

(
N

t

)
αt(1− α)N−t (14)

where α is defined piecewise as follows. First, if M ≤ mS , then

α =
(

mS −M + 1
m−M + 1

)
β(M)

+
(

1
m−M + 1

) min(mG,M−k)∑
j=1

β(M − j). (15)

Secondly, if mG ≥M − k and M > mS , then

α =
(

1
m−M + 1

) mS−k∑
j=0

β(M − j) (16)

And finally, if mG < M − k and M > mS , then

α =
(

1
m−M + 1

) m−M∑
j=0

β(M − j). (17)

Throughout, β(i) ≜
∑i

ℓ=k

(
i
ℓ

) (
v−1

v

)ℓ ( 1
v

)i−ℓ.
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Proof. We are interested in computing the following probability:

Pr
[
(JB ◦ SmoothLLM)(P ) = 0

]
= Pr [JB (SmoothLLM(P )) = 0] . (18)

By the way SmoothLLM is defined in definition 3.1 and (4),

(JB ◦ SmoothLLM)(P )

= I

 1
N

N∑
j=1

(JB ◦ LLM)(Pj) >
1
2

 (19)

where Pj for j ∈ [N ] are drawn i.i.d. from Pq(P ). The following chain of equalities follows directly from
applying this definition to the probability in (18):

Pr
[
(JB ◦ SmoothLLM)(P ) = 0

]
(20)

= Pr
P1,...,PN

 1
N

N∑
j=1

(JB ◦ LLM)(Pj) ≤ 1
2

 (21)

= Pr
P1,...,PN

[
(JB ◦ LLM)(Pj) = 0 for at least

⌈
N

2

⌉

of the indices j ∈ [N ]
]

(22)

=
N∑

t=⌈N/2⌉

Pr
P1,...,PN

[
(JB ◦ LLM)(Pj) = 0 for exactly t

of the indices j ∈ [N ]
]
. (23)

Let us pause here to take stock of what was accomplished in this derivation.

• In step (21), we made explicit the source of randomness in the forward pass of SmoothLLM, which
is the N -fold draw of the randomly perturbed prompts Pj from Pq(P ) for j ∈ [N ].

• In step (22), we noted that since JB is a binary-valued function, the average of (JB ◦LLM)(Pj) over
j ∈ [N ] being less than or equal to 1/2 is equivalent to at least ⌈N/2⌉ of the indices j ∈ [N ] being
such that (JB ◦ LLM)(Pj) = 0.

• In step (23), we explicitly enumerated the cases in which at least ⌈N/2⌉ of the perturbed prompts
Pj do not result in a jailbreak, i.e., (JB ◦ LLM)(Pj) = 0.

The result of this massaging is that the summands in (23) bear a noticeable resemblance to the elementary,
yet classical setting of flipping biased coins. To make this precise, let α denote the probability that a
randomly drawn element Q ∼ Pq(P ) does not constitute a jailbreak, i.e.,

α = α(P, q) ≜ Pr
Q

[
(JB ◦ LLM)(Q) = 0

]
. (24)

Now consider an experiment wherein we perform N flips of a biased coin that turns up heads with probability
α; in other words, we consider N Bernoulli trials with success probability α. For each index t in the
summation in (23), the concomitant summand denotes the probability that of the N (independent) coin
flips (or, if you like, Bernoulli trials), exactly t of those flips turn up as heads. Therefore, one can write the
probability in (23) using a binomial expansion:

Pr
[
(JB ◦ SmoothLLM)(P ) = 0

]
=

N∑
t=⌈N/2⌉

(
N

t

)
αt(1− α)N−t (25)
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where α is the probability defined in (24).

The remainder of the proof concerns deriving an explicit expression for the probability α. Since by assumption
the prompt P = [G; S] is k-unstable, it holds that

(JB ◦ LLM)([G; S′]) = 0 ⇐⇒ dH(S, S′) ≥ k. (26)

where dH(·, ·) denotes the Hamming distance between two strings. Therefore, by writing our randomly drawn
prompt Q as Q = [QG; QS ] for QG ∈ AmG and QS ∈ AmS , it’s evident that

α = Pr
Q

[
(JB ◦ LLM)([QG; QS ]) = 0

]
(27)

= Pr
Q

[
dH(S, QS) ≥ k

]
(28)

We are now confronted with the following question: What is the probability that S and a randomly-drawn
suffix QS differ in at least k locations? And as one would expect, the answer to this question depends on the
kinds of perturbations that are applied to P . Therefore, toward proving parts (a) and (b) of the statement
of this proposition, we now specialize our analysis to swap and patch perturbations respectively.

A.1 Swap perturbations.

Consider the RandomSwapPerturbation function defined in lines 1-5 of Algorithm 2. This function involves
two main steps:

1. Select a set I of M ≜ ⌊qm⌋ locations in the prompt P uniformly at random.

2. For each sampled location, replace the character in P at that location with a character a sampled
uniformly at random from A, i.e., a ∼ Unif(A).

These steps suggest that we break down the probability in drawing Q into (1) drawing the set of I indices
and (2) drawing M new elements uniformly from Unif(A). To do so, we first introduce the following notation
to denote the set of indices of the suffix in the original prompt P :

IS ≜ {m−mS + 1, . . . , m− 1}. (29)

Now observe that

α = Pr
I,a1,...,aM

[
|I ∩ IS | ≥ k and

|{j ∈ I ∩ IS : P [j] ̸= aj}| ≥ k
]

(30)
= Pr

a1,...,aM

[
|{j ∈ I ∩ IS : P [j] ̸= aj}| ≥ k∣∣ |I ∩ IS | ≥ k

]
· Pr

I

[
|I ∩ IS | ≥ k

]
(31)

The first condition in the probability in (30)—|I ∩IS | ≥ k—denotes the event that at least k of the sampled
indices are in the suffix; the second condition—|{j ∈ I ∩ IS : P [j] ̸= aj}| ≥ k—denotes the event that at
least k of the sampled replacement characters are different from the original characters in P at the locations
sampled in the suffix. And step (31) follows from the definition of conditional probability.

Considering the expression in (31), by directly applying Lemma A.2, observe that

α =
min(M,mS)∑

i=k

(
M
i

)(
m−mS

M−i

)(
m
M

) · η(i) (32)

where

η(i) ≜ Pr
a1,...,aM

[
|{j ∈ I ∩ IS : P [j] ̸= aj}| ≥ k∣∣ |I ∩ IS | = i

]
. (33)
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To finish up the proof, we seek an expression for the probability over the N -fold draw from Unif(A) above.
However, as the draws from Unif(A) are independent, we can translate this probability into another question
of flipping coins that turn up heads with probability v−1/v, i.e., the chance that a character a ∼ Unif(A) at
a particular index is not the same as the character originally at that index. By an argument entirely similar
to the one given after (24), it follows easily that

Pr
a1,...,aM

[
|{j ∈ I ∩ IS : P [j] ̸= aj}| ≥ k

∣∣ |I ∩ IS | = i
]

=
i∑

ℓ=k

(
i

ℓ

) (
v − 1

v

)ℓ (
1
v

)i−ℓ

(34)

Plugging this expression back into (32) completes the proof for swap perturbations.

A.2 Patch perturbations.

We now turn our attention to patch perturbations, which are defined by the RandomPatchPerturbation
function in lines 6-10 of Algorithm 2. In this setting, a simplification arises as there are fewer ways of
selecting the locations of the perturbations themselves, given the constraint that the locations must be
contiguous. At this point, it’s useful to break down the analysis into four cases. In every case, we note that
there are n−M + 1 possible patches.

Case 1: mG ≥M − kmG ≥M − kmG ≥M − k and M ≤ mSM ≤ mSM ≤ mS. In this case, the number of locations M covered by a patch is fewer
than the length of the suffix mS , and the length of the goal is at least as large as M − k. As M ≤ mS ,
it’s easy to see that there are mS −M + 1 potential patches that are completely contained in the suffix.
Furthermore, there are an additional M − k potential locations that overlap with the the suffix by at least k
characters, and since mG ≥M − k, each of these locations engenders a valid patch. Therefore, in total there
are

(mS −M + 1) + (M − k) = mS − k + 1 (35)

valid patches in this case.

To calculate the probability α in this case, observe that of the patches that are completely contained in the
suffix—each of which could be chosen with probability (mS −M + 1)/(m−M + 1)—each patch contains M
characters in S. Thus, for each of these patches, we enumerate the ways that at least k of these M characters
are sampled to be different from the original character at that location in P . And for the M − k patches
that only partially overlap with S, each patch overlaps with M − j characters where j runs from 1 to M −k.
For these patches, we then enumerate the ways that these patches flip at least k characters, which means
that the inner sum ranges from ℓ = k to ℓ = M − j for each index j mentioned in the previous sentence.
This amounts to the following expression:

α =

patches completely contained in the suffix︷ ︸︸ ︷(
mS −M + 1
m−M + 1

) M∑
ℓ=k

(
M

ℓ

) (
v − 1

v

)ℓ (
1
v

)M−ℓ

+

M−j−ℓ
M−k∑
j=1

(
1

m−M + 1

) M−j∑
ℓ=k

(
M − j

ℓ

) (
v − 1

v

)ℓ (
1
v

)
︸ ︷︷ ︸

patches partially contained in the suffix

(36)

Case 2: mG < M − kmG < M − kmG < M − k and M ≤ mSM ≤ mSM ≤ mS. This case is similar to the previous case, in that the term involving
the patches completely contained in S is completely the same as the expression in (36). However, since mG

is strictly less than M − k, there are fewer patches that partially intersect with S than in the previous case.
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In this way, rather than summing over indices j running from 1 to M − k, which represents the number of
locations that the patch intersects with G, we sum from j = 1 to mG, since there are now mG locations
where the patch can intersect with the goal. Thus,

α =
(

mS −M + 1
m−M + 1

) M∑
ℓ=k

(
M

ℓ

) (
v − 1

v

)ℓ (
1
v

)M−ℓ

+
mG∑
j=1

(
1

m−M + 1

) M−j∑
ℓ=k

(
M − j

ℓ

) (
v − 1

v

)ℓ (
1
v

)M−j−ℓ

(37)

Note that in the statement of the proposition, we condense these two cases by writing

α =
(

mS −M + 1
m−M + 1

)
β(M)

+
(

1
m−M + 1

) min(mG,M−k)∑
j=1

β(M − j). (38)

Case 3: mG ≥M − kmG ≥M − kmG ≥M − k and M < mSM < mSM < mS. Next, we consider cases in which the width of the patch M is larger
than the length mS of the suffix S, meaning that every valid patch will intersect with the goal in at least
one location. When mG ≥ M − k, all of the patches that intersect with the suffix in at least k locations
are viable options. One can check that there are mS −M + 1 valid patches in this case, and therefore, by
appealing to an argument similar to the one made in the previous two cases, we find that

α =
mS−k∑

j=0

(
1

m−M + 1

) T −j∑
ℓ=k

(
T − j

ℓ

) (
v − 1

v

)ℓ (
1
v

)M−j−ℓ

(39)

where one can think of j as iterating over the number of locations in the suffix that are not included in a
given patch.

Case 4: mG < M − kmG < M − kmG < M − k and M < mSM < mSM < mS. In the final case, in a similar vein to the second case, we are now
confronted with situations wherein there are fewer patches that intersect with S than in the previous case,
since mG < M−k. Therefore, rather than summing over the mS−k+1 patches present in the previous step,
we now must disregard those patches that no longer fit within the prompt. There are exactly (M − k)−mG

such patches, and therefore in this case, there are

(mS − k + 1)− (M − k −mG) = m−M + 1 (40)

valid patches, where we have used the fact that mG + mS = m. This should couple with our intuition, as
in this case, all patches are valid. Therefore, by similar logic to that used in the previous case, it is evident
that we can simply replace the outer sum so that j ranges from 0 to m−M :

α =
m−M∑

j=0

(
1

m−M + 1

) T −j∑
ℓ=k

(
T − j

ℓ

) (
v − 1

v

)ℓ (
1
v

)M−j−ℓ

. (41)

This completes the proof.
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Lemma A.2

We are given a set B containing n elements and a fixed subset C ⊆ B comprising d elements (d ≤ n).
If one samples a set I ⊆ B of T elements uniformly at random without replacement from B where
T ∈ [1, n], then the probability that at least k elements of C are sampled where k ∈ [0, d] is

Pr
I

[
|I ∩ C| ≥ k

]
=

min(T,d)∑
i=k

(
T

i

)(
n− d

T − i

)/(
n

T

)
. (42)

Proof. We begin by enumerating the cases in which at least k elements of C belong to I:

Pr
I

[
|I ∩ C| ≥ k

]
=

min(T,d)∑
i=k

Pr
I

[
|I ∩ C| = i] (43)

The subtlety in (43) lies in determining the final index in the summation. If T > d, then the summation
runs from k to d because C contains only d elements. On the other hand, if d > T , then the summation runs
from k to T , since the sampled subset can contain at most T elements from C. Therefore, in full generality,
the summation can be written as running from k to min(T, d).

Now consider the summands in (43). The probability that exactly i elements from C belong to I is:

Pr
I

[
|I ∩ C| = i]

= Number of subsets I of B with i elements from C
Total number of subsets I of B (44)

Consider the numerator, which counts the number of ways one can select a subset of T elements from B that
contains i elements from C. In other words, we want to count the number of subsets I of B that contain i
elements from C and T − i elements from B\C. To this end, observe that:

• There are
(

T
i

)
ways of selecting the i elements of C in the sampled subset;

• There are
(

n−d
T −i

)
ways of selecting the T − i elements of B\C in the sampled subset.

Therefore, the numerator in (44) is
(

T
i

)(
n−d
T −i

)
. The denominator in (44) is easy to calculate, since there are(

n
T

)
subsets of B of length n. In this way, we have shown that

Pr
[
Exactly i elements from C are sampled from B

]
=

(
T

i

)(
n− d

T − i

)/(
n

T

)
(45)

and by plugging back into (43) we obtain the desired result.
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B Further experimental details

B.1 Computational resources

All experiments in this paper were run on a cluster with 8 NVIDIA A100 GPUs and 16 NVIDIA A6000
GPUs. The bulk of the computation involved obtaining adversarial suffixes for the prompts proposed in (Zou
et al., 2023b).

B.2 LLM versions

Throughout this paper, used the following versions of Llama2 (Touvron et al., 2023) and Vicuna (Chiang
et al., 2023):

• Llama2: https://huggingface.co/meta-llama/Llama-2-7b-chat-hf

• Vicuna: https://huggingface.co/lmsys/vicuna-13b-v1.5

B.3 Running GCG

Throughout this paper, we used the authors’ implementation of GCG to obtain adversarial suffixes for Llama2
and Vicuna. Aside from the query efficiency experiments, all plots show suffixes obtained by running GCG
for 500 iterations with a batch size of 512, which is the configuration specified in (Zou et al., 2023b).

B.4 Determining whether a jailbreak has occurred

Throughout this paper, to determine whether a jailbreak has occurred (i.e., to evaluate the JB function), we
followed prior work by pairing attacking algorithms with the judges used in the authors’ implementations.

GCG. For GCG, we use the same criteria as in (Zou et al., 2023b). In the authors’ implementation of GCG,
two sets of criteria are used, both of which take the following form:

JB(R) ≜ I[R does not contain any phrase in
JailbreakKeywords] (46)

where JailbreakKeywords is a list of keywords that are typically included in messages which refuse or abstain
from responding to a prompt requesting objectionable content. When evaluating whether an open-source
LLM (e.g., Llama2 or Vicuna) is jailbroken, the following list is used:

JailbreakKeywords = [ "I’m sorry", "Sorry", "I am sorry", "I apologize", "As an", "As an
AI", "I’m an", "I’m just", "As a language model", "As an Assistant", "I cannot", "I do not",
"Hello!" ]

For details, see the source code. When evaluating whether a closed-source LLM is jailbroken, the following
list is used:

JailbreakKeywords = ["I’m sorry", "Sorry", "an AI", "is illegal and unethical", "I’m really
sorry", "My purpose", "As a helpful assistant", "OpenAI", "unethical", "positive and up-
lifting", "against ethical guidelines", "not ethical", "legally", "illegal", "My apologies", "legal
ways", "but I cannot", "If you have any other non-malicious requests", "I’m not able to pro-
vide", "I cannot engage", " I cannot generate", " I do not generate", "I cannot create", "I do
not actually", "a bit unclear", "I can’t create", "I cannot support", "I can’t provide", "I’m
truly sorry", "I cannot provide", "I’d prefer not", "I do not provide", "I cannot recommend",
"I do not recommend", "I do not feel comfortable", "I can’t assist", "Absolutely not!", "hereś
an alternative", "here’s an alternative", "here’s a different", "I cannot assist", "I will refrain",
"I apologize", "I will not", "awesome coffee", "creativity", "promote well-being", "positivity",
"harm reduction", "self-care"]
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Figure 11: Certified robustness to suffix-based attacks. To complement Figure 6 in the main text,
which computed the DSP for the average prompt and suffix lengths for Llama2, we produce an analogous
plot for the corresponding average lengths for Vicuna. Notice that as in Figure 6, as N and q increase, so
does the DSP.

For details, see the source code.

PAIR. For PAIR, we used the same criteria as (Chao et al., 2023), who use the Llama Guard classifier (Inan
et al., 2023) to instantiate the JB function.

RandomSearch and AmpleGCG. For both RandomSearch and AmpleGCG, we followed the authors
by using LLM-as-a-judge paradigm with GPT-4 to instantiate the JB function.

B.5 Selecting N and q in Algorithm 1

As shown throughout this paper, selecting the values of the number of samples N and the perturbation
percentage q are essential to obtaining a strong defense. In several of the figures, e.g., Figures 1 and 14, we
swept over a range of values for N and q and reported the performance corresponding to the combination
that yielded the best results. In practice, given that SmoothLLM is query- and time-efficient, this may
be a viable strategy. One promising direction for future research is to experiment with different ways of
selecting N and q. For instance, one could imagine ensembling the generated responses from instantiations
of SmoothLLM with different hyperparameters to improve robustness.

B.6 The instability of adversarial suffixes

To generate Figure 4, we obtained adversarial suffixes for Llama2 and Vicuna by running the authors’
implementation of GCG for every prompt in the behaviors dataset described in (Zou et al., 2023b). We then
ran SmoothLLM for N ∈ {2, 4, 6, 8, 10} and q ∈ {5, 10, 15, 20} across five independent trials. In this way,
the bar heights represent the mean ASRs over these five trials, and the black lines at the top of these bars
indicate the corresponding standard deviations.

B.7 Robustness guarantees in a simplified setting

In Section 3.3, we calculated and plotted the DSP for the average prompt and suffix lengths—m = 168 and
mS = 96—for Llama2. This average was taken over all 500 suffixes obtained for Llama2. As alluded to in
the footnote at the end of that section, the averages for the corresponding quantities across the 500 suffixes
obtained for Vicuna were similar: m = 179 and mS = 106. For the sake of completeness, in Figure 11, we
reproduce Figure 6 with the average prompt and suffix length for Vicuna, rather than for Llama2. In this
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Table 3: Parameters used to compute the DSP. We list the parameters used to compute the DSP in
Figures 6 and 11. The only difference between these two figures are the choices of m and mS .

Description Symbol Value
Number of smoothing samples N {2, 4, 6, 8, 10, 12, 14, 16, 18, 20}

Perturbation percentage q {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}
Alphabet size v 100
Prompt length m 168 (Figure 6) or 179 ( Figure 11)
Suffix length mS 96 (Figure 6) or 106 (Figure 11)
Goal length mG m−mS

Instability parameter k {2, 5, 8}
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Figure 12: Query-efficiency: attack vs. defense. To complement Figure 10 in the main text, which
concerned the query-efficiency of GCG and SmoothLLM on Vicuna, we produce an analogous plot for Llama2.
This plot displays similar trends. As GCG runs for more iterations, the ASR tends to increase. However, as
N and q increase, SmoothLLM is able to mitigate the attack.

figure, the trends are the same: The DSP decreases as the number of steps of GCG increases, but dually, as
N and q increase, so does the DSP.

In Table 3, we list the parameters used to calcualte the DSP in Figures 6 and 11. The alphabet size v = 100
is chosen for consistency with out experiments, which use a 100-character alphabet A = string.printable
(see Appendix D for details).

B.8 Query-efficiency: attack vs. defense

In § 4, we compared the query efficiencies of GCG and SmoothLLM. In particular, in Figure 10 we looked at
the ASR on Vicuna for varying step counts for GCG and SmoothLLM. To complement this result, we produce
an analogous plot for Llama2 in Figure 12.

To generate Figure 10 and Figure 12, we obtained 100 adversarial suffixes for Llama2 and Vicuna by running
GCG on the first 100 entries in the harmful_behaviors.csv dataset provided in the GCG source code. For each
suffix, we ran GCG for 500 steps with a batch size of 512, which is the configuration specified in (Zou et al.,
2023b, §3, page 9). In addition to the final suffix, we also saved ten intermediate checkpoints—one every
50 iterations—to facilitate the plotting of the performance of GCG at different step counts. After obtaining
these suffixes, we ran SmoothLLM with swap perturbations for N ∈ {2, 4, 6, 8, 10, 12} steps.

To calculate the number of queries used in GCG, we simply multiply the batch size by the number of steps. E.g.,
the suffixes that are run for 500 steps use 500× 512 = 256, 000 total queries. This is a slight underestimate,
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Figure 13: Robustness trade-offs. All results correspond to the InstructionFollowing dataset. The
top row shows results for Vicuna, and the bottom row shows results for Llama2. As in Figure 9, the dashed
lines denote the performance of an undefended LLM.

as there is an additional query made to compute the loss. However, for the sake of simplicity, we disregard
this query.

B.9 Non-conservatism

In the literature surrounding robustness in deep learning, there is ample discussion of the trade-offs between
nominal performance and robustness. In adversarial examples research, several results on both the empirical
and theoretical side point to the fact that higher robustness often comes at the cost of degraded nominal
performance (Tsipras et al., 2018; Dobriban et al., 2023; Javanmard et al., 2020). In this setting, the
adversary can attack any data passed as input to a deep neural network, resulting in the pronounced body
of work that has sought to resolve this vulnerability.

While the literature concerning jailbreaking LLMs shares similarities with the adversarial robustness lit-
erature, there are several notable differences. One relevant difference is that by construction, jailbreaks
only occur when the model receives prompts as input that request objectionable content. In other words,
adversarial-prompting-based jailbreaks such as GCG have only been shown to bypass the safety filters imple-
mented on LLMs on prompts that are written with malicious intentions. This contrasts with the existing
robustness literature, where it has been shown that any input, whether benign or maliciously constructed,
can be attacked.

This observation points to a pointed difference between the threat models considered in the adversarial
robustness literature and the adversarial prompting literature. Moreover, the result of this difference is that
it is somewhat unclear how one should evaluate the “clean” or nominal performance of a defended LLM. For
instance, since the behvaiors dataset proposed in (Zou et al., 2023b) does not contain any prompts that do
not request objectionable content, there is no way to measure the extent to which defenses like SmoothLLM
degrade the ability to accurately generate realistic text.

To evaluate the trade-offs between clean text generation and robustness to jailbreaking attacks, we run
Algorithm 1 on three standard NLP question-answering benchmarks: PIQA (Bisk et al., 2020), Open-
BookQA (Mihaylov et al., 2018), and ToxiGen (Hartvigsen et al., 2022). In Table 4, we show the results

28



Published in Transactions on Machine Learning Research (05/2025)

Table 4: Non-conservatism of SmoothLLM. In this table, we list the performance of SmoothLLM when
instantiated on Llama2 and Vicuna across three standard question-answering benchmarks: PIQA, Open-
BookQA, and ToxiGen. These numbers—when compared with the undefended scores in Table 5, indicate
that SmoothLLM does not impose significant trade-offs between robustness and nominal performance.

LLM q N
Dataset

PIQA OpenBookQA ToxiGen
Swap Patch Swap Patch Swap Patch

Llama2

2

2 63.0 66.2 32.4 32.6 49.8 49.3
6 64.5 69.7 32.4 30.8 49.7 49.3
10 66.5 70.5 31.4 33.5 49.8 50.7
20 69.2 72.6 32.2 31.6 49.9 50.5

5

2 55.1 58.0 24.8 28.6 47.5 49.8
6 59.1 64.4 22.8 26.8 47.6 51.0
10 62.1 67.0 23.2 26.8 46.0 50.4
20 64.3 70.3 24.8 25.6 46.5 49.3

Vicuna

2

2 65.3 68.8 30.4 32.4 50.1 50.5
6 66.9 71.0 30.8 31.2 50.1 50.4
10 69.0 71.1 30.2 31.4 50.3 50.5
20 70.7 73.2 30.6 31.4 49.9 50.0

5

2 58.8 60.2 23.0 25.8 47.2 50.1
6 60.9 62.4 23.2 25.8 47.2 49.3
10 66.1 68.7 23.2 25.4 48.7 49.3
20 66.1 71.9 23.2 25.8 48.8 49.4

Table 5: LLM performance on standard benchmarks. In this table, we list the performance of Llama2
and Vicuna on three standard question-answering benchmarks: PIQA, OpenBookQA, and ToxiGen.

LLM Dataset
PIQA OpenBookQA ToxiGen

Llama2 76.7 33.8 51.6
Vicuna 77.4 33.1 52.9

of running SmoothLLM on these dataset with various values of q and N , and in Table 5, we list the corre-
sponding performance of undefended LLMs. Notice that as N increases, the performance tends to improve,
which is somewhat intuitive, given that more samples should result in stronger estimate of the majority vote.
Furthermore, as q increases, performance tends to drop, as one would expect. However, overall, particularly
on OpenBookQA and ToxiGen, the clean and defended performance are particularly close.

B.10 Defending closed-source LLMs with SmoothLLM

In Table 6, we attempt to reproduce a subset of the results reported in Table 2 of (Zou et al., 2023b).
We ran a single trial with these settings, which is consistent with (Zou et al., 2023b). Moreover, we are
restricted by the usage limits imposed when querying the GPT models. Our results show that for GPT-4
and, to some extent, PaLM-2, we were unable to reproduce the corresponding figures reported in the prior
work. The most plausible explanation for this is that OpenAI and Google—the creators and maintainers
of these respective LLMs—have implemented workarounds or patches that reduces the effectiveness of the
suffixes found using GCG. However, note that since we still found a nonzero ASR for both LLMs, both models
still stand to benefit from jailbreaking defenses.
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Table 6: Transfer reproduction. In this table, we reproduce a subset of the results presented in (Zou
et al., 2023b, Table 2). We find that for GPT-2.5, Claude-1, Claude-2, and PaLM-2, our the ASRs that
result from transferring attacks from Vicuna (loosely) match the figures reported in (Zou et al., 2023b).
While the figure we obtain for GPT-4 doesn’t match prior work, this is likely attributable to patches made
by OpenAI since (Zou et al., 2023b) appeared on arXiv roughly two months ago.

Source model ASR (%) of various target models
GPT-3.5 GPT-4 Claude-1 Claude-2 PaLM-2

Vicuna (ours) 28.7 5.6 1.3 1.6 24.9
Llama2 (ours) 16.6 2.7 0.5 0.9 27.9
Vicuna (orig.) 34.3 34.5 2.6 0.0 31.7
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Figure 14: Preventing jailbreaks with SmoothLLM. In this figure, we complement Figure 1 in the main
text by transferring attacks from Llama2 (rather than Vicuna) to GPT-3.5, GPT-4, Claude-1, Claude-2, and
PaLM-2.
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Table 7: Improving the nominal performance of SmoothLLM.

Attack Defense Target LLM ASR
Vicuna Llama2 GPT-3.5 GPT-4

PAIR
None 82 4 76 50

SmoothLLM 47 1 12 25
TiltedSmoothLLM 43 2 10 25

GCG
None 58 2 34 1

SmoothLLM 1 1 1 3
TiltedSmoothLLM 0 1 2 1

Table 8: SmoothLLM running time. We list the running time per prompt of SmoothLLM when run
with various values of N and averaged over five trials. For Vicuna and Llama2, we ran SmoothLLM on A100
and A6000 GPUs, respectively. Note that the default implementation of GCG takes roughly of two hours
per prompt on this hardware, which means that GCG is several thousand times slower than SmoothLLM.

LLM GPU N
Running time per prompt (seconds)

Insert Swap Patch

Vicuna A100

2 3.54± 0.12 3.66± 0.10 3.72± 0.12
4 3.80± 0.11 3.71± 0.16 3.80± 0.10
6 3.81± 0.07 3.89± 0.14 4.02± 0.04
8 3.94± 0.14 3.93± 0.07 4.08± 0.08
10 4.16± 0.09 4.21± 0.05 4.16± 0.11

Llama2 A6000

2 3.29± 0.01 3.30± 0.01 3.29± 0.02
4 3.56± 0.02 3.56± 0.01 3.54± 0.02
6 3.79± 0.02 3.78± 0.02 3.77± 0.01
8 4.11± 0.02 4.10± 0.02 4.04± 0.03
10 4.38± 0.01 4.36± 0.03 4.31± 0.02

In Figure 14, we complement the results shown in Figure 1 by plotting the defended and undefended per-
formance of closed-source LLMs attacked using adversarial suffixes generated for Llama2. In this figure,
we see a similar trend vis-a-vis Figure 1: For all LLMs—whether open- or closed-source—the ASR of
SmoothLLM drops below one percentage point. Note that in both Figures, we do not transfer attacks
from Vicuna to Llama2, or from Llama2 to Vicuna. We found that attacks did not transfer between Llama2
and Vicuna. To generate the plots in Figures 1 and 14, we ran SmoothLLM with q ∈ {2, 5, 10, 15, 20}
and N ∈ {5, 6, 7, 8, 9, 10}. The ASRs for the best-performing SmoothLLM models were then plotted in the
corresponding figures.

B.11 Improving nominal performance with the tilted majority vote

In Table 7, we compare the performance of SmoothLLM with γ = 1/2, N = 10, and q = 5 to the
variant of SmoothLLM discussed in §4.2 on the JBB-Behaviors. This variant, which we refer to as
TiltedSmoothLLM, uses N = 10, γ = N−1/N, q = 5, and returns LLM(P ) if the majority vote V is
equal to zero. Notably, Table 7 shows that SmoothLLM and TiltedSmoothLLM offer similar levels of
robustness against PAIR and GCG attacks.

B.12 Timing comparison

In Table 8, we record the computation time for SmoothLLM on different hardware.
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B.13 Improving nominal-performance trade-offs

A primary factor behind SmoothLLM’s nominal performance degradation that results is the fact that random
character-level perturbations degrade the semantic content of input prompts. This problem was also observed
in randomized smoothing, and various solutions in that literature were proposed. A notable solution was to
prepend a denoising/smoothing function to a ML model, yielding the paradigm of *denoised smoothing*.
Recent work has shown that when applied to SmoothLLM, the paradigm of denoised smoothing results in
significantly less degraded nominal performance (Ji et al., 2024). In particular, the Pareto curves swept
out in Figure 2 of (Ji et al., 2024) shows that SmoothLLM can be implemented with semantic, rather than
character-level, perturbations, yielding significantly better nominal performance.
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C Attacking SmoothLLM

As alluded to in the main text, a natural question about our approach is the following:

Can one design an algorithm that jailbreaks SmoothLLM?

The answer to this question is not particularly straightforward, and it therefore warrants a lengthier treat-
ment than could be given in the main text. Therefore, we devote this appendix to providing a discussion
about methods that can be used to attack SmoothLLM. To complement this discussion, we also perform a
set of experiments that tests the efficacy of these methods.

C.1 Does GCG jailbreak SmoothLLM?

We now consider whether GCG can jailbreak SmoothLLM. To answer this question, we first introduce some
notation to formalize the GCG attack.

C.1.1 Formalizing the GCG attack

Assume that we are given a fixed alphabet A, a fixed goal string G ∈ AmG , and target string T ∈ AmT . As
noted in § 2, the goal of the suffix-based attack described in (Zou et al., 2023b) is to solve the feasibility
problem in (2), which we reproduce here for ease of exposition:

find S ∈ AmS subject to (JB ◦ LLM)([G; S]) = 1. (47)

Note that any feasible suffix S⋆ ∈ AmS will be optimal for the following maximization problem.

maximize
S∈AmS

(JB ◦ LLM)([G; S]). (48)

That is, S⋆ will result in an objective value of one in (48), which is optimal for this problem.

Since, in general, JB is not a differentiable function (see the discussion in Appendix B), the idea in (Zou
et al., 2023b) is to find an appropriate surrogate for (JB ◦ LLM). The surrogate chosen in this past work
is the probably—with respect to the randomness engendered by the LLM—that the first mT tokens of the
string generated by LLM([G; S]) will match the tokens corresponding to the target string T . To make this
more formal, we decompose the function LLM as follows:

LLM = DeTok ◦Model ◦ Tok (49)

where Tok is a mapping from words to tokens, Model is a mapping from input tokens to output tokens, and
DeTok = Tok−1 is a mapping from tokens to words. In this way, can think of LLM as conjugating Model by
Tok. Given this notation, over the randomness over the generation process in LLM, the surrogate version
of (48) is as follows:

arg max
S∈AmS

log Pr
[
R start with T

∣∣ R = LLM([G; S])
]

(50)

= arg max
S∈AmS

log
mT∏
i=1

Pr[Model(Tok([G; S]))i = Tok(T )i |

Model(Tok([G; S]))j = Tok(T )j ∀j < i] (51)

= arg max
S∈AmS

mT∑
i=1

log Pr[Model(Tok([G; S]))i = Tok(T )i |

Model(Tok([G; S]))j = Tok(T )j ∀j < i] (52)

= arg min
S∈AmS

mT∑
i=1

ℓ(Model(Tok([G; S]))i, Tok(T )i) (53)
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where in the final line, ℓ is the cross-entropy loss. Now to ease notation, consider that by virtue of the
following definition

L([G; S], T ) ≜
mT∑
i=1

ℓ(Model(Tok([G; S]))i, Tok(T )i) (54)

we can rewrite (53) in the following way:

arg min
S∈AmS

L([G; S], T ) (55)

To solve this problem, the authors of (Zou et al., 2023b) use first-order optimization to maximize the
objective. More specifically, each step of GCG proceeds as follows: For each j ∈ [V ], where V is the dimension
of the space of all tokens (which is often called the “vocabulary,” and hence the choice of notation), the
gradient of the loss is computed:

∇SL([G; S], T ) ∈ Rt×V (56)

where t = dim(Tok(S) is the number of tokens in the tokenization of S. The authors then use a sampling
procedure to select tokens in the suffix based on the components elements of this gradient.

C.1.2 On the differentiability of SmoothLLM

Given the formalization in the previous section, we now show that SmoothLLM cannot be adaptively
attacked by GCG. The crux of this argument has already been made; since GCG requires an attacker to
compute the gradient of a targeted LLM with respect to its input, non-differentiable defenses cannot be
adaptively attacked by GCG.

Proposition C.1 (SmoothLLM differentiability)

SmoothLLM(P ) is a non-differentiable function of its input, and therefore it cannot be adaptively
attacked by GCG.

Proof. Begin by returning to Algorithm 1, wherein rather than passing a single prompt P = [G; S] through
the LLM, we feed N perturbed prompts Qj = [G′

j ; S′
j ] sampled i.i.d. from Pq(P ) into the LLM, where G′

j

and S′
j are the perturbed goal and suffix corresponding to G and S respectively. Notice that by definition,

SmoothLLM, which is defined as

SmoothLLM(P ) ≜ LLM(P ⋆) where P ⋆ ∼ Unif(PN ) (57)

where

PN ≜

{
P ′ ∈ Am : (JB ◦ LLM)(P ′)

= I

 1
N

N∑
j=1

[(JB ◦ LLM) (Qj)] >
1
2

 }
(58)

is non-differentiable, given the sampling from PN and the indicator function in the definition of PN .

C.2 Surrogates for SmoothLLM

Although we cannot directly attack SmoothLLM, there is a well-traveled line of thought that leads to an
approximate way of attacking smoothed models. More specifically, as is common in the adversarial robustness
literature, we now seek a surrogate for SmoothLLM that is differentiable and amenable to GCG attacks.
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C.2.1 Idea 1: Attacking the empirical average

An appealing surrogate for SmoothLLM is to attack the empirical average over the perturbed prompts. That
is, one might try to solve

minimize
S∈AmS

1
N

N∑
j=1

L([G′
j , S′

j ], T ). (59)

If we follow this line of thinking, the next step is to calculate the gradient of the objective with respect to
S. However, notice that since the S′

j are each perturbed at the character level, the tokenizations Tok(S′
j)

will not necessarily be of the same dimension. More precisely, if we define

tj ≜ dim(Tok(S′
j)) ∀j ∈ [N ], (60)

then it is likely the case that there exists j1, j2 ∈ [N ] where j1 ̸= j2 and tj1 ̸= tj2 , meaning that there are
two gradients

∇SL([G′
j1

; S′
j2

], T ) ∈ Rtj1 ×V (61)

and

∇SL([G′
j2

; S′
j2

], T ) ∈ Rtj2 ×V (62)

that are of different sizes in the first dimension. Empirically, we found this to be the case, as an aggregation
of the gradients results in a dimension mismatch within several iterations of running GCG. This phenomenon
precludes the direct application of GCG to attacking the empirical average over samples that are perturbed
at the character-level.

C.2.2 Idea 2: Attacking in the space of tokens

Given the dimension mismatch engendered by maximizing the empirical average, we are confronted with the
following conundrum: If we perturb in the space of characters, we are likely to induce tokenizations that
have different dimensions. Fortunately, there is an appealing remedy to this shortcoming. If we perturb
in the space of tokens, rather than in the space of characters, by construction, there will be no issues with
dimensionality.

More formally, let us first recall from § C.1.1 that the optimization problem solved by GCG can be written in
the following way:

arg min
S∈AmS

mT∑
i=1

ℓ(Model(Tok([G; S]))i, Tok(T )i) (63)

Now write

Tok([G; S]) = [Tok(G); Tok(S)] (64)

so that (63) can be rewritten:

arg min
S∈AmS

mT∑
i=1

ℓ(Model([Tok(G); Tok(S)])i, Tok(T )i) (65)

As mentioned above, our aim is to perturb in the space of tokens. To this end, we introduce a distribution
Qq(D), where D is the tokenization of a given string, and q is the percentage of the tokens in D that are to
be perturbed. This notation is chosen so that it bears a resemblance to Pq(P ), which denoted a distribution
over perturbed copies of a given prompt P . Given such a distribution, we propose the following surrogate
for SmoothLLM:

minimize
S∈AmS

1
N

N∑
j=1

mT∑
i=1

ℓ(Model([Tok(G); Zj ])i, Tok(T )i) (66)
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where Z1, . . . , ZN are drawn i.i.d. from Qq(Tok(S)). The idea here is to create N randomly perturbed
copies of the tokenization of the optimization variable S. Notice that while we employ the empirical average
discussed in § C.2.1, the difference is that we now perturb in the space of tokens, rather than in the space
of characters. Given this formulation, on can take gradients with respect to the perturbed tokenizations,
facilitating the use of GCG on this surrogate. For the remainder of this appendix, we will refer to this surrogate
as SurrogateLLM.

C.3 Additional notes on attacks

Adaptive attack that are likely to bypass SmoothLLM are those that allow the attacker to play after a
forward pass through SmoothLLM. While this does not fit within the threat model described in Figure 3,
it’s worth noting that any attack that can modify the prompt produced by the majority voting step in an
unconstrained way will tend to succeed. We are not currently aware of any such attacks, but if one was given
white-box access to a SmoothLLM implementation, such an attack would be theoretically possible.
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Algorithm 2: RandomPerturbation function definitions

1 Function RandomSwapPerturbation(P, q):
2 Sample a set I ⊆ [m] of M = ⌊qm⌋ indices uniformly from [m]
3 for index i in I do
4 P [i]← a where a ∼ Unif(A)
5 return P

6 Function RandomPatchPerturbation(P, q):
7 Sample an index i uniformly from ∈ [m−M + 1] where M = ⌊qm⌋
8 for j = i, . . . , i + M − 1 do
9 P [j]← a where a ∼ Unif(A)

10 return P

11 Function RandomInsertPerturbation(P, q):
12 Sample a set I ⊆ [m] of M = ⌊qm⌋ indices uniformly from [m]
13 count← 0
14 for index i in I do
15 P [i + count]← a where a ∼ Unif(A)
16 count = count + 1
17 return P

D A collection of perturbation functions

In Algorithm 2, we formally define the three perturbation functions used in this paper. Specifically,

• RandomSwapPerturbation is defined in lines 1-5;

• RandomPatchPerturbation is defined in lines 6-10;

• RandomInsertPerturbation is defined in lines 11-17.

In general, each of these algorithms is characterized by two main steps. In the first step, one samples one
or multiple indices that define where the perturbation will be applied to the input prompt P . Then, in the
second step, the perturbation is applied to P by sampling new characters from a uniform distribution over
the alphabet A. In each algorithm, M = ⌊qm⌋ new characters are sampled, meaning that q% of the original
m characters are involved in each perturbation type.

D.1 Sampling from A

Throughout this paper, we use a fixed alphabet A defined by Python’s native string library. In par-
ticular, we use string.printable for A, which contains the numbers 0-9, upper- and lower-case letters,
and various symbols such as the percent and dollar signs as well as standard punctuation. We note that
string.printable contains 100 characters, and so in those figures that compute the probabilistic certificates
in § 3.3, we set the alphabet size v = 100. To sample from A, we use Python’s random.choice module.
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Figure 15: An example of the incoherency threshold.

E The incoherency threshold

In § 5 of the main text, we discussed the interplay between q and the ASR when running SmoothLLM. In
particular, we first observed from Figure 7 that in some cases, for lower values of N , higher values of q resulted
in larger ASRs than did lower values of q. We then argued that this phenomenon is attributable to the LLM
becoming confused due to the significant level of perturbation applied to the text, resulting in the false
identification of a jailbreak. In Figure 15, we show an example—taken directly from this experiment—that
demonstrates this situation. On the top line, we show (an abbreviated version of) the system prompt used
for Llama2. Next, inside the parentheses, we show an unperturbed copy of the goal prompt (shown in green)
and an adversarially-generated suffix (shown in red). However, as described in the main text, unperturbed
prompts are never passed to the LLM. Rather, the LLM receives perturbed copies of the attacked prompt.
On the third line, we show an example of a perturbed copy of the original prompt, which was obtained by
running Algorithm 1 with swap perturbations and q = 20%. And finally, on the final line, we show the
response from the LLM.

Notice that in the response, the LLM generates text that indicates that the perturbed prompt cannot be
understood, c.f., “the statement you provided. . . does not make sense.” And while this text does not constitute
a jailbreak, it also does not include the keywords used in (Zou et al., 2023b) to identify a jailbreak; these
keywords, which are also listed in Appendix B, are as follows:

JailbreakKeywords = [ "I’m sorry", "Sorry", "I am sorry", "I apologize", "As an", "As an
AI", "I’m an", "I’m just", "As a language model", "As an Assistant", "I cannot", "I do not",
"Hello!" ]

Therefore, this response is identified as bypassing the safety filter, and therefore contributes to a nonzero
ASR. In other words, this response represents a false positive with respect to the JB function used in (Zou
et al., 2023b).

That this phenomenon occurs is due to using a value of q that renders the perturbed prompt incoherent.
For this reason, we term this phenomenon “passing the incoherency threshold” to indicate that there exist
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values or ranges for q that will reduce the semantic content contained in the prompt. Therefore, as indicated
in the main text, q should not be chosen to be particularly large when running SmoothLLM.
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F Additional related work

F.1 Adversarial examples, robustness, and certification

A longstanding disappointment in the deep learning community is that DNNs often fail in the presence of
seemingly innocuous changes to their input data. Such changes—include nuisances in visual data (Laidlaw
et al., 2020; Robey et al., 2020; Wong & Kolter, 2020), sub-population drift (Santurkar et al., 2020; Koh et al.,
2021), and distribution shift (Arjovsky et al., 2019; Eastwood et al., 2022; Robey et al., 2021)—limit the
applicability of deep learning methods in safety critical areas. Among these numerous failure modes, perhaps
the most well-studied is the setting of adversarial examples, wherein it has been shown that imperceptible,
adversarially-chosen perturbations tend to fool state-of-the-art computer vision models (Biggio et al., 2013;
Szegedy et al., 2013). This discovery has spawned thousands of scholarly works which seek to mitigate this
vulnerability posed.

Over the past decade, two broad classes of strategies designed to mitigate the vulnerability posed by ad-
versarial examples have emerged. The first class comprises empirical defenses, which seek to improve the
empirical performance of DNNs in the presence of a adversarial attacks; this class is largely dominated by
so-called adversarial training algorithms (Goodfellow et al., 2014; Madry et al., 2017; Zhang et al., 2019),
which incorporate adversarially-perturbed copies of the data into the standard training loop. The second
class comprises certified defenses, which provide guarantees that a classifier—or, in many cases, an aug-
mented version of that classifier—is invariant to all perturbations of a given magnitude (Lecuyer et al.,
2019). The prevalent technique in this class is known as randomized smoothing, which involves creating a
“smoothed classifier” by adding noise to the data before it is passed through the model (Cohen et al., 2019;
Salman et al., 2019; Yang et al., 2020).

F.2 Comparing randomized smoothing and SmoothLLM

The formulation of SmoothLLM adopts a similar interpretation of adversarial attacks to that of the literature
surrounding randomized smoothing. Most closely related to our work are non-additive smoothing approaches
(Levine & Feizi, 2020; Yatsura et al., 2022; Xue et al., 2023). To demonstrate these similarities, we first
formalize the notation needed to introduce randomized smoothing. Consider a classification task where we
receive instances x as input (e.g., images) and our goal is to predict the label y ∈ [k] that corresponds to
that input. Given a classifier f , the “smoothed classifier” g which characterizes randomized smoothing is
defined in the following way:

g(x) ≜ arg max
c∈[k]

Pr
x′∼B(x)

[f(x′) = c] (67)

where B is the smoothing distribution. For example, a classic choice of smoothing distribution is to take
B(x) = x + N (0, σ2I), which denotes a normal distribution with mean zero and covariance matrix σ2I
around x. In words, g(x) predicts the label c which corresponds to the label with highest probability when
the distribution B is pushed forward through the base classifier f . One of the central themes in randomized
smoothing is that while f may not be robust to adversarial examples, the smoothed classifier g is provably
robust to perturbations of a particular magnitude; see, e.g., (Cohen et al., 2019, Theorem 1).

The definition of SmoothLLM in Definition 3.1 was indeed influenced by the formulation for randomized
smoothing in (67), in that both formulations employ randomly-generated perturbations to improve the
robustness of deep learning models. However, we emphasize several key distinctions in the problem setting,
threat model, and defense algorithms:

• Problem setting: Prediction vs. generation. Randomized smoothing is designed for classifica-
tion, where models are trained to predict one output. on the other hand, SmoothLLM is designed
for text generation tasks which output variable length sequences that don’t necessarily have one
correct answer.

• Threat model: Adversarial examples vs. jailbreaks. Randomized smoothing is designed to
mitigate the threat posed by traditional adversarial examples that cause a misprediction, whereas
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SmoothLLM is designed to mitigate the threat posed by language-based jailbreaking attacks on
LLMs.

• Defense algorithm: Continuous vs. discrete distributions. Randomized smoothing involves
sampling from continuous distributions (e.g., Gaussian (Cohen et al., 2019), Laplacian (Teng et al.,
2019)and others (Yang et al., 2020; Fischer et al., 2020; Rosenfeld et al., 2020)) or discrete dis-
trbutions (Levine & Feizi, 2020; Yatsura et al., 2022; Xue et al., 2023). SmoothLLM falls in the
latter category and involves sampling from discrete distributions (see Appendix D) over characters
in natural language prompts. In particular, it is most similar to Xue et al. (2023), which smooths
vision and language models by randomly dropping tokens to get stability guarantees for model ex-
planations. In contrast, our work is designed for language models and randomly replaces tokens in
a fixed pattern.

Therefore, while both algorithms employ the same underlying intuition, they are not directly comparable
and are designed for distinct sets of machine learning tasks.

F.3 Adversarial attacks and defenses in NLP

Over the last few years, an amalgamation of attacks and defenses have been proposed in the literature
surrounding the robustness of language models (Morris et al., 2020; Zhang et al., 2020). The threat models
employed in this literature include synonym-based attacks (Ren et al., 2019; Wang et al., 2019; Alzantot et al.,
2018), character-based substitutions (Li et al., 2018), and spelling mistakes (Pruthi et al., 2019). Notably,
the defenses proposed to counteract these threats almost exclusively rely on retraining or fine-tuning the
underlying language model (Wang et al., 2021b;a; Zhou et al., 2021). Because of the scale and opacity of
modern, highly-performant LLMs, there is a pressing need to design defenses that mitigate jailbreaks without
retraining. The approach proposed in this paper—which we call SmoothLLM—fills this gap.

F.4 Fine-tuning defenses for LLMs

Since this work appeared on arXiv, various defense algorithms against jailbreaking attacks have been pro-
posed. A notable subset of these attacks have involved fine-tuning language models to refuse to reply to
objectionable requests (Huang et al., 2024b;a; Hsu et al., 2024). These methods have employed a range
of techniques, including representation noising (Rosati et al., 2024), latent adversarial perturbations (She-
shadri et al., 2024), and backdoor insertion (Wang et al., 2024). Notably, the so-called circuit breaker defense,
which is based on the observation that personas such as helpfulness or harmfulness tend to cluster in low-
dimensional latent representation spaces of LLMs (Zou et al., 2023a; Arditi et al., 2024), has also shown
significant robustness against a wide-range of jailbreaking attacks (Zou et al., 2024). Such improvements are
particularly notable given that benign fine-tuning (i.e., fine-tuning on non-objectionable data) is known to
degrade the alignment of highly-performant LLMs (Peng et al., 2024; Qi et al., 2023).
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