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Abstract

This study explores Pre-trained Language Mod-001
els (PLMs) for Arabic mental health question002
answering using the novel MentalQA dataset.003
We establish a baseline for future research004
and compare PLMs to classical models. Fine-005
tuned PLMs outperform classical models, with006
MARBERT achieving the best results (0.89007
F1-score). Few-shot learning with GPT mod-008
els also shows promise. This work highlights009
PLMs’ potential for Arabic mental health ap-010
plications while identifying areas for further011
development.012

1 Introduction013

Mental health disorders pose a significant global014

burden, impacting nearly one billion people across015

demographics (Organization, 2022). Despite its016

prevalence, access to effective care remains limited,017

with only half receiving treatment (Consortium018

et al., 2004). The economic impact is substantial,019

with mental health costing the global economy tril-020

lions annually (Marquez and Saxena, 2016). Nat-021

ural Language Processing (NLP) offers promising022

solutions for early intervention and resource allo-023

cation (Le Glaz et al., 2021). Recent advancements024

in Pre-trained Language Models (PLMs) show ex-025

ceptional performance in NLP tasks (Devlin et al.,026

2019).027

Recent advancements in PLMs have revolution-028

ized applications in various fields, including health-029

care (He et al., 2023). However, research on opti-030

mizing PLMs specifically for mental health applica-031

tions remains in its early stages. Integrating PLMs032

into mental health services offers exciting possibil-033

ities for both patients seeking support (Liu et al.,034

2023; Brocki et al., 2023) and healthcare profes-035

sionals aiming to improve their services (Sharma036

et al., 2023). However, PLMs’ effectiveness in037

mental health depends on their ability to under-038

stand the nuances of human language including the039

subjectivity and variability of symptoms, and the 040

need for specialized communication and empathy 041

skills. This challenge is particularly pronounced 042

for languages like Arabic, with its richness, com- 043

plexity, and vast number of speakers (Guellil et al., 044

2021). 045

Despite progress in applying PLMs to mental 046

health in other languages (Atapattu et al., 2022; 047

Kabir et al., 2022; Sun et al., 2021), Arabic re- 048

mains understudied in this area. A study by (Zhang 049

et al., 2022) highlights a significant imbalance in 050

the availability of mental health datasets across lan- 051

guages. English datasets dominate, making up 81% 052

of the total, followed by Chinese at 10%. Con- 053

versely, Arabic datasets are scarce, accounting for 054

a mere 1.5% of available resources. 055

We explore the potential of pre-trained large 056

language models (PLMs) for Arabic mental 057

health by investigating their effectiveness on a 058

novel question-answering dataset, MentalQA. This 059

dataset is the first of its kind for Arabic and focuses 060

on mental health related interactions. Our work 061

contributes to this domain in three key ways: 1) 062

We conduct the first experiments on MentalQA, 063

establishing a baseline for future research. 2) We 064

perform a comparative analysis between classical 065

machine learning models and PLMs, highlighting 066

their strengths and weaknesses for this specific task. 067

3) By showcasing the current capabilities and lim- 068

itations of PLMs in a mental health context, this 069

work aims to promote their further development 070

and refinement for improved mental healthcare ap- 071

plications. 072

2 Experiments 073

2.1 Dataset and Task Description 074

We leverage the MentalQA dataset (Alhuzali et al., 075

2024) for our analysis. This dataset contains 500 076

question-answer pairs on mental health from the 077

Altibbi platform (2020-2021). Questions cover di- 078
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Figure 1: An overview of our experimental design.

agnosis, treatment, etc., while answers offer in-079

formation, guidance, or emotional support. The080

MentalQA dataset encompasses two tasks: the clas-081

sification of question types and answer types. Both082

tasks allow for the assignment of multiple labels,083

employing a multi-label classification approach.084

2.2 Experimental Setup085

We compared four approaches for question-answer086

multi-label classification on the MentalQA dataset:087

1) Feature extraction with SVM: Traditional meth-088

ods like TF-IDF convert text into numerical fea-089

tures for classification by an SVM. 2) PLMs as090

feature extractors: Pre-trained PLMs encode text091

into vectors capturing semantic information, which092

are then fed into an SVM for classification. 3)093

Fine-tuning PLMs: We fine-tune PLMs on the094

MentalQA dataset to improve their performance095

for this specific task. 4) Prompting Engineering:096

We explore using GPT-3.5 and GPT-4 with specif-097

ically designed prompts to classify questions and098

answers.099

2.3 Implementation Details100

We conducted experiments using PyTorch on a T4-101

GPU (15GB memory). For feature extraction and102

fine-tuning of PLMs, we used Hugging-Face trans-103

formers. Due to resource limitations, we focused104

on three Arabic PLMs: AraBERT, MARBERT105

(strong performance in depression detection accord-106

ing to (Guo et al., 2024), and CAMeLBERT-DA.107

For prompting engineering, we used OpenAI API108

with GPT-3.5 and GPT-4 variants.109

We evaluated models using Micro F1-score,110

weighted F1-score, and Jaccard index (common111

metrics for multi-label classification (Alhuzali and112

Ananiadou, 2021; Mohammad et al., 2018). Since113

the MentalQA dataset has imbalanced classes, we 114

used the weighted F1-score to account for class 115

distribution. 116

2.4 Experimental Results 117

We evaluated four approaches for classifying ques- 118

tion and answer types in the MentalQA dataset. 119

Traditional feature extraction with SVM achieved 120

reasonable performance, but PLMs as feature ex- 121

tractors (AraBERT, CAMelBERT, MARBERT) 122

were more competitive, with MARBERT achiev- 123

ing a weighted F1-score of 0.78 for question type 124

classification and 0.82 for answer type classifica- 125

tion. Fine-tuning PLMs further improved results, 126

with fine-tuned MARBERT reaching a weighted 127

F1-score of 0.85 for question types and 0.89 for 128

answer types. GPT-3.5 and GPT-4 showed promise 129

in a few-shot learning setting, achieving a 7% im- 130

provement in F1-score compared to zero-shot learn- 131

ing for question type classification. These findings 132

highlight the effectiveness of contextualized repre- 133

sentations and fine-tuning for this task. 134

3 Conclusion 135

This study investigated the effectiveness of PLMs 136

and machine learning models for Arabic mental 137

health question answering using the MentalQA 138

dataset. PLMs like MARBERT exhibited supe- 139

rior performance, suggesting their potential for fu- 140

ture mental health applications like intervention ser- 141

vices or resource allocation. Additionally, few-shot 142

learning with PLMs showed promise, highlight- 143

ing further exploration for developing accessible 144

and culturally-sensitive mental health resources for 145

Arabic language. 146
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