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Abstract

Large language models (LLMs) face issues001
in handling factual knowledge, making it vi-002
tal to evaluate their true ability to understand003
facts. In this study, we introduce knowledge004
probing frameworks, BELIEF(-ICL), to eval-005
uate the knowledge understanding ability of006
decoder-based as well as encoder-based pre-007
trained LMs (PLMs) from diverse perspectives.008
BELIEFs utilize a multi-prompt dataset to eval-009
uate PLM’s accuracy, consistency, and reliabil-010
ity in factual knowledge understanding. To en-011
able a more reliable evaluation with BELIEFs,012
we semi-automatically create MyriadLAMA,013
which has massively diverse prompts. We vali-014
date the effectiveness of BELIEFs in correctly015
and comprehensively evaluating PLM’s factual016
understanding ability via extensive evaluations017
with recent LLMs. We then investigate key fac-018
tors in learning facts in LLMs, and reveal the019
limitation of the prompt-based knowledge prob-020
ing. The dataset is anonymously publicized.1021

1 Introduction022

One of the strongest motivations for training a lan-023

guage model (LM) using a larger amount of text024

is to increase the LM’s ability to manage factual025

knowledge in knowledge-intensive tasks (Kamal-026

loo et al., 2023). However, even if LMs are trained027

on massive text, they suffer from hallucinations028

that generate incorrect knowledge-grounded sen-029

tences (Zhang et al., 2023). Considering that large030

language models (LLMs) are being widely applied031

to real-world tasks, it is vital to understand the true032

knowledge capacity of LLMs and what factors in-033

fluence the knowledge learning during pre-training.034

However, evaluating the LLM’s knowledge ca-035

pacity is still challenging. Although LAMA prob-036

ing (Petroni et al., 2019) evaluates the knowledge037

contained in pre-trained LMs (PLMs), it provides038

only prediction accuracy. Some studies diversify039

1https://anonymous.4open.science/r/belief-CC8A

the LAMA probing datasets to compute prediction 040

consistency (robustness) (Elazar et al., 2021; Jiang 041

et al., 2020), but those datasets have either low qual- 042

ity or low quantity issues (§ B). Moreover, since the 043

LAMA probe assumes encoder-based PLMs with 044

the masked LM objective to solve fill-in-the-blank 045

tasks, directly applying it to recent decoder-based 046

LLMs will underestimate their ability of knowl- 047

edge understanding. Although recent studies lever- 048

aged QA-based datasets to probe LLMs’ knowl- 049

edge (Kalo and Fichtel, 2022; Mallen et al., 2023; 050

Wiland et al., 2024; Maekawa et al., 2024) via pre- 051

diction accuracy, they overlook other important 052

aspects than accuracy such as robustness to diverse 053

prompts and the reliability of predictions, which 054

are important for real-world applications. 055

In this study, we introduce BELIEF (§2) and 056

its variant BELIEF-ICL (§3), the multifaceted fac- 057

tual knowledge probing frameworks for encoder- 058

and decoder-based PLMs. BELIEFs utilize diverse 059

prompts for each fact to eliminate the specific in- 060

fluence of linguistic expression on the results. It 061

enables us to evaluate PLMs’ robustness and relia- 062

bility by measuring accuracy fluctuations, consis- 063

tency, and overconfidence in fact prediction. Since 064

BELIEFs require a multi-prompt probing dataset 065

with diverse prompts for each fact, we build a new 066

probing dataset, MyriadLAMA, to enable a more 067

accurate and comprehensive evaluation (§4). 068

We applied BELIEFs to various encoder- and 069

decoder-based PLMs, including BERT (Devlin 070

et al., 2019) and Llama2 (Touvron et al., 2023) 071

(§5.1). Through extensive evaluations, we verify 072

the effectiveness of BELIEFs in accurately uncov- 073

ering PLMs’ ability in factual understanding (§5). 074

Moreover, by comparing different PLMs, we reveal 075

insights into the factors affecting the acquisition of 076

facts during pre-training (§6). Finally, we explore 077

the upper limits of covered knowledge by different 078

methods and reveal the limitations of prompt-based 079

knowledge probing (§7). 080
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2 BELIEF Framework081

We first present a multifaceted factual probing082

framework - BELIEF, specifically for encoder-083

based PLMs. Using a multi-prompt knowledge084

probing dataset, BELIEF evaluates the facts under-085

standing ability of PLMs from accuracy, robustness086

and reliability (§2.2-2.4). Here, robustness mea-087

sures PLMs’ ability to maintain consistent accuracy088

and predictions when given different prompts in089

evaluation. Reliability reflects the extent to which090

we can trust the PLMs’ predictions.091

2.1 Preliminary092

To accurately evaluate the facts in PLMs, BELIEF093

aggregates results from multiple prompts for each094

fact to mitigate biases from specific linguistic ex-095

pressions. This requires a dataset with varied ex-096

pressions for each fact, namely multi-prompt fac-097

tual probing dataset.098

We follow the setting of fill-in-the-blank099

datasets, where each fact is represented as a knowl-100

edge triple ⟨subject, relation, object⟩ (e.g., ⟨Tokyo,101

Capital, Japan⟩). To probe PLMs for a knowledge102

triple, we first create a masked prompt (hereafter,103

prompt) (e.g., “Tokyo is the capital of [Y]”) for it104

and then input it into PLMs to see if they correctly105

predict the object token. To create such prompts,106

we first need a template for the relation (hereafter,107

relational template, e.g., [X] is the capital of [Y]).108

We then fill the template with target knowledge109

triples, replacing [X] with a subject expression and110

[Y] with a [MASK] token. A multi-prompt dataset111

offers diverse prompts for each fact by providing112

varied relational templates and entity expressions.113

We denote the subject-relation pairs in dataset114

as T , the set of prompts for a given subject-relation115

pair t ∈ T as Pt. If the output distribution cor-116

responding to mask token of a prompt is O =117

{(wj , oj)|
∑

j oj = 1}, the prediction result is de-118

fined as the token ŵ = argmaxwj ,(wj ,oj)∈Ooj .119

2.2 Accuracy and its fluctuations120

To correctly evaluate the accuracy of PLMs, we ag-121

gregate predictions from diverse prompts. Specif-122

ically, we randomly select one prompt for each123

subject-relation pair t ∈ T to form a set of prompts124

for all triples P = {p1, ..., p|T |}. By feeding these125

prompts P to PLMs, we can calculate one accuracy126

value based on their predictions. We repeat this127

process to collect a set of accuracies, which we128

then use to calculate both average and fluctuation.129

Average accuracy: In BELIEF, accuracy met- 130

rics include Acc@1, which measures the rate of 131

prompts with the correct token predicted within the 132

top-1 output probabilities. Then we repeat this pro- 133

cess N times to obtain a set of accuracies, denoted 134

as VAcc@1, where |VAcc@1| = N . The final average 135

accuracy is calculated as the mean value of VAcc@1. 136

Fluctuation of accuracy: For VAcc@1, we evalu- 137

ate accuracy fluctuations using the range and stan- 138

dard deviation. The range is determined by the 139

difference between the maximum and minimum 140

accuracy values in VAcc@1. 141

2.3 Consistency 142

For each subject-relation pair t, we assess the 143

PLM’s consistency in predicting the object across 144

different prompts in Pt. Specifically, we compute 145

the degree of match between the prediction result 146

ŵi
t for a given prompt pit and the prediction results 147

ŵj
t for other prompts pjt ∈ Pt (where j ̸= i), across 148

all subject-relation pairs in T : 149

Consist =
1

|T |
∑
t∈T

∑
i,j:i ̸=j,i,j≤|Pt| 1[ŵ

t
i = ŵt

j ]
1
2 |Pt|(|Pt| − 1)

(1)

150

2.4 Reliability 151

The reliability of PLMs reflects the extent to which 152

we can trust the predictions they provide. In our 153

study, we measure PLMs’ overconfidence level in 154

making fact prediction, drawing from the expected 155

error calibration metric (Desai and Durrett, 2020). 156

Specially, we measure the difference between true 157

prediction accuracy and models’ confidence to their 158

predicted tokens. For each prompt, we first ac- 159

quire the maximum probability (hereafter, confi- 160

dence) from the output distribution for the mask 161

token. Subsequently, all of the prompts are ar- 162

ranged in descending order based on confidence 163

and segmented into M bins (P (1), P (2), ..., P (M)), 164

with the same amount of data points in each bin. 165

For each bin i, we compute the average accuracy 166

Acc@1
(i)

and average confidence omax
(i). In our 167

work, we use M = 10 for all the experiments. Fi- 168

nally, the PLM’s overconfidence in predicting the 169

object is assessed by averaging differences between 170

average confidence and accuracy across all bins: 171

Overconf =
M∑
i=1

|P (i)|
M

(omax
(i) − Acc@1

(i)
)

(2)

172
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The closer the Overconf is to zero, the more173

aligned the model’s confidence is with its accuracy,174

indicating reliable confidence. A negative Over-175

conf value means the model is underconfident.176

3 BELIEF-ICL for Decoder-based LLMs177

Recent LLMs are based on decoder-only Trans-178

former architecture, and are trained to predict sub-179

sequent tokens in a sequence. This makes it chal-180

lenging for them to directly predict [MASK] tokens181

in masked prompts, as they cannot utilize informa-182

tion following the [MASK] (e.g., “[MASK] and183

Tokyo are twin cities”). To comprehensively eval-184

uate LLMs and enable fair comparison between185

encoder- and decoder-based models, we extend BE-186

LIEF to LLMs by employing in-context learning187

(ICL), termed BELIEF-ICL.188

3.1 In-context learning for fact probe189

The in-context learning ability allows LLMs to per-190

form complex tasks during inference using task-191

specific prompts (Brown et al., 2020). When de-192

signing ICL for evaluating factual knowledge, it is193

essential to consider task instructions and context194

examples appended to the target prompts.195

1) Task instruction: We introduce the mask predic-196

tion (MP) instruction for prompting LLMs generat-197

ing one word answer for the target masked prompt.198

The task instruction is formulated as “Predict the199

[MASK] in each sentence in one word.”.200

2) Context settings: We propose four types of con-201

texts to assess the impact of examplar selection on202

factual knowledge probing, following the QA for-203

mat outlined in InstructGPT (Ouyang et al., 2022).204

zero-shot: no context;205

X-random: sampling X facts from all relations206

as the few-shot learning examples;207

X-relation: sampling X facts from the same rela-208

tion but with random templates;209

X-template: sampling X facts from the same re-210

lations and the same template.211

In the few-shot learning settings, we ensure that212

the target fact is excluded in the examples. Refer213

to §E for examples of prompts.214

3.2 Evaluation methods215

Since LLMs generate responses without a token216

limit, matching the correct answer with the model’s217

output can be challenging. Variations in language218

expressions, such as the presence or absence of ar-219

ticles and singular or plural forms, complicate this220

process. Additionally, the model may generate ex- 221

tra tokens not relevant to the [MASK] token, such 222

as parts of the prompt. For example, for the prompt 223

“John Lennon can play [MASK],” both “guitars” 224

and “a guitar” should be considered correct. 225

To measure BELIEF metrics for LLMs, we need 226

to compare two strings: the generated text and 227

the correct target expression for Acc@1, and two 228

generated texts for Consist and Overconf. Here, 229

we first normalize the strings by tokenizing and 230

lemmatizing them. For example, "a guitar" and 231

"guitars" are normalized to “a, guitar” and “guitar.” 232

If a normalized string list is included in the other 233

(partial matching), they are considered matched. 234

1) Accuracy and its fluctuations: Accuracy is 235

calculated by comparing the string generated by 236

the model using a greedy decoding strategy to the 237

correct answers. Notably, the matching judgment is 238

one-directional: it only checks if the correct answer 239

is included in the generated string. One-directional 240

matching is adopted to avoid incorrect judgments 241

from the model generating unrelated words. We use 242

the same N as in §2.2 for accuracy measurement. 243

2) Consistency: We use bi-directional matching 244

to evaluate the consistency (Consist) of generated 245

sequences from two prompts. 246

3) Reliability: To calculate overconfidence, we 247

need the model’s confidence (probability) in its out- 248

put. However, we cannot obtain this directly from 249

the probability over generated tokens, as LLMs can 250

produce diverse outputs that represent the same an- 251

swer. To address this, we propose an approximate 252

measurement. For each prompt, we generate 100 253

samples using multinomial sampling2. We then 254

measure the matching rate between the output gen- 255

erated from greedy decoding and the outputs from 256

the 100 samples. This matching rate serves as the 257

confidence value for the prompt3. The calculation 258

of Overconf follows the same setting in §2.4. This 259

method can approximate the BELIEF’s Overconf 260

calculation as BELIEF sampling answers from the 261

output distribution. Note that, due to the high cost 262

of generating 100 samples for each fact, we adopt a 263

more efficient approach. We sample 10K prompts 264

from 10K unique subject-relation pairs and only 265

use these 10K prompts for answer sampling. 266

2Multinomial sampling selects a next token according to
the probability, over the entire vocabulary given by the model.

3This method can approximate the overconfidence calcu-
lation in BELIEF of sampling answers from the output dis-
tribution. It makes the confidence calculated by BELIEF for
encoder-based models comparable to that in BELIEF-ICL.
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4 MyriadLAMA Dataset267

The fairness and accuracy of BELIEF evalua-268

tion depend on the diversity and quality of multi-269

prompt factual probing datasets. However, existing270

datasets are either manually rewritten in small num-271

bers (Elazar et al., 2021) or mined from texts (Jiang272

et al., 2020). The former is accurate but lacks diver-273

sity, providing an average of 7.3 prompts per fact274

with limited variation. For example, templates like275

“[X] works as [Y]” and “[X], who works as [Y]”276

are provided as different templates but very similar.277

Additionally, the number of templates is highly im-278

balanced, with 8 out of 46 relations having only one279

template, while P1384 has 20. The latter is diverse280

but includes templates that do not necessarily im-281

ply the relationship. For instance, for relation P937282

(work location)5, the mined templates include “[X]283

to meet [Y].,” which significantly deviates from284

the original meaning. To achieve a more accurate285

and fair evaluation, we introduce MyriadLAMA,286

a new multi-prompt factual probing dataset with287

improved diversity while retaining quality. Refer288

to § B for detailed qualitative and quantitative com-289

parisons between MyriadLAMA and prior datasets.290

4.1 Dataset construction291

We build MyriadLAMA by semi-automatically ex-292

tending the existing single-prompt probing dataset293

LAMA-UHN (Petroni et al., 2020). MyriadLAMA294

generates multiple prompts for each fact by pro-295

viding multiple, equal relational templates for each296

relation and varying the linguistic expressions of297

subjects. Additionally, MyriadLAMA offers mul-298

tiple expressions for each object to cover missed299

facts that are correctly predicted but in different300

tokens. For example, for the query “John Lennon301

was born in [MASK]”, acceptable tokens could302

include “UK” and “Britain.”6303

Specifically, we define knowledge triples that ne-304

glect the diversity of surface expressions as unique305

triples and distinguish them from derived triples,306

which embody the diverse entity expressions and re-307

lational templates in each unique triple. The triple308

extension methods are described below.309

Extending entities: The knowledge triples in310

4
https://www.wikidata.org/wiki/Property:P9138

5
https://www.wikidata.org/wiki/Property:P937

6Note that, we follow the setting in LAMA-UHN to in-
clude triples where the object is a single token according to the
BERT tokenizer. During evaluation, we consider the fact to
be present, if the model’s predicted token matches any of the
correct tokens, regardless of which correct answer is predicted.

LAMA-UHN MyriadLAMA

Relational templates 41 4100
Unique triples 27,106 34,048
Derived triples 27,106 21,140,500
Subject-relation pairs 24,643 24,643
Prompts 24,643 6,492,800

Table 1: Statistics of LAMA-UHN and MyriadLAMA.

LAMA-UHN constitute a subset of the Wikipedia 311

knowledge base T-REx (Elsahar et al., 2018). T- 312

REx selectively includes only certain objects for 313

subject-relation pairs. MyriadLAMA extends the 314

unique triples in LAMA-UHN by mining T-REx 315

using subject-relation as key to include other avail- 316

able objects. For example, if LAMA-UHN contains 317

only E_{guitar} for instruments that “John Lennon” 318

can play, we can extend the unique triple to include 319

E_{piano}. We also extend the entity expressions 320

using aliases obtained from Wikidata.7 321

Paraphrasing relational templates: Myriad- 322

LAMA creates a great variety of relational tem- 323

plates by a semi-automatic process. Firstly, we 324

manually generate five distinct templates for each 325

relation. They incorporate entailment expressions 326

and diverse syntactic patterns like statements and 327

question-answer formats to provide semantic and 328

syntactic variations. Next, to enhance quantity and 329

lexical diversity, we automatically paraphrase each 330

manually created template 19 times using the GPT- 331

4 API.8 Finally, all templates are filtered by human 332

reviewers to remove low quality templates, yielding 333

a total of 4100 templates covering 41 relations. 334

4.2 Dataset Statistics 335

We report the statistics of LAMA-UHN and Myr- 336

iadLAMA, as shown in Table 1. As the result, 337

the number of derived triples is increased from 338

27,106 in LAMA-UHN to 21,140,500, by combin- 339

ing various semi-automatically generated relational 340

templates and the alias expressions for subject and 341

object entities. As the prompts are generated from 342

derived triples without considering the object ex- 343

pressions, the number of generated prompts are 344

less than the number of derived triples, which is 345

increased from 24,643 to 6,492,800. 346

Please refer to the appendix for details on dataset 347

construction (§ A) and validity analysis of Myriad- 348

LAMA (§ C). Examples of extended templates are 349

provided in § A.3. 350

7
https://www.wikidata.org/wiki/Wikidata:Data_access

8OpenAI: gpt-4-1106-preview
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LLMs (#params)
Pre-training corpora

size source

BERTbase (110M) 3.3G
English Wikipedia

and BookCorpusBERTlarge (336M) 3.3G
BERTwwm (336M) 3.3G

Llama2-7B (7B) 2.0T
A collection of publicly

available online data.Llama2-13B (13B) 2.0T
Llama2-70B (70B) 2.0T

Llama3-8B (8B) 15T+
}

A collection of publicly
available online data.Llama3-70B (70B) 15T+

Phi3-mini (3.8B) 3.3T
High-quality documents incl.

textbook-like generated text,
educational data and etc.

Phi3-small (7B) 4.8T
Phi3-medium (14B) 4.8T

Table 2: The PLMs for evaluation.

5 Effectiveness of BELIEFs351

5.1 Experimental setups352

We introduce the encoder- and decoder-based mod-353

els used in experiments and evaluation settings. We354

evaluated three encoder-based models, BERTbase,355

BERTlarge, and BERTwwm,9 and eight decoder-356

based models, Llama2-7B, -13B, -70B, Llama3-8B,357

-70B, Phi3-mini, -small, and -medium (Table 2).358

Refer to §F for more detailed model information.359

We conduct a full-scale evaluation on LLMs with360

up to 8 billion parameters. Due to the computa-361

tional cost of LLM inference, we use only five362

manually rewritten templates for the LLMs with363

more than 8B parameters, including Llama2-70B,364

Llama3-70B, and Phi3-medium.10 To calculate the365

average and fluctuation of accuracy (§2.2), we set366

a large sample number (N = 50, 000) to provide367

stable and accurate accuracy measurement.368

In the following sections, we analyze the evalua-369

tion results on various PLMs to deepen our under-370

standing of how PLMs learn and represent factual371

knowledge. All evaluation results, including those372

for another family of encoder-based models, AL-373

BERT, are presented in Section §F.3.374

5.2 Do BELIEFs provide additional insights?375

BELIEF can offer evaluation from diverse per-376

spectives rather than accuracy. As shown in Ta-377

ble 3 (Above), the evaluation result highlights ac-378

curacy fluctuations among the BERT variants. All379

9BERTwwm masks all tokens for a single word at the same
time, while BERTbase and BERTlarge masks a single token.

10The partial evaluation is sufficient to compare perfor-
mance across different model sizes.

11X-relation cannot be applied to single-prompt dataset.

PLMs
Acc@1↑ Fluctuation↓

Consist ↑ Overconf
LU MyL range stdev

B
E

R
T

BERTbase .2403 .1095 .1534 .0217 .1682 .2154
BERTlarge .2454 .1102 .1574 .0220 .1713 .2052
BERTwwm .2448 .1364 .1517 .0208 .1524 .1000

L
lam

a3-8B

zero-shot .3708 .3427 .2864 .0350 .0240 -.1119
4-random .5050 .5205 .2033 .0273 .2156 -.0789
4-relation n/a11 .6871 .1236 .0156 .3659 -.0783
4-template .6490 .7268 .0220 .0026 .4015 -.0582

Table 3: Evaluation results of BERT variants (above)
and Llama3-8B with BELIEF/-ICL (below). LU indi-
cates LAMA-UHN evaluation results, and MyL repre-
sents the average Acc@1 on MyriadLAMA.
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Figure 1: Calibration between confidence and Acc@1.
(Left: Three BERT models types; Right: Llama3-8B
with four different ICL settings.)

BERT models show low consistency and tend to be 380

overconfident in their predictions. Figure 1 (left) 381

depicts the relationship between confidence and 382

Acc@1 of the BERT models, indicating low ac- 383

curacy even for prompts with confident outputs. 384

Whereas BERTwwm performs better over most BE- 385

LIEF metrics, BERTlarge outperforms BERTwwm 386

on LAMA-UHN. This discrepancy arises from the 387

limited prompts used in LAMA-UHN and the the 388

single-faceted evaluation method. This highlights 389

BELIEF’s effectiveness in achieving a more accu- 390

rate factual probing comparison between PLMs. 391

5.3 Does ICL adhere to instructions? 392

We then explore the effectiveness of different ICL 393

settings in extracting facts from LLMs. We evalu- 394

ate the instruction adherence of these settings from 395

two aspects: predicting facts and generating one- 396

word answers, which are crucial since the target 397

objects in MyriadLAMA are primarily one-word 398

entities. We assessed the fact prediction and one- 399

word generation abilities of Llama2-7B, Llama3- 400

8B, and Phi3-small using average Acc@1 and the 401

rate of one-word generation. As shown in Table 4, 402

only under few-shot settings, LLMs demonstrate 403

5



ICL settings
Fact prediction

(Average Acc@1)
one-word

generation

(Llama2-7B / Llama3-8B / Phi3-small)

zero-shot .3385/.3427/.4258 .4802/.1572/.8883
4-random .4816/.5205/.4889 .8058/.8147/.8913
4-relation .6286/.6871/.6339 .9246/.9071/.9287
4-template .6616/.7268/.6612 .9266/.9187/.9411

Table 4: Instruction following rates on Llama2-7B,
Llama3-8B and Phi3- small.

a remarkable ability to understand instructions for404

fact prediction and generating one-word answers,405

indicating the effectiveness of prompting LLMs to406

predict mask tokens through in-context learning407

and the risk of evaluating LLMs under zero-shot408

settings. Our evaluation with a QA-style ICL set-409

tings also confirm the same insight (see § D for410

details). Moreover, using exemplars similar to the411

target prompt in the few-shot context can achieve412

improvement overall metrics (Table 3 Below), in-413

cluding the one-word generation rate (Table 4).414

5.4 Can BELIEFs mitigate bias?415

We explore whether BELIEF can mitigate prompt
bias in evaluations. To measure prompt bias quan-
titatively, we use content-free prompts, where the
subject is replaced by meaningless tokens (Zhao
et al., 2021; Xu et al., 2024), and collect the proba-
bilities of candidate tokens in the output distribu-
tions over the mask token.12 We measure the bias
level of the prompt using the certainty of distribu-
tions over candidate tokens. Specifically, we define
bias level as follows:

bias-level = 1− H
Hmax

where H is the entropy, and Hmax is the maximum416

entropy for the uniform distribution with same size.417

We measure bias in both single- and multi-418

prompt evaluations. We use average bias-level over419

all relational templates to represent prompt bias420

existing during the single-prompt evaluation. Then,421

we simulate the prompt sampling for accuracy cal-422

culation in multi-prompt evaluation by averaging423

output distributions over templates of the same re-424

lation. We then use the bias-level of this average425

distribution to quantify bias in multi-prompt eval-426

uation. In experiments with BERT models, we427

observe consistent improvement with multi-prompt428

12Specifically, we adopt a similar setting to (Zhao et al.,
2021), by ensembling the distribution over prompts with three
content-free tokens: “N/A,” an empty string, and “?”.

PLMs Average
Acc@1 ↑

Fluctuation↓
Consist↑ Overconf

range stdev

Llama2-7B .6699 .0257 .0034 .4174 -.0933
Llama2-13B .7080 .0235 .0031 .4326 -.0662
Llama2-70B .7784 .0190 .0024 .4449 -.0690

Llama3-8B .7316 .0194 .0025 .4060 -.1119
Llama3-70B .8211 .0139 .0017 .4636 -.0812

Phi3-mini .6106 .0314 .0039 .3686 .0911
Phi3-small .6668 .0306 .0039 .3667 .1221
Phi3-medium .7100 .0207 .0025 .4009 .0317

Table 5: BELIEF-ICL evaluation on LLMs with the
4-template setting using manually-rewritten templates.

evaluation. For example, BERTwwm has average 429

bias-level of 0.304 for single- and 0.217 for multi- 430

prompt evaluations. Taking P31:instance-of13 as an 431

example, the average probability of “science” over 432

all templates is 8.30%, but it rises to 52.79% for 433

template: “[Y] contains [X] as one of its elements.” 434

6 Differentiating PLMs in Fact Probing 435

In this section, we compare the performance of 436

different PLMs and explore the factors that impact 437

factual knowledge learning during pre-training. 438

6.1 Factors affecting the acquisition of facts 439

1) Pre-training strategy From Table 3, we can 440

observe that BERTwwm outperforms BERTlarge in 441

terms of all metrics, while BERTwwm differs from 442

BERTlarge only in the masking strategy during pre- 443

training. The superiority of BERTwwm likely stems 444

from its challenging pre-training paradigm, which 445

requires recalling whole words without sub-token 446

information, enhancing word-level contextual un- 447

derstanding. This underscores the importance of 448

pre-training strategy in knowledge acquisition. 449

2) Model size: Then, we compare models with 450

difference sizes as shown in Table 5.14 We find that 451

larger LLMs consistently achieve higher accuracy 452

in predicting facts. Combining with the improve- 453

ment from BERTbase to BERTlarge from Table 3, 454

the importance of model size in fact acquisition 455

during pre-training is confirmed. Moreover, larger 456

models also demonstrate better robustness in han- 457

dling diverse prompts and shows better reliability. 458

3) Pre-training corpora: Table 5 shows that 459

Llama3-8B outperforms the larger Llama2-13B 460

13https://www.wikidata.org/wiki/Property:P31
14Owing to the high computational cost of inference on

large LLMs like Llama2-70B, we select only five manually
rewritten templates with 4-template ICL setting for evaluation.
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PLMs Acc@1
Fluctuation

Consist Overconf
1-word

range stdev gen.

Llama2-7B .3384 .2602 .0299 .1269 -.0731 .4752
Llama3-8B .3427 .2864 .0350 .0240 -.1119 .1572
Phi3-mini .3498 .2374 .0292 .1465 .1758 .8641

Table 6: BELIEF-ICL evaluation with zero-shot setting.

in fact probing. This is likely due to Llama3’s461

pre-training corpus being seven times larger than462

Llama2. Additionally, Llama3-70B surpasses463

Llama2-70B, confirming the importance of pre-464

training data volume for fact acquisition.465

In the zero-shot evaluation using the entire Myr-466

iadLAMA, as shown in Table 6, Phi3-mini out-467

performs Llama2-7B and Llama3-8B in knowl-468

edge retrieval and fidelity to instructions (one-word469

generation rate). Given that Phi3-mini has about470

half the model size of Llama2-7B and Llama3-8B471

(3.8B), and model size typically enhances knowl-472

edge retrieval, this result is notable. This superior473

performance can be attributed to the high-quality,474

textbook-like material used for pre-training the475

Phi3 models, highlighting the significant impact476

of high-quality training data.477

6.2 Factors affecting the reliability478

Table 3 shows a significant difference in Overconf479

between BERT models and Llama3-8B, with BERT480

models being overconfident and Llama3-8B being481

underconfident. In this section, we explore the rea-482

sons for these differences and investigate additional483

factors affecting reliability beyond model size.484

1) The number of output tokens: One main dif-485

ference in Overconf calculation between encoder-486

and decoder-based PLMs is that the decoder-based487

PLMs will generate multiple tokens. Thus, we in-488

vestigate the effect of output token count on Over-489

conf values. We divide the MyriadLAMA prompt490

set into groups based on the number of tokens gen-491

erated. For each group, we calculate the probability492

of the entire token sequence and compute Overconf493

for token counts from 1 to 5.15494

The Overconf values for each group of 1 to 5 out-495

put tokens on Llama3-8B (4-template) are -0.1030,496

-0.0906, -0.0297, -0.0546, and 0.0573, showing497

models become more overconfident with more out-498

put tokens. This trend is consistent across models.499

2) The writing style of training data: As shown500

15The prompts generated within five tokens cover 98.78%
of Llama3-8B’s generations with the 4-template ICL setting.
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0 0.77 0.74 0.63 0.88 0.66 0.91 0.66 0.87

0.71 0 0.74 0.64 0.89 0.66 0.91 0.68 0.88

0.57 0.61 0 0.64 0.89 0.64 0.91 0.68 0.88

0.25 0.27 0.33 0 0.91 0.71 0.92 0.69 0.86

0.19 0.2 0.25 0.48 0 0.47 0.92 0.48 0.81

0.26 0.28 0.32 0.7 0.87 0 0.93 0.64 0.83

0.18 0.19 0.23 0.45 0.84 0.46 0 0.46 0.77

0.25 0.28 0.34 0.67 0.88 0.64 0.91 0 0.9

0.2 0.22 0.26 0.5 0.88 0.49 0.91 0.53 0
0.0

0.2

0.4

0.6

0.8

Figure 2: The knowledge sharing rate between models
and ICL settings. Each cell indicates the rate of facts
correctly predicted by the top-listed model relative to
those captured by the left-listed model.

in Table 5, the Phi3 and BERT models, which were 501

pre-trained on textbook-like text such as Wikipedia, 502

exhibit significant overconfidence in their predic- 503

tions. In contrast, the Llama2 and Llama3 models, 504

which use general online data, show better calibra- 505

tion between accuracy and confidence (Figure 1 506

Right). This is probably because the Phi3 and 507

BERT models are trained to predict textbook-like 508

text with more expressions directly describing fac- 509

tual knowledge (e.g., definition sentences). This 510

highlights the significant impact of the pre-training 511

corpora’s writing style on PLM reliability. 512

6.3 How do PLMs perceive facts differently? 513

Finally, we measure the differences in fact cover- 514

age among models. We first collect the correctly 515

predicted facts for each template, defining these as 516

the model’s covered facts. Given the covered facts 517

of two models, we measure the knowledge shar- 518

ing rates using an asymmetric metric. This metric 519

calculates the proportion of shared facts relative to 520

each model’s total covered facts. 521

The results are shown in Figure 2. The average 522

sharing rate among BERT models is 69.07%, while 523

for Llama2-7B, Llama3-8B, and Phi3-mini in the 524

zero-shot ICL setting, it is 67.58%. In compari- 525

son, the average sharing rate between encoder- and 526

decoder-based PLMs reduced to 47.10%. Addi- 527

tionally, knowledge sharing rates in both zero-shot 528

and 4-template settings indicate that incorporating 529

context examples improves the knowledge elicited 530

by the models. However, about 10% of knowledge 531

can still only be elicited in the zero-shot setting. 532
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PLMs Average Maximum Oracle

BERTwwm .1364 .4501 .6636

Llama2-7B (zero-shot) .3385 .6577 .8153
Llama3-8B (zero-shot) .3427 .7099 .8756
Phi3-small (zero-shot) .4258 .6828 .8642

Llama2-7B (4-template) .6616 .7197 .8133
Llama3-8B (4-template) .7268 .7731 .8628
Phi3-small (4-template) .6612 .7181 .8346

Table 7: Average: mean accuracy using all templates;
Maximum: accuracy with the best template for each
relation; Oracle: accuracy when the best template is
selected for each factual knowledge.

7 Limitation of prompt-based probing533

Finally, we examine the limitation of prompt-based534

knowledge probing by using our massively diverse535

dataset. First, we gauge the average knowledge cov-536

erage rate by using the average Acc@1 (average).537

Next, for each relation, we calculate the maximum538

Acc@1 using the template that yields the high-539

est accuracy,16 and use this value to estimate the540

upper limit of prompt-based knowledge probing541

(maximum). Finally, we approximate the upper542

limit of facts contained in LLMs, by considering543

a fact as existing if at least one prompt of this fact544

can produce the correct answer (oracle).545

Table 7 shows three knowledge coverage rates546

on small-scale LLMs. For BERTwwm and LLMs547

with zero-shot settings, we observe nearly a 30%548

increase between average and maximum accuracy,549

emphasizing the importance of selecting suitable550

templates for specific relationships and the poten-551

tial gains from prompt engineering. This gap can be552

reduced to 5% by using few-shot settings. However,553

the gap between maximum and oracle accuracy554

mostly remains. This indicates that different facts555

prefer different templates, suggesting no versatile556

template works for all facts. Combining different557

templates reveals the true upper limits of PLMs558

in factual understanding and underscores the im-559

portance of using diverse prompts for knowledge560

retrieval instead of optimizing a single prompt. Re-561

fer to §F.4 for results on more models.562

8 Related work563

The LAMA probe was first proposed to evaluate564

the utility of PLMs as knowledge bases via solv-565

ing the fill-in-the-blank task (Petroni et al., 2019).566

16We select the prompt with the best subject expression
among prompts for each fact.

Several researchers extend the LAMA probe to 567

evaluate PLMs’ ability to understand facts from di- 568

verse linguistic aspects, such as the effect of nega- 569

tion/mispriming (Kassner and Schütze, 2020), dis- 570

tractors (Pandia and Ettinger, 2021), multilingual 571

understanding (Keleg and Magdy, 2023; Zhao et al., 572

2024) and models’ consistency facing prompts with 573

minor nuances (Fierro and Søgaard, 2022; Elazar 574

et al., 2021). However, these studies lack the in- 575

spection of PLMs’ reliability in knowledge pre- 576

diction, which is vital in deploying LLMs to real- 577

world tasks. Moreover, solving the fill-in-the-blank 578

task by LLMs with the causal LM objective can un- 579

derestimate their knowledge understanding ability. 580

Recently, QA-based datasets have been devel- 581

oped to evaluate the knowledge recall ability of 582

decoder-only LMs. Kalo and Fichtel (2022) cre- 583

ated a high-quality QA prompt set, which is further 584

extended by Wiland et al. (2024) to evaluate both 585

causal and masked LMs. Mallen et al. (2023) and 586

(Maekawa et al., 2024) developed QA datasets to 587

see the impact of knowledge popularity and re- 588

trieval augmentation. Since the writing style of 589

these datasets is limited to questions, we cannot 590

perform reliable robustness evaluation. 591

9 Conclusions 592

This paper presents multi-faceted factual prob- 593

ing frameworks, BELIEF and BELIEF-ICL, for 594

encoder-based PLMs and decoder-based LLMs, re- 595

spectively. Leveraging a multi-prompt dataset, BE- 596

LIEFs provides various evaluation metrics, includ- 597

ing accuracy, consistency, and reliability, enabling 598

a thorough assessment of PLMs’ comprehension of 599

factual knowledge. To make BELIEF more reliable, 600

we build a new multi-prompt dataset for knowledge 601

probing, MyriadLAMA, featuring diverse prompts 602

for each fact. We conducted extensive experiments 603

of multiple encoder-based PLMs and recent LLMs. 604

Based on the evaluation results, we verify the effec- 605

tiveness of BELIEF in accurately and comprehen- 606

sively probing knowledge by revealing differences 607

between PLMs and demonstrating its ability to mit- 608

igate bias. Additionally, we identify key factors 609

affecting the correctness and reliability of PLMs’ 610

answers in factual probing, such as model size, pre- 611

training strategy and corpora. Finally, by probing 612

facts in different ways, we find that PLMs hold 613

more knowledge than what is revealed by using the 614

optimal template, highlighting the limitations of 615

prompt-based factual probing. 616
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10 Limitations617

MyriadLAMA contains an extensive amount of618

prompts, which leads to high evaluation costs. In619

the future, we aim to extract a diverse yet robust620

subset from MyriadLAMA to enable a more effi-621

cient evaluation of factual knowledge.622
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A Construction of MyriadLAMA 791

In this appendix, we explain the detailed proce- 792

dure for generating the derived triples from unique 793

triples in MyriadLAMA. As discussed in §4, this 794

study first extends the unique triples contained in 795

LAMA-UHN (Petroni et al., 2020) by searching 796

new objects from T-REx (Elazar et al., 2021). Next, 797

for the obtained unique triples, we generate de- 798

rived triples by combining concrete linguistic ex- 799

pressions associated with entities (“subjects” and 800

objects) and diversify relational templates using 801

both manual labor and LLMs. We describe the 802

detailed procedure as following. 803

A.1 The extension of entities 804

Extension of unique triples from T-REx 805

LAMA-UHN is a refined subset derived from the 806

LAMA dataset, which LAMA originates from T- 807

REx (Elsahar et al., 2018). T-REx is a large- 808

scale knowledge base containing 11 million real- 809

world knowledge triples, aligned with 3.09 mil- 810

lion Wikipedia abstracts, designed to create large- 811

scale alignments between Wikipedia abstracts and 812

Wikidata triples. To achieve this alignment, T-REx 813

employed three distinct aligners—NoSub, AllEnt, 814

and SPO—each offering varying levels of accuracy 815

(0.98, 0.96, and 0.88, respectively) as measured 816

on a test set. Despite the high alignment accu- 817

racy of all three aligners, LAMA-UHN selects only 818

the triples aligned by NoSub, the aligner with the 819

highest accuracy. While this choice ensures the 820

high correctness of triples within LAMA, it po- 821

tentially compromises the ability to fairly assess a 822

PLM’s capability in understanding facts, as it may 823

overlook valid answers during evaluation. To ad- 824

dress this limitation, we expand the MyriadLAMA 825

dataset by incorporating triples aligned by all three 826

aligners—NoSub, AllEnt, and SPO—found in T- 827

REx, based on the subject-relation pairs present 828

in LAMA-UHN. As the result, we increase the 829

number of unique triples from 27,106 to 34,048 as 830

shown in Table 1. 831

Extension of entities using aliases Next, we uti- 832

lize aliases of entities obtained from Wikidata to 833

acquire diverse linguistic expressions (and their 834
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paraphrases) for the “subjects” and objects. Specif-835

ically, we used the Wikidata identifiers of entities17836

and the Wikidata API18 to retrieve the (English)837

alias expressions of entities. By combining the838

aliases of “subjects” and objects with the relation839

templates mentioned later, we generate numerous840

new derived triples. If N “subjects” and M ob-841

jects are given for an unique triple, the number of842

derived triples according to this unique triple gen-843

erated from a single relational template is N ×M .844

A.2 Diversification of relation templates845

We use a two-step procedure to create new rela-846

tional templates, to enhance ensure both the quality847

and quantity. Initially, we manually rewrite rela-848

tional templates, ensuring that every relation has849

five templates. Then, we employ the generative850

LLM (GPT4) to automatically paraphrase 19 addi-851

tional templates. In total, we produce 100 templates852

for each relation.853

Step 1: Manually rewriting relational templates.854

The manual rewriting of the relational templates855

is performed by the first author of this paper. We856

create new templates by describing the relationship857

between subject and object from different perspec-858

tives rather than creating templates with absolutely859

the same meaning with original template. Utiliz-860

ing the resource provided by Wikidata 19, we not861

only paraphrase existing templates to generate new862

ones with diverse lexicons but also devise entail-863

ment expressions to encompass various semantic864

expressions that convey the same relations. These865

newly created templates are guaranteed to uphold866

relational equivalence, following the relationship867

between the subject and object. Taking P20 ([X]868

died in [Y].)20 as an example, we create new tem-869

plates by either changing the sentence pattern or870

adding type information of object (e.g, [X] resided871

in [Y] until death). Furthermore, we also create872

templates without directly using the keywords of873

the relation (dead/death) but in a entailment way874

(e.g., [X] spent the last years of life in [Y].) More-875

over, we devise a question-answer style template876

for each relation to enhance syntactic diversity. In877

this template, the question incorporates the subject878

17https://www.wikidata.org/wiki/Wikidata:
Identifiers

18https://www.wikidata.org/wiki/Special:
EntityData/<entity_identifier>.json

19https://www.wikidata.org/wiki/Property:
<relation_identifier>

20https://www.wikidata.org/wiki/Property:P20

and relation information, while the answer corre- 879

sponds to the object. 880

Note that, during the paraphrase, we observe 881

that some templates in LAMA-UHN only partially 882

express the original meaning of relations defined 883

in Wikidata. These are inappropriate for specific 884

knowledge triples. For example, P136 describes the 885

creative work’s genre or an artist’s field of work21, 886

which the type of work includes music, film, litera- 887

ture, etc. However, the original templates of P136 888

in LAMA-UHN is “[X] plays [Y] music.,” which 889

cannot correctly retrieve information on work other 890

than music. For this kinds of template, we aban- 891

don the original templates and newly create five 892

templates. 893

Step 2: Paraphrasing templates using GPT-4 894

Based on the original relation templates and the 895

relation templates rewritten manually, we further 896

paraphras these relation templates automatically 897

using the GPT4-API (gpt-4-1106-preview22) pro- 898

vided by OpenAPI. The instruction for paraphras- 899

ing used for GPT-4 generation is: 900

You are a professional tool that can para- 901

phrase sentences into natural sentences 902

that can correctly represent the relation- 903

ship between [X] and [Y], without repe- 904

tition. Make the paraphrase as diverse 905

as possible using simple words. Please 906

paraphrase the given sentence 19 times. 907

When the duplicated sentence is generated, we re- 908

move the duplication and regenerate new templates 909

with the same instruction, until 19 different tem- 910

plates is generated. Furthermore, we observe that 911

GPT-4 occasionally generates relation templates 912

that are semantically inappropriate for specific re- 913

lationships due to incorrect category information 914

of entities. Consequently, in such instances, we 915

refine the instructions to include the category infor- 916

mation of the entities, ensuring accurate represen- 917

tation of the relationship between the subjects and 918

the objects. For example, when paraphrasing the 919

relational template “[X] used to work in [Y].”23, 920

we additionally add explicit guidance regarding 921

the expected format and semantics of the relation 922

templates to the above instruction, as following. 923

21https://www.wikidata.org/wiki/Property:P136
22https://platform.openai.com/docs/models/

gpt-4-and-gpt-4-turbo
23https://www.wikidata.org/wiki/Property:P937
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Be aware that [Y] is the geographic loca-924

tion but NOT company or organization,925

where persons or organizations were ac-926

tively participating in employment, busi-927

ness or other work.928

As a result, we can obtain the following para-929

phrased relational templates for “[X] used to work930

in [Y].”:931

• “[X] was formerly employed in [Y].”932

• “[X] once worked at [Y].”933

• “[Y] was the place where [X] used to be en-934

gaged in work.”935

A.3 Example of extended relational templates936

in MyriadLAMA937

We display part of the created templates in Myr-938

iadLAMA. We randomly select two manually939

rewritten templates and three auto-generated tem-940

plates of these two templates. We show the941

sampled templates for all the relations in Ta-942

bles 19, 20, 21, 22, 23 and 24.943

B The Advangage of MyriadLAMA944

Given that our study seeks to mitigate the influence945

of individual prompt bias in evaluations, the avail-946

ability of a wide range of prompts characterized in947

both quantity and diversity is crucial. The diversity948

ensures that different prompts can capture different949

aspects of the true knowledge distribution. On the950

other side, the quality or correctness of prompts951

ensure the evaluation can accurately reflect the true952

ability of understanding facts.953

In this section, we provide a quantitative anal-954

ysis of the quality and diversity of multi-prompt955

factual knowledge probing datasets. The compar-956

ison results demonstrate the superiority of Myri-957

adLAMA over previous datasets, enabling more958

accurate and comprehensive evaluations. We con-959

duct comparison between MyriadLAMA and other960

multi-prompts probing datasets, LPAQA (Jiang961

et al., 2020) and PARAREL (Elazar et al., 2021),962

from the perspective of quantity and diversity.963

B.1 Diversity comparison964

We measure the diversity of multi-prompt factual965

knowledge probing datasets from both quantity966

and linguistic diversity.967

Specifically, we calculate the average number968

of prompts for each subject-relation pair as the969

Dataset Quantity↑
Diversity↑

Lexicon Syntax Semantic

PARAREL 7.30 .4860 .1489 11.03
LPAQA 53.27 .5449 .1713 13.55
MyriadLAMA 263.47 .6652 .2138 12.69

Table 8: Comparison between multi-prompts datasets.

quantity measure. MyriadLAMA introduces di- 970

versity into prompts by using various subject ex- 971

pressions and relational templates. On average, 972

MyriadLAMA provides 2.47 expressions for each 973

subject. In addition, we measure the linguistic di- 974

versity of relational templates from three aspects, 975

as shown below: 976

Lexicon: We utilize the Jaccard distance of words 977

in templates to gauge lexicon diversity. 978

Syntax: We adopt the syntax distance measure pro- 979

posed in (Oya, 2020), which calculates the 980

distance between dependency trees. 981

Semantics: We quantify semantic diversity by cal- 982

culating the L2 distance of sentence embed- 983

dings given by BERTlarge. 984

The results are shown in Table 8. MyriadLAMA 985

demonstrates superior quantity and diversity com- 986

pared to existing multi-prompt factual probing 987

datasets. Although LPAQA exhibits greater se- 988

mantic diversity, this is mainly due to its use of 989

distant supervision to discover new templates. This 990

method often results in problematic templates that 991

inadequately describe the relationships between 992

subjects and objects. For example, for relation 993

P93724 (“[X] used to work in [Y].”), LPAQA in- 994

cludes templates like “[X] to meet [Y],” which sig- 995

nificantly deviate from the original semantic mean- 996

ing. We analyze and compare template quality in 997

the next section. 998

B.2 Quality comparison 999

In this section, we evaluate the quality of relational 1000

templates created MyriadLAMA in correctly ex- 1001

pressing the relation between the subject and object. 1002

We manually evaluate the quality templates created 1003

in each dataset through a strict quality evaluation 1004

framework. Specifically, we evaluate each template 1005

based on its fluency and its ability to correctly ex- 1006

press the semantic relationship between subjects 1007

24https://www.wikidata.org/wiki/Property:P937
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and objects. Given the complex and specific con-1008

straints defined by Wikidata relations, creating per-1009

fect templates that satisfy all subjects and objects1010

for a given relation is challenging.1011

B.2.1 Semantic relationship between template1012

and relation1013

[Template ⊆ Relation]: If the subject and object1014

fit the template, it is correct for the relation, but1015

the relation’s knowledge range is broader than the1016

template can cover. We denote such templates as1017

[Template ⊆ Relation]. Using the templates in1018

LAMA-UHN, which are often considered golden1019

templates as examples, relation P13625 uses the1020

template “[X] plays [Y] music.” to describe cre-1021

ative work genres or an artist’s field. However,1022

P136 encompasses film, literature, and other arts,1023

not just music.1024

[Relation ⊆ Template]: In contrast, If the subject-1025

object pair is true for the relation, it is also true for1026

the template, meaning the template’s knowledge1027

range is broader than the relation. For example,1028

LAMA-UHN creates the template “[X] died in [Y].”1029

for P2026. While this template can be used to infer1030

a person’s place of death, “[Y]” could also be the1031

year “[X]” passed away.1032

[Relation ∩ Template > 0]: Additionally, some1033

templates do not fit neatly into either [Relation ⊆1034

Template] or [Template ⊆ Relation] but can still1035

correctly describe the relationship for some subject-1036

object pairs. For example, PARAREL, which para-1037

phrases templates by human effort, uses “[X] is a1038

follower of [Y].” to describe relation P14027 (reli-1039

gion or worldview). This template is appropriate1040

for individuals but not for organizations, and it does1041

not fully capture the relation’s scope. Therefore, it1042

does not fit [Relation ⊆ Template]. Additionally,1043

when “[X]” is a person, “[Y]” can be either a re-1044

ligious figure, leader, or the religion itself, which1045

does not satisfy [Template ⊆ Relation]. However,1046

many subject-relation pairs can still be correctly1047

captured by this template. We use [Relation ∩1048

Template > 0] to denote them.1049

[Irrelevant]: We consider templates that do not1050

correctly convey the relationship between subject1051

and object as [Irrelevant]. For example, LPAQA1052

mined many irrelevant templates from the corpus1053

25https://www.wikidata.org/wiki/Property:P1303
26https://www.wikidata.org/wiki/Property:P20
27https://www.wikidata.org/wiki/Property:P140
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Figure 3: The relationship between the factual knowl-
edge that can be covered by relation and template.

without careful checking, resulting in low-quality 1054

templates, such as “[X] arrived in [Y]” for P937. 1055

[Fully matching]: Finally, we use [Fully match- 1056

ing] to denote templates that can accurately capture 1057

all the subject-object pairs fitting in the relation. 1058

We demonstrate the five types of semantic rela- 1059

tionships between template and relation in Figure 3 1060

using the Venn diagram. 1061

B.2.2 Template quality evaluation metrics 1062

To accurately capture the fluency and the ability 1063

of created templates to correctly express the rela- 1064

tionship between subjects and objects, we use the 1065

following metrics to score template quality. Each 1066

item is scored as either 1 or 0 based on whether the 1067

template meets the requirement. 1068

1) Fluency: Is the template a natural sentence or 1069

noun phrase28? Set 1 if the templates are natural; 1070

Otherwise 0. 1071

2) [Relation ⊆ Template]: If the template can 1072

satisfy the definition of [Template ⊆ Relation], 1073

then 1; Otherwise 0. 1074

3) [Template ⊆ Relation]: If the template can 1075

satisfy the definition of [Template ⊆ Relation], 1076

then 1; Otherwise 0. 1077

4) [Relation ∩ Template > 0]: If the template can 1078

satisfy the definition of [Relation ∩ Template > 1079

0], then 1; Otherwise 0. 1080

If either [Relation ⊆ Template] or [Template 1081

⊆ Relation] is 1, then [Relation ∩ Template > 0] 1082

must also be 1. If [Relation ⊆ Template], [Tem- 1083

plate ⊆ Relation], and [Relation ∩ Template > 1084

0] are all 0, the template can is classified as [Irrel- 1085

evant]. If all three metrics are 1, the template is 1086

classified as [Fully Matching]. 1087

28We take the noun phrase into consideration as LPAQA
created lots of noun phrase templates, such as “[X], who
works as [Y].“ for relation P106 (https://www.wikidata.
org/wiki/Property:P106)
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Specifically, as what PLMs see is the prompt1088

with subject, we will consider the existence of1089

subject when scoring the template. For example,1090

P41329 describe the position or specialism of a1091

player on a team. While the template “[X] plays in1092

the position of [Y].” can be too general, as it could1093

also describe a player’s position in an orchestra,1094

specifying “[X]” in the prompt reduces ambiguity,1095

making it an accurate [Fully Matching] template1096

to describe the relation.1097

B.2.3 Evaluation result and analysis1098

The comparison includes the 4 dataset: LAMA-1099

UHN, PARAREL, LPAQA and MyriadLAMA.1100

Considering the amount of all the templates in1101

the three models (6654 templates in total), we ran-1102

domly sample 200 templates for multi-prompt prob-1103

ing datasets and use all 41 templates in LAMA-1104

UHN for evaluation. To ensure objectivity, we1105

anonymize the source of each template and mix1106

them together for annotator (the first author). We1107

publicize the annotation results here30. The evalua-1108

tion result is shown in Table 9.1109

From the Table 9, We observe that our1110

semi-automatically generated relational templates1111

achieve quality comparable to manually created1112

datasets like LAMA-UHN and PARAREL, while1113

being 100 times larger than LAMA-UHN and 13.71114

times larger than LPAQA. MyriadLAMA signifi-1115

cantly outperforms LPAQA in template quality due1116

to our two-stage template creation method.1117

Furthermore, Figure 4 shows the score distri-1118

butions for 200 templates across the three multi-1119

prompt datasets. It reveals that LPAQA has many1120

low-score templates, with 0 being the most com-1121

mon score. Compared to PARAREL, Myriad-1122

LAMA has slightly more templates with a score of1123

3 but slightly fewer with a score of 4, resulting in1124

slightly lower overall quality.1125

C Ablation Analysis of MyriadLAMA1126

In this section, we conduct ablation analysis Myri-1127

adLAMA to understand the validity of diversifica-1128

tion on entities and templates.1129

C.1 Validity of extended entity expressions1130

We evaluate the validity of the extended entity ex-1131

pressions in MyriadLAMA by checking if these ex-1132

tensions cover facts that PLMs can capture but are1133

29https://www.wikidata.org/wiki/Property:P413
30https://anonymous.4open.science/r/

belief-CC8A
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Figure 4: Quality score distributions over multi-prompt
factual probing datasets.

missed in LAMA-UHN due to strict entity expres- 1134

sion limitations. We conduct this analysis on BERT 1135

models, focusing on facts with extended subject 1136

and object expressions. MyriadLAMA contains 1137

13,123 facts with extended subjects and 23,195 1138

facts with extended objects. We measure the rate 1139

at which extended subjects/objects achieve higher 1140

ranks than the original expressions in the token 1141

distribution output. 1142

The results, shown in the Table 10 below, in- 1143

dicate that around 50% of extended subjects and 1144

20% of extended objects achieve higher ranks 1145

than the original entities. This suggests that many 1146

facts are missed in LAMA-UHN and other single- 1147

expression factual knowledge probing datasets. 1148

C.2 Validity of paraphrased templates 1149

In this section, we evaluate the validity of the rela- 1150

tion templates in MyriadLAMA. We investigate the 1151

accuracy of each template and compare the accura- 1152

cies between templates in LAMA-UHN, manually 1153

rewritten templates and auto-generate templates. 1154

Specifically, for each relation, we evaluate the ac- 1155

curacy (Acc@1) of all relation templates separately, 1156

and then calculate the minimum, and maximum ac- 1157

curacies among all templates for each relation. We 1158

then measure the dataset-level minimum/maximum 1159

accuracy by micro-averaging the template set with 1160

the minimum/maximum template accuracies (41 1161

templates in each set). Finally, all of the template- 1162

specific accuracies are then micro-averaged to com- 1163

pute the average Acc@1. As indicated in Table 11, 1164

while the quality of MyriadLAMA’s prompts sig- 1165

nificantly varies, the high-quality prompts are no- 1166

tably superior to those of LAMA-UHN. Although 1167

the average accuracy of MyriadLAMA is lower 1168

than that of LAMA-UHN, it is considered that this 1169
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Dataset Fluency Template ⊆ Relation Relation ⊆ Template Relation ∩ Template > 0 Total Average

LAMA-UHN 1 .732 .976 1 3.707
PARAREL 0.99 .790 .905 .985 3.670
LPAQA 0.57 .220 .345 .405 1.540
MyriadLAMA 1 .770 .830 .985 3.585

Table 9: The average quality metrics across templates from various factual probing datasets. LAMA-UHN has 41
templates, all of which were used for evaluation. For the other three multi-prompt probing datasets, we sampled 200
templates for comparison.

PLMs Subject Object

BERTbase .5355 .2107
BERTlarge .5358 .2116
BERTwwm .5272 .1853

Table 10: Rate of prompts where the extend entities gain
higher probability than the original entity.

PLMs LAMA-UHN
MyriadLAMA

Min Max Mean

BERTbase .2403 .0000 .3534 .1103
BERTlarge .2454 .0007 .3728 .1185
BERTwwm .2448 .0015 .3695 .1453

Table 11: Acc@1 of MyriadLAMA and LAMA-UHN

is because MyriadLAMA uses relation templates1170

that have been semi-automatically created, whereas1171

LAMA-UHN uses carefully selected entities and1172

templates.1173

C.3 What matters to robustness? Diverse1174

subject vs. templates1175

Next, we aim to investigate the factors contributing1176

to varying performance and inconsistent predic-1177

tions of prompts. MyriadLAMA creates diverse1178

prompts for each fact by combining different sub-1179

ject expressions and templates. To gauge their im-1180

pact on robustness, we examine both the consis-1181

tency (Consist) and the accuracy range (min/max)1182

across various expressions of subjects or relations,1183

assessed individually. To achieve this, the com-1184

plete set of prompts was partitioned into multiple1185

subsets, with each subset containing only one ex-1186

pression for each unique subjects or relations. The1187

Acc@1 of the prompts obtained in this manner is1188

then evaluated using different variants of BERT.1189

The results in Table 12 indicate that while the ac-1190

curacy range (min/max) and consistency (Consist)1191

caused by aliases of subjects is less pronounced1192

compared to diverse expressions of relational tem-1193

plates, its effect on factual knowledge evaluation1194

remains significant. These findings highlight the1195

PLMs
Consist↑ Acc@1 range

(min/max)
Subject Relation Subject Relation

BERTbase .5745 .1504 .0673/.1441 .0000/.3534
BERTlarge .5497 .1548 .0714/.1554 .0007/.3728
BERTwwm .5005 .1057 .0831/.1884 .0015/.3695

Table 12: Diversity evaluation of subjects and relation
templates

vulnerability of factual knowledge evaluation based 1196

on single prompts and underscore the significance 1197

of harnessing the diversity of prompts within Myri- 1198

adLAMA for robust assessments. 1199

C.4 Manually rewritten vs. auto-generated 1200

templates 1201

Upon comparing relational templates gener- 1202

ated through manual rewriting and GPT-4 auto- 1203

generation, we find that auto-generated templates 1204

exhibit comparable quality (accuracy) to manually 1205

rewritten templates; they also demonstrate less di- 1206

versity in acquiring different predictions, aligning 1207

with our expectations. 1208

To assess the validity of LLM-generated tem- 1209

plates for knowledge probing, we rank the ac- 1210

curacies (Acc@1) of manually created templates 1211

against those generated by LLMs. Specifically, 1212

for each relation, we rank the 5 manual templates 1213

among all 100 templates and calculate the aver- 1214

age rank across all manually created templates for 1215

all relations. Table 13 shows the average Acc@1 1216

ranks of manual templates among 100 templates on 1217

BERTbase, BERTlarge, BERTwwm. They are 47.40, 1218

45.64, and 44.80, respectively. These values closely 1219

approximate the average rank of 50, indicating that 1220

auto-generated templates can achieve nearly the 1221

same accuracy as manually created templates. 1222

Furthermore, we quantify the diversity discrep- 1223

ancy between manually written and auto-generated 1224

templates. We categorize the auto-generated tem- 1225

plates, including the original ones, as one group, 1226

resulting in five groups for each relation, each 1227

15



PLMs
Average rank of
manual prompts
based on Acc@1

Consist

Inner-group Inter-group

BERTbase 47.40 .2904 .1065
BERTlarge 45.64 .2884 .1125
BERTwwm 44.80 .2387 .0630

Table 13: Comparison between prompts generated
through manual labor and LLM.

comprising 20 templates. Subsequently, we eval-1228

uate the similarity between templates within the1229

same group and across different groups using the1230

consistency measure (Consist), as presented in Ta-1231

ble 13. The consistency among prompts within the1232

same group (inner-group) is notably high, whereas1233

prompts from different groups (inter-group) exhibit1234

less diversity in predictions. This underscores the1235

significance of manual phrase rewriting, which can1236

yield more diverse prompts and facilitate a more1237

comprehensive evaluation.1238

D QA-Style ICL and its Evaluation1239

D.1 QA-style instruction1240

Beside the mask-prediction-style (MP-style) ICL1241

task, we also defined and evaluate a question-1242

answer-style (QA-style) ICL task utilizing the1243

QA-style relational templates available in Myri-1244

adLAMA. This is available because MyriadLAMA1245

provides 20 QA-style templates for each relation,1246

offering not only syntactical diversity but also suit-1247

ability for the autoregressive generation process1248

in LLMs. Each QA-style prompt adheres to a for-1249

mat where the subject and relation construct the1250

question, and the object corresponds to the answer,1251

such as “Who developed [X]? [Y].” For the QA1252

prompt, we employ the few-shot prompt compris-1253

ing X random QA pairs, following the format out-1254

lined in InstructGPT (Ouyang et al., 2022). Given1255

that all objects in MyriadLAMA are intended to be1256

matched with single words, we append the instruc-1257

tion “Answer each question in one word.” to1258

ensure compatibility.1259

Given the limited number of templates (20 for1260

each relation) in the QA-style, the evaluation of1261

QA-style prompts represents only one-fifth of the1262

full prompts in MyriadLAMA.1263

D.2 Evaluation1264

We measure the ability of QA-style prompts in1265

adhering to instructions and compare it to MP-style1266

prompts. To ensure a fair comparison between QA-1267

ICL settings
Fact prediction

(Acc@1)
One-word
generation

QA MP QA MP

zero-shot .4534 .5066 .5285 .4802
4-random .5429 .5591 .7996 .8058
4-relation .6582 .6649 .9187 .9246
4-template .6687 .6765 .9216 .9266

Table 14: Instruction following rate on Llama2-7B.

and MP-style ICL, we conduct evaluations using 1268

shared templates in both settings on Llama2-7B, 1269

with 20 QA-style templates for each relation. 1270

We evaluate the abilities of fact prediction and 1271

one-word generation individually on Llama2-7B 1272

using average Acc@1 and rate of the one-word 1273

generation. As demonstrated in Table 4, Llama2- 1274

7B exhibits a remarkable capability to comprehend 1275

instructions for answering questions and generat- 1276

ing one-word answers. We observe that QA-style 1277

instructions perform better under the zero-shot set- 1278

ting, likely due to decoder-based PLMs’ ability to 1279

autoregressively generate text. However, this gap 1280

diminishes with the use of few-shot examples. This 1281

suggests that while MP-style prompts may slightly 1282

underestimate the knowledge in LLMs in zero-shot 1283

settings, MP-style ICL settings can demonstrate 1284

comparable or even superior performance in fac- 1285

tual knowledge prediction compared to QA-style 1286

ICL prompts. 1287

E Examples of BELEIF-ICL Prompts 1288

In this section, we provide example prompts for 1289

the four patterns introduced in §3: zero-shot, X- 1290

random, X-relation, and X-template. We focus on 1291

examples where X equals 4, which is the primary 1292

setting used in our work. 1293

E.1 zero-shot 1294

Predict the [MASK] in each sentence in 1295

one word. 1296

Q: [MASK] consists of LAUPT. 1297

A: 1298

E.2 4-random 1299

Predict the [MASK] in each sentence in 1300

one word. 1301

Q: [MASK] is the administrative center 1302

of Jiangsu. 1303

A: Nanjing. 1304

Q: Mar del Plata and [MASK] are 1305

sister cities that have been developing 1306
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together.1307

A: Havana.1308

Q: Malawi has established diplomatic1309

ties with [MASK].1310

A: Australia.1311

Q: Which country is House of1312

Representatives located? [MASK].1313

A: Libya.1314

Q: [MASK] consists of LAUPT.1315

A:1316

E.3 4-relation1317

Predict the [MASK] in each sentence in1318

one word.1319

Q: What is the overarching group for1320

Panzer Division Kempf? [MASK].1321

A: Wehrmacht.1322

Q: To whom does Mount Bulusan relate?1323

[MASK].1324

A: Luzon.1325

Q: Who is responsible for Army National1326

Guard? [MASK].1327

A: National Guard.1328

Q: What group is pharmacy a part of?1329

[MASK].1330

A: biology.1331

Q: [MASK] consists of environmental1332

factors.1333

A:1334

E.4 4-template1335

Predict the [MASK] in each sentence in1336

one word.1337

Q: [MASK] consists of Panzer Division1338

Kempf.1339

A: Wehrmacht.1340

Q: [MASK] consists of Mount Bulusan.1341

A: Luzon.1342

Q: [MASK] consists of Army National Guard.1343

A: National Guard.1344

Q: [MASK] consists of pharmacy.1345

A: biology.1346

Q: [MASK] consists of environmental1347

factors.1348

A:1349

F Experimental details1350

In this section, we list the detailed information of1351

PLMs used in our study, including 3 encoder-based1352

models and 8 decoder-based LLMs.1353

F.1 Model cards 1354

Here are the links from Hugging Face to load each 1355

model: 1356

BERTbase: https://huggingface.co/ 1357

bert-base-uncased 1358

BERTlarge: https://huggingface.co/ 1359

bert-large-uncased 1360

BERTwwm: https://huggingface.co/ 1361

bert-large-uncased-whole-word-masking 1362

ALBERTbase: https://huggingface.co/ 1363

albert/albert-base-v2 1364

ALBERTlarge: https://huggingface.co/ 1365

tftransformers/albert-xxlarge-v2 1366

Llama2-7B: https://huggingface.co/ 1367

meta-llama/Llama-2-7B 1368

Llama2-13B: https://huggingface.co/ 1369

meta-llama/Llama-2-13B 1370

Llama2-70B: https://huggingface.co/ 1371

meta-llama/Llama-2-70B 1372

Llama3-8B: https://huggingface.co/ 1373

meta-llama/Meta-Llama-3-8B 1374

Llama3-70B: https://huggingface.co/ 1375

meta-llama/Meta-Llama-3-70B 1376

Phi3-mini: https://huggingface.co/ 1377

microsoft/Phi-3-mini-4k-instruct 1378

Phi3-small: https://huggingface.co/ 1379

microsoft/Phi-3-small-8k-instruct 1380

Phi3-medium: https://huggingface.co/ 1381

microsoft/Phi-3-medium-4k-instruct 1382

F.2 Model differences 1383

We outline the differences between PLMs in their 1384

pre-training details in Table 15, including the type 1385

of Transformer architecture, model size, and the 1386

size and resources of the pre-training corpora. 1387

F.3 Evaluation results on all PLMs based on 1388

BELIEFs 1389

We present all evaluation results and their com- 1390

putational costs in this section. In Table 16, 1391

we report the full-scale experiments using all 1392

the prompts provided by MyriadLAMA. This in- 1393

cludes PLMs with 8B parameters or fewer, such as 1394
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LLMs Architecture Model size
Pre-training corpora

Size Resource

BERTbase Encoder-based 110M 3.3G


Two datasets:
BookCorpus, a dataset consisting of 11,038 unpublished books and
English Wikipedia (excluding lists, tables and headers).

BERTlarge Encoder-based 336M 3.3G
BERTwwm Encoder-based 336M 3.3G
ALBERTbase Encoder-based* 11.8M 3.3G
ALBERTlarge Encoder-based* 223M 3.3G

Llama2-7B Decoder-based 7B 2.0T


A collection of publicly available online data
(excluding sites containing a lot of personal information.
The knowledge sources for factual knowledge are upsampled).

Llama2-13B Decoder-based 13B 2.0T
Llama2-70B Decoder-based 70B 2.0T

Llama3-8B Decoder-based 8B 15T+
}

A collection of publicly available online data
(details unknown, the code is 4 times that of Llama2).Llama3-70B Decoder-based 70B 15T+

Phi3-mini Decoder-based 3.8B 3.3T
High-quality materials including educational data and code,

textbook-like generated text, high-quality chats.Phi3-small Decoder-based 7B 4.8T
Phi3-medium Decoder-based 14B 4.8T

*ALBERT use parameter compression techniques, including parameter sharing between token embeddings and transformer layers.

Table 15: The pre-training information of various PLMs used in this study

BERTbase, BERTlarge, BERTwwm, ALBERTbase,1395

ALBERTlarge, Llama2-7B, Llama3-8B, Phi3-mini1396

(3.8B), and Phi3-small (7B). For decoder-based1397

models, we conduct experiments on 4 types of ICL1398

settings.1399

For PLMs with more than 8B parameters, we1400

report the evaluation results using partial prompts1401

from MyriadLAMA, specifically using manually-1402

rewritten templates (5 per relation), which account1403

for 1/20 of the prompts compared to the full-scale1404

experiments. Meanwhile, we run these models on1405

only two ICL settings: zero-shot and 4-template.1406

To ensure fair comparison with models having 8B1407

parameters or fewer, we apply the same settings1408

to all other decoder-based LLMs. The result is1409

shown in Table 17. We also list the approximate1410

runtime for each experiments in these two tables.1411

The experiments are all run on the NVIDIA RTX1412

6000 Ada. For experiments using model less than1413

or equal to 8B parameters, we use single GPU to1414

measure the consumption time. We use 2 GPUs for1415

Llama2-13B and Phi3-small and 4 GPUs for 70B1416

models.1417

Furthermore, we display the calibration level1418

between accuracy and confidence for a straightfor-1419

ward inspection on Overconf metrics. We show1420

the calibration figures of models with full-scale ex-1421

periments in Figure 5 and experiments with partial1422

prompts in Figure 6.1423

F.4 Knowledge coverage rate on all PLMs 1424

We present the average, maximum, and upper limit 1425

knowledge coverage rates, as introduced in §7, for 1426

all PLMs evaluated using all templates. The results 1427

are shown in Figure 18. 1428
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Figure 5: The calibration between accuracy and confidence of PLMs’ prediction with full-scale experiments.
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Figure 6: The calibration between accuracy and confidence of PLMs’ prediction with partial-scale experiments
(using manually rewritten templates only).
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PLMs Average
Acc@1 ↑

Fluctuation↓
Consist↑ Overconf one-word

Generation Rate↑ Runtime
Range Stdev

BERT
BERTbase .1095 .1534 .0217 .1682 .2154 N/A 6.3h
BERTlarge .1102 .1574 .0220 .1713 .2052 N/A

}
7.4hBERTwwm .1364 .1517 .0208 .1524 .1000 N/A

ALBERT ALBERTbase .0362 .0668 .0131 .1333 .1647 N/A 6.1h
ALBERTlarge .0974 .1110 .0148 .0821 .0553 N/A 15.2h

Llama2-7B

zero-shot .3385 .2602 .0299 .1269 -.1119 .4752 46.4h
4-random .4816 .2250 .0270 .2312 -.0894 .8247

47.8h4-relation .6286 .1221 .0150 .3753 -.1335 .9060
4-template .6616 .0294 .0036 .4163 -.0933 .9299

Llama3-8B

zero-shot .3427 .2864 .0350 .0240 -.1329 .1572 44.9h
4-random .5205 .2033 .0273 .2156 -.0796 .8147

82.1h4-relation .6871 .1236 .0156 .3659 -.0783 .9071
4-template .7268 .0220 .0026 .4015 -.0582 .9187

Phi3-mini (3.8B)

zero-shot .3498 .2374 .0292 .1465 .1752 .8641 30.7h
4-random .4193 .2324 .0269 .1649 .1189 .8184

32.9h4-relation .5686 .1440 .0164 .2818 .0755 .8769
4-template .6067 .0510 .0048 .3612 .0887 .8808

Phi3-small (7B)

zero-shot .4258 .2437 .0292 .1782 .2171 .8883 82.4h
4-random .4889 .2170 .0276 .2070 .1670 .8913

148h4-relation .6339 .1012 .0129 .3361 .1252 .9287
4-template .6612 .0360 .0043 .3626 .1279 .9411

Table 16: Evaluation results and approximate experiment runtime on all MyriadLAMA data. Comparison of LLMs
with 8B parameters or less, including BERT and its variants, across four ICL settings.

PLMs Average
Acc@1 ↑

Fluctuation↓
Consist↑ Overconf one-word

Generation Rate↑ Runtime
Range Stedv

zero-shot

Phi3-mini (3.8B) .4248 .1880 .0247 .2066 .1609 .8596 1.54h
Phi3-small (7B) .4881 .1900 .0244 .2284 .1985 .8996 4.12h
Llama2-7B .4311 .2014 .0249 .1932 -.0922 .5558 2.32h
Llama3-8B .4224 .2820 .0353 .1269 -.1438 .1786 2.45h
Llama2-13B .4785 .2131 .0260 .1437 -.1673 .3185 4.84h
Phi3-medium (14B) .5173 .2123 .0277 .6167 .2316 .7759 4.85h
Llama2-70B .5675 .2126 .0280 .0359 -.0988 .6239 28.97h
Llama3-70B .5974 .2137 .0278 .2290 -.1438 .7790 32.55h

4-template

Phi3-mini (3.8B) .6106 .0314 .0039 .3686 .0911 .9051 1.65h
Phi3-small (7B) .6668 .0306 .0039 .3666 .1222 .9413 7.40h
Llama2-7B .6699 .0257 .0034 .4174 -.0933 .9299 2.39h
Llama3-8B .7316 .0194 .0025 .4060 -.1119 .9190 4.10h
Llama2-13B .7080 .0235 .0031 .4326 -.0662 .9190 4.23h
Phi3-medium (14B) .7304 .0207 .0025 .4009 .0317 .9350 3.88h
Llama2-70B .7784 .0190 .0024 .4448 -.0690 .9256 21.99h
Llama3-70B .8211 .0139 .0017 .4636 -.0812 .9378 43.10h

Table 17: Evaluation results and approximate experiment runtime on partial MyriadLAMA data. Comparison of all
LLMs (8 models) using zero-shot and 4-template ICL settings with manually rewritten templates.
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PLMs Average Maximum Upper Limit

BERT
BERTbase .1095 .4248 .6209
BERTlarge .1102 .4451 .6556
BERTwwm .1364 .4501 .6636

ALBERT ALBERTbase .0362 .2175 .3405
ALBERTlarge .0974 .3746 .5979

Llama2-7B

zero-shot .3385 .6577 .8153
4-random .4816 .7026 .8587
4-relation .6286 .7179 .8475
4-template .6616 .7197 .8133

Llama3-8B

zero-shot .3427 .7099 .8756
4-random .5205 .7339 .8867
4-relation .6871 .7733 .8934
4-template .7268 .7731 .8628

Phi3-mini

zero-shot .3498 .6346 .8381
4-random .4193 .6506 .8423
4-relation .5686 .6791 .8436
4-template .6067 .6754 .8114

Phi3-small

zero-shot .4258 .6828 .8642
4-random .4889 .7037 .8695
4-relation .6339 .7172 .8507
4-template .6612 .7181 .8346

Table 18: Knowledge coverage rate on models with full-scale experiments. Average: mean accuracy using all
templates; Maximum: accuracy with the best template for each relation; Upper Limit: accuracy when the best
template is selected for each knowledge relation.
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Relation IDs Manual rewriting templates GPT-4 paraphrased templates

P19

[X] started their life in [Y].
[X] took their first steps of life in [Y].
[X] activated their life’s beginning in [Y].
[X] initiated their journey of life within [Y].

The birth of [X] occurred in [Y].
The origin of [X] took place in [Y].
The inception of [X] was within [Y].
It was in [Y] that [X] first made its appearance.

P20

[X] spent the last years of life in [Y].
In [Y], [X] spent the end of their life.
[X]’s final era was in [Y].
In [Y], [X]’s life came to a close.

[Y] is the last place where [X] lived until death.
[X] inhabited [Y] up until death.
[Y] was the end-of-life dwelling for [X].
[Y] served as the last dwelling for [X]
before they died.

P279

Of which class is [X] a subclass? [Y].

What is the general class that [X] is
a part of as a subclass? [Y].
What larger class encompasses [X] as
a subclass? [Y].
Into which class is [X] categorized as
a subclass? [Y].

[X] is also necessarily a [Y].
[X] is intrinsically a [Y].
[X] is fundamentally a [Y].
[X] is by definition a [Y].

P37

[Y] is spoken as an official language
by people in [X].

[Y] is the authorized language for formal
use in [X].
The official language spoken by individuals
in [X] is [Y].
[X] endorses [Y] as the language for
state-related communication.

Officially, the people living in [X]
use the language [Y] for communication.

In [X], the standard language for dialogue
among the populace is [Y].
Residents of [X] typically converse in [Y].
The official medium of verbal exchange
in [X] is the [Y] language.

P413

[X] was given the [Y] job.
[X] was selected for the [Y] position.
[X] was named the new [Y].
The [Y] duties have been allocated to [X].

[X] is a famous [Y] player.

[X] has risen to fame with their [Y]
playing abilities.
[X] is well-known for playing [Y].
[X] is notable for their expertise in [Y].

P449

[X] premiered on the network [Y].
[Y] was the origin of the broadcast for [X].
[X] was initially broadcasted by [Y].
The debut broadcast of [X] was on [Y].

[Y] is the first air channel of [X].
[X] was originally brought to the public by [Y].
[X] first hit the airwaves courtesy of [Y].
[X] first reached listeners and viewers via [Y].

P47

[X] and [Y] are neighboring countries.

[X] and [Y] are countries that are in
close proximity.
[Y] lies in the vicinity of [X].
[Y] and [X] are countries that share a boundary.

You can go through [X] to reach [Y].
[X] acts as a gateway to [Y].
To reach [Y], one can travel through [X].
Traveling over [X] can bring you to [Y].

Table 19: Examples of templates in MyriadLAMA - part 1
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Relation IDs Manual rewriting templates GPT-4 paraphrased templates

P138

Who or what is [X] named after? [Y].
Who is the namesake behind [X]? [Y].
What is the etymology behind [X]’s name? [Y].
Who or what was [X] called after? [Y].

[X] is named after [Y].
[X] takes its name from [Y].
[Y] is the inspiration behind the name of [X].
[X] holds the name given in tribute to [Y].

P364

[X] is created in language [Y].
[X] was composed in the [Y] language.
[X] unfolds in the language known as [Y].
[X] is expressed through the language of [Y].

[X] was written in the [Y] language.
The words of [X] are in the [Y] language.
The composition of [X] is in the [Y] language.
[X] was created using the [Y] language.

P463

[X] served for [Y].
[X] took part in [Y].
[X] collaborated with [Y].
[X] held a position at [Y].

Which group or organization does [X]
belong to? [Y].

[X] is part of what organization? [Y].
[X] is a member of which entity? [Y].
Can you tell me which entity [X] is a
member of? [Y].

P101

Which field does [X] work in? [Y].
In what industry is [X] employed? [Y].
[X] holds a position in which field? [Y].
[X] is a professional in what sector? [Y].

[X] is influential in the domain of [Y].

The domain of [Y] feels the considerable
impact of [X].
[X] plays a pivotal role in the sphere of [Y].
[X] has a profound effect on [Y].

P106

[X] is famous for achievements as a [Y].

[X] is well-known for their accomplishments
in the [Y] role.
[X] is well-known for their successful
career as a [Y].
[X] is a celebrated [Y] with a long list
of achievements.

[X] is a [Y] by profession.
[X] has built a career as a [Y].
[X] is employed as a [Y].
[X] carries out the role of a [Y].

P527

[Y] is a member of [X].
[X] contains [Y] as part of its composition.
[Y] holds a place in [X].
[Y] is a piece of [X].

[Y] belongs to [X].
[Y] is held by [X].
[X] has [Y] under its ownership.
[Y] is one of the items owned by [X].

P530

[Y] is one of the countries [X] has diplomatic
relations with.

[Y] is a member of the group of countries
with which [X] conducts diplomacy.
[X] has a formal diplomatic relationship
with [Y], as it does with several other
countries.
[Y] is recognized by [X] as a diplomatic
partner among other nations.

[X] has established diplomatic ties with [Y].

[X] has initiated formal diplomatic relations
with [Y].
[X] and [Y] have begun a diplomatic relationship.
[X] and [Y] have set up official diplomatic links.
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P176

[X] is a product of [Y]’s manufacturing.
The entity [Y] crafts and produces [X].
The item [X] is fabricated by [Y].
[X] is brought to life by [Y]’s manufacturing
capabilities.

Which company produced [X]? [Y].
Can you tell me who made [X]? [Y].
Which producer can be linked to [X]? [Y].
What is the producing company of [X]? [Y].

P27

[X] is a person from country [Y].
[X] is a resident of [Y].
[X] bears the nationality of [Y].
[X] is a product of [Y].

The nationality of [X] is [Y].
[X] is a native of [Y].
[X] is identified as a national from [Y].
[Y] is the country of origin for [X].

P407

[X] is in language [Y].
The language of [X] is [Y].
The primary linguistic expression of
[X] is in [Y].
[X] is articulated through the [Y] language.

[X] is a work in the [Y] language.
The [Y] language is the linguistic fabric of [X].
[X] has been produced using the [Y] language.
[X] is an example of literature in the
[Y] language.

P30

On what continent is [X] located? [Y].

What’s the name of the continent that
[X] calls home? [Y].
What continental landmass does [X] occupy? [Y].
[X] lies on which of the Earth’s continents? [Y].

[X] is a part of the continent [Y].
[X] is a section of the continental land of [Y].
[X] is geographically positioned as part
of continent [Y].
[X] is an integral piece of the continent [Y].

P178

[X] was originally created by [Y].
The foundation of [X] was laid by [Y].
The concept of [X] was conceived by [Y].
[X] first came into existence thanks to [Y].

[X] is developed by [Y].
[Y] has developed [X].
[Y] is the developer behind [X].
[Y] stands as the creator of [X].

P1376

[X] is the capital of [Y].
[Y]’s governmental seat is in [X].
[X] is recognized as the official capital of [Y].
The leading city and capital of [Y] is [X].

[X] is the administrative center of [Y].

[Y]’s administrative leadership is situated
in [X].
[Y]’s administrative affairs are managed from [X].
[X] is where [Y]’s administrative management
is anchored.

P131

[Y] is the place where [X] is located.
[X] resides in [Y].
[X] can be found at the location of [Y].
[X] is anchored in [Y].

[X] is located in [Y].
[Y] is where [X] is established.
[Y] contains [X].
[Y] houses [X].

Table 21: Examples of templates in MyriadLAMA - part 3

24



Relation IDs Manual rewriting templates GPT-4 paraphrased templates

P1412

What language does [X] use? [Y].
[X] communicates in what vernacular? [Y].
What tongue does [X] utilize? [Y].
What is the primary language for [X]? [Y].

[Y] is the language that is used by [X].
The tongue of [X] is the language [Y].
[X] uses [Y] as its mode of speech.
[Y] is the language that enables communication
for [X].

P108

[X] is employed by [Y].
[Y] is the employer of [X].
[X] has a job at [Y].
[Y] is the source of employment for [X].

Who does [X] work for? [Y].
Who does [X] report to in their job? [Y].
For whom is [X] currently working? [Y].
Who holds [X] on their team? [Y].

P136

What is the genre of [X]? [Y].

In terms of genre, how would you classify
[X]? [Y].
What category of genre does [X] belong to? [Y].
In what genre category would you place [X]? [Y].

[X] is the representative of the [Y] style.
[X] personifies the [Y] style in its purest form.
[X] is the epitome of the [Y] approach.
[X] is the archetype of the [Y] tradition.

P17

Which country is [X] located? [Y].

Can you identify the country where [X]
is situated? [Y].
Could you specify the country of [X]’s
location? [Y].
[X] can be located in what country? [Y].

[Y] is the country in which [X] is located.
[Y] is the nation that houses [X].
[Y] encompasses the region where [X] can be found.
[Y] is the setting for the location of [X].

P39

What position does [X] hold? [Y].
What position does [X] occupy? [Y].
What is the employment status of [X]? [Y].
What is the position title for [X]? [Y].

[X] was sworn in as [Y].
[X] has been designated the official role of [Y].
[X] pledged their commitment to the role of [Y].
[X] was confirmed in the role of [Y].

P264

Which music label represents [X]? [Y].
Which label has [X] on its roster? [Y].
Who is [X]’s music label? [Y].
With whom is [X] signed for music production? [Y].

[X] is represented by music label [Y].
The music label acting on behalf of [X] is [Y].
[Y] is the music label that has signed [X].
[X] has music label [Y] as its representative.

P276

Where is [X] located? [Y].
What’s the location of [X]? [Y].
Where can [X] be found? [Y].
Where should I look for [X]? [Y].

[X] is located in [Y].
[X] is positioned in [Y].
[X] occupies a space in [Y].
[Y] contains [X].
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P937

[Y] is the place where [X] worked.
[X] had their employment based in [Y].
[X] found their employment setting in [Y].
[X] conducted their professional activities
in [Y].

[X] had work activity in [Y].
[X] took part in business tasks in [Y].
[X] was employed within the confines of [Y].
[X] was operational in the workforce at [Y].

P140

Which religion is [X] affiliated with? [Y].
What religious belief does [X] adhere to? [Y].
Which spiritual path is embraced by [X]? [Y].
What is the creed of [X]? [Y].

[X] is affiliated with the [Y] religion.
[X] is part of the [Y] religious denomination.
[X] is associated with the [Y] spiritual
tradition.
[X] adheres to the [Y] religion.

P1303

[X] is a [Y] player.
[X] specializes in the [Y].
[X] is a seasoned [Y] player.
[X] is a [Y] specialist.

[X] plays [Y].
[X] expresses their musicianship through [Y].
[X] has chosen [Y] as their musical companion.
[X] is a musician who specializes in [Y].

P127

Who owns [X]? [Y].
Whose property is [X] considered to be? [Y].
Who is the legal holder of [X]? [Y].
Who has the ownership rights to [X]? [Y].

[X] is owned by [Y].
[Y] is the proprietor of [X].
[Y] holds the title to [X].
[Y] possesses [X].

P103

[X] grew up speaking [Y] as their first language.
[X]’s formative years were shaped by speaking [Y].
[X] started their life speaking [Y].
[X]’s childhood language was [Y].

[Y] is the mother tongue of [X].
[X] has [Y] as their original tongue.
[X] was nurtured in an environment where
[Y] is spoken.
[X] has [Y] as the language of their upbringing.

P190

The city of [X] is twinned with [Y].

[Y] and [X] have entered into a twinning
arrangement.
[X] is in a twinning relationship with [Y].
A twinning link has been established
between [X] and [Y].

[X] and [Y] are sister cities that have
been developing together.

[X] and [Y] have been sister cities on
a shared developmental journey.
The cities of [X] and [Y] have jointly
progressed as sister municipalities.
[X] and [Y] have been in lockstep as
sister cities in their development.

P1001

[X] applies to the jurisdiction in [Y].
The jurisdiction of [Y] encompasses [X].
[X] is answerable to the legal system in [Y].
[Y] exercises legal control over [X].

The region of [Y] uses [X] as a legal term.
[X] is a term with legal standing in [Y].
The legal system of [Y] includes [X]
as an official term.
[X] is employed as a juridical term in [Y].
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P31

[X] is a [Y].
[X] represents a [Y].
[X] is an example of a [Y].
[X] is termed a [Y].

Speaking of [Y], [X] is an example of it.
[X] is a particular instance that reflects [Y].
[X] is a variant that falls within the
scope of [Y].
[Y] can be demonstrated through [X].

P495

[X] originates from the country of [Y].
[X] was first found in the land of [Y].
The inception of [X] is linked to the country [Y].
The origin of [X] can be traced back to [Y].

[X] first appeared in [Y].
[X] has its roots in [Y].
[X] was first crafted in [Y].
The origin of [X] is attributed to [Y].

P159

The operation of [X] depends on the headquarters
in [Y].

[X]’s functioning is reliant on the main
office in [Y].
The base in [Y] is essential for [X] to function.
The primary operations of [X] are contingent
upon the base in [Y].

The headquarters of [X] is in [Y].
[Y] is home to the central office of [X].
The top office of [X] is positioned in [Y].
The nerve center for [X]’s operations
is based in [Y].

P36

[Y] is the administrative center of [X].

The nerve center for [X]’s administration
is found in [Y].
[X]’s administrative governance is centralized
in [Y].
[X] is administratively governed by [Y].

[Y] represents the capital city for [X].
[Y] functions as [X]’s political hub.
[X] uses [Y] as its head city.
[X]’s administrative center is [Y].

P740

[X] started their career in [Y].
[Y] served as the starting point for [X]’s career.
[X] began earning their stripes in the
field of [Y].
[X] commenced their employment journey with [Y].

The formation location of [X] is [Y].
The assembly point for [X] is [Y].
[Y] is recognized as the setting for
[X]’s formation.
[Y] is where [X] originates.

P361

Which entity does [X] belong to? [Y].
Who owns [X]? [Y].
What is the overarching group for [X]? [Y].
What organization encompasses [X]? [Y].

[Y] consists of [X].
[X] is what [Y] is primarily made of.
[Y] incorporates [X] within it.
[Y] is structured with [X].
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