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Abstract

Large Language Models (LLMs) have demon-001
strated the capacity to engage in interac-002
tion with humans, employing humor and sar-003
casm. However, their true comprehension004
of humor and sarcasm remains a subject of005
inquiry. This work introduces the huMor-006
sarcasm cOmprehension benChmarK, named007
MOCK, to systematically evaluate LLMs’ abil-008
ities to detect, match, and explain humor-009
sarcasm across diverse scenes, including car-010
toon, post, and comedy. Our comprehensive011
assessment reveals significant gap between the012
performance of LLMs and human on humor-013
sarcasm comprehension. To bridge this gap,014
we propose a Chain-of-Task approach that inte-015
grates the three comprehension sub-tasks (i.e.,016
detecting, matching and explaining), leverag-017
ing their interrelatedness to enhance humor-018
sarcasm comprehension. Additionally, we pro-019
pose a novel humor-sarcasm generation task020
and explore the potential of MOCK to improve021
LLMs’ humor-sarcasm generation capabili-022
ties. The evaluation results verify that humor-023
sarcasm comprehension can significantly en-024
hance humor-sarcasm generation.025

1 Introduction026

Humor and sarcasm are pervasive elements of di-027

verse scenes in daily life, such as the posts on social028

media accompanied by teasing caption, cartoons029

with deep satirical semantics and comedy with hu-030

morous punchlines. With the development of Large031

Language Models (LLMs), their capacity to en-032

gage in nuanced interaction, particularly humor033

and sarcasm, has become a topic of significant in-034

terest (Hessel et al., 2023; Ko et al., 2023; Jentzsch035

and Kersting, 2023). For example, Jentzsch and036

Kersting utilize ChatGPT (OpenAI, 2022) to gen-037

erate jokes.038

However, the capability of Large Language Mod-039

els (LLMs) in comprehending the innate meaning040

of humor-sarcasm still lack of systematic evalua-041

tion. In the previous work, humor-sarcasm classifi- 042

cation (Castro et al., 2019) and explanation (Jing 043

et al., 2023) have been well explored, but they are 044

restricted to a specific scene or task that cannot 045

evaluate the humor-sarcasm understanding ability 046

comprehensively and systematically. 047

To address the mentioned limitations and fill 048

the current research gap, we introduce a new 049

dataset named huMor-sarcasm cOmprehension 050

benChmarK, MOCK for short. MOCK sup- 051

plies rich resources tailored for evaluating humor- 052

sarcasm comprehension ability. To systematically 053

assess LLMs’ comprehension capability of humor- 054

sarcasm, we propose a series of three increasingly 055

harder sub-tasks utilizing MOCK: 1) detecting, 056

identifying humor-sarcasm, 2) matching, choosing 057

the best-matched option containing humor-sarcasm, 058

3) explaining, explaining the humor-sarcasm se- 059

mantics. Notably, we conduct each sub-task in 060

various scenes (i.e., cartoon, post and comedy). As 061

shown in Figure 1, each sample in cartoon and post 062

consists of a pair of image and caption. The sample 063

in comedy contains a video clip and the correspond- 064

ing dialogue context, presented in Figure 2. 065

In this work, we evaluate text-only, multimodal 066

and video LLMs. For cartoon and post, we evalu- 067

ate text-only and multimodal LLMs, while video 068

LLMs for the comedy. Nevertheless, we convert 069

the image into literal description with the help of 070

LLaVA (Liu et al., 2024) and GPT-4o (OpenAI 071

et al., 2024), for text-only LLMs. 072

The evaluation results of various LLMs, includ- 073

ing both open-source and closed-source LLMs, re- 074

veal a notable gap between their performance and 075

that of human participants. GPT-4o, showing the 076

best performance among all LLMs, still lags far 077

behind humans in the three sub-tasks. To mitigate 078

this gap, we propose to construct Chain-of-Task to 079

combine the three sub-tasks to improve the LLMs’ 080

humor-sarcasm comprehension ability. For a par- 081

ticular sub-task, Chain-of-Task injects information 082
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Scene 1 Cartoon

Task 1 Detecting

Thank God, Fashion Week is over.

Composition: image + caption

Whether this cartoon contains humor or 

sarcasm?

Yes No

Task 2 Matching

Which choice is the best caption that 

matches the image to convey humor and 

sarcasm?

A) Thank God, Fashion Week is over.

B) Do you think we should add a 

password?

C) He's a temp.

D) Anyone have an objection? Please? 

Anyone?

Task 3 Explaining

Why does this cartoon contain humor or 

sarcasm?

The man with the unusual outfit is going to the bar on 

Friday after his bad week at the office: \"fashion 

week\". \"Fashion week\" is an industry event where 

clothing designers showcase extravagant, unusual, and 

highly artistic outfits: the duck and no pants look 

depicted might be one of them. But here, instead of 

displaying the outfits on trained models, this office is 

displaying outfits on regular office employees who 

might not enjoy the eccentric clothing.

(a) A sample from the cartoon scene. It consists of an image
and the corresponding caption.

Scene 2 Post

Task 1 Detecting

wow what a breakfast.

Composition: image + caption

Whether this post contains humor or 

sarcasm?

Yes No

Task 2 Matching

Task 3 Explaining

Why does this post contain humor or 

sarcasm?

It's a terrible breakfast, even the toast is 

burnt.

A) Toast, Ham, and a Sweet Surprise.

B) Breakfast delight.

C) am i the only one ? # motherhood # 

fun # honesty  # parenting emoji_46

D) wow what a breakfast.

Which choice is the best caption that 

matches the image to convey humor and 

sarcasm?

(b) A sample from the post scene. It contains an image and
the corresponding caption.

Figure 1: Two samples from the scene of cartoon and post, respectively. In each sample, we challenge models with
three progressive sub-tasks: detecting, matching and explanation. We also show the detail of the three sub-tasks in
the two samples. Notably, the caption of cartoon and post is removed in matching task as it serves the correct option.

of the other two sub-tasks into the prompt as inter-083

media reasoning process.084

Beyond humor-sarcasm comprehension, how the085

ability of understanding humor and sarcasm influ-086

ences the humor-sarcasm generation capability re-087

mains underexplored. Therefore, we propose a088

novel yet challenging humor-sarcasm generation089

task. Given the image from cartoon or post, we090

aim to generate a short humorous or sarcastic story.091

Furthermore, some open-source multimodal LLMs092

are selected to be finetuned on MOCK, and conduct093

humor-sarcasm generation task, which helps how094

comprehension influences generation in humor-095

sarcasm. Surprisingly, LLMs show a much bet-096

ter capability of generating humor-sarcasm, with a097

better comprehension of humor-sarcasm.098

In a nutshell, our contributions are fourfold.099

• We devise three progressive sub-tasks: detect-100

ing, matching and explaining, which aim at101

comprehending humor-sarcasm from multiple102

perspectives.103

• We extend some existing humor-sarcasm re-104

lated datasets, to curate MOCK, a comprehen-105

sive benchmark containing rich sources for106

humor-sarcasm comprehension evaluation.107

• We conduct extensive evaluation on the de-108

vised sub-tasks for both LLMs and humans,109

which reveals a gap between human and110

LLMs on understanding humor-sarcasm. As a111

byproduct, we release our MOCK and code1112

1https://xhhxn9zbg2.wixsite.com/edge-1.

to facilitate the research community. 113

• We propose a novel humor-sarcasm genera- 114

tion task, and prove that humor-sarcasm com- 115

prehension can enhance humor-sarcasm gen- 116

eration, utilizing MOCK. 117

2 Related Work 118

2.1 Large Language Models 119

Large Language Models (LLMs) have exhibited 120

great potential in various natural language com- 121

prehension and generation tasks. For exam- 122

ple, Jentzsch and Kersting explored joke gener- 123

ation with ChatGPT (OpenAI, 2022). Some re- 124

searchers (Hessel et al., 2023) made efforts to com- 125

prehend humorous cartoons with LLMs. Notably, 126

the latest closed-source LLMs, such as GPT-4V 127

and GPT-4o (OpenAI et al., 2024) showed great 128

abilities in comprehension and generation tasks, 129

But recent works (Yang et al., 2024) showed a gap 130

between LLMs and humans in understanding mul- 131

timodal content like image-caption pairs. 132

2.2 Humor-sarcasm Comprehension 133

Early studies (Cai et al., 2019; Castro et al., 2019) 134

focus on classification for humor and sarcasm, 135

which contributes to identifying humor and sar- 136

casm. However, comprehension is more than iden- 137

tification. Therefore, many work makes efforts to 138

explain humor and sarcasm. For example, Desai 139

et al. proposed to explain ironic semantics for the 140

sarcastic posts. And some work utilize advanced 141
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Scene 3 Comedy Task 1 Detecting

Composition: video + dialogue

Whether this dialogue contains humor or 

sarcasm?

Yes No

Task 2 Matching

Which option is the best utterance that 

matches the dialogue to convey humor 

and sarcasm?

A) “But I have it! Momma.” 

B) “Indravardhan!” 

C) “Oh my God! Indravardhan, stop Monisha! If 

she tells him, Dushyant will come here like a 

storm! Go, go, please!” 

D) “Uh, Rachel's here, so good luck man, let me 

know how it works out.”

Task 3 Explaining

Why does this dialogue contain humor or 

sarcasm?

Maya sarcastically labels Dushyant as danger. 

Maya does not want Dushyant to come.

MAYA: “Indravardhan, well, we narrowly escaped.”

MAYA: “What if she had found out that our fridge 

wasn't working?”

RADHABAI: “But Mrs. Monisha knows everything. 

Her fridge broke down too.”

MAYA: “So what?”

RADHABAI: “Brother Dushyant is going to make 

the phone call there, right!”

MAYA: “Oh my God! Indravardhan, stop Monisha! 

If she tells him, Dushyant will come here like a 

storm! Go, go, please!”

Figure 2: A sample from the comedy scene. It consists
of a video clip and the corresponding dialogue. In ad-
dition, we present the three sub-tasks in the right part.
Notably, the last utterance is removed in the matching
task, and serves as the correct option.

backbone (Kumar et al., 2022; Jing et al., 2023;142

Ouyang et al., 2024), such as BART, to conduct ex-143

planation generation. In addition, Hessel et al. cu-144

rated a cartoon dataset to evaluate wherther LLMs145

can understand humorous cartoons. Although the146

above studies have well explored classifying and147

explaining humor and sarcasm, they are limited to a148

specific scene and task. There still lack a systematic149

evaluation benchmark to assess the humor-sarcasm150

comprehension capability of LLMs.151

3 MOCK152

This section provides a comprehensive overview of153

the dataset and the tasks involved in our study.154

We introduce the Humor-sarcasM cOmprehen-155

sion benChmarK, named MOCK, which encom-156

passes three distinct yet interrelated scenes, tailored157

for three progressive tasks. The dataset comprises158

a total of 73, 872 samples, including three tasks in159

three various scenes, with a detailed breakdown160

provided in Table 1.161

To assess the capabilities of LLMs in discern-162

ing humor and sarcasm across these varied scenes163

(i.e., cartoon, post and comedy), we designed an164

extensive evaluation framework that encompasses165

three primary subtasks: detecting, matching and166

explaining167

Together, these subtasks are strategically de-168

signed to provide a thorough and multidimensional169

assessment of LLMs, shedding light on their profi-170

ciency and potential shortcomings in comprehend-171

ing humor and sarcasm in the three scenes. Further-172

more, each sample in the cartoon, post, and comedy173

categories is enriched with annotations that cater to174

the specific demands of our tasks. Specifically, for 175

the Detection task, a binary label is assigned to in- 176

dicate the presence of humor or sarcasm. Addition- 177

ally, an explanatory note is provided to elucidate 178

the humorous or sarcastic nuances of the sample, 179

thereby facilitating a deeper comprehension of the 180

underlying humorous or sarcastic semantics. 181

3.1 Scene and Sub-task Overview 182

Our MOCK encompasses three distinct yet interre- 183

lated scenes (i.e., cartoon, post and comedy), tai- 184

lored for three progressive sub-tasks (i.e., detecting, 185

matching and explaining). 186

3.1.1 Scene Category 187

We illustrate three samples from cartoon, post and 188

comedy in Figure 1 and Figure 2. 189

• Cartoon. The samples from cartoon consist 190

of a pair of image and caption. 191

• Post. In the scene of post, we also provide a 192

image-caption pair each sample. 193

• Comedy. Different from cartoon and post, 194

we supply a video clip and the corresponding 195

dialogue context in comedy scene. 196

3.1.2 Sub-task Composition 197

We present three samples from cartoon, post and 198

comedy, respectively, to introduce the three pro- 199

gressive tasks in Figure 1 and Figure 2. 200

• Detecting. Can LLMs identify humor- 201

sarcasm? We aim to identify whether the 202

given cartoon, post or comedy contains humor- 203

sarcasm. 204

• Matching. Can LLMs choose the best- 205

matched option containing humor-sarcasm? 206

Given four possible options, we target at se- 207

lecting the option that match the cartoon, post 208

or comedy best to make humor-sarcasm. 209

• Explaining. Can LLMs explain humor- 210

sarcasm like humans? In this task, we make 211

efforts to generate a proper explanation to in- 212

terpret the humor-sarcasm semantics reside in 213

the sample from cartoon, post or comedy. 214

3.2 Data Collection 215

We collect three types of data (i.e., cartoon, post 216

and comedy) to support humor and sarcasm com- 217

prehension. 218
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Visual Semantics Extraction

Caption: That's the last 

time we brag about our 

kids.

Description: There are 

people in a living room 

watching a dog. A man is 

playing a guitar.

Data collection

Description: There are people in a 

living room watching a dog. A man 

is playing a guitar.

GPT-4o&Human

Llava

Description

Visual Semantics Extraction

Annotation

Finetuning

Generation

Checking

Fake options generated by Llava:

1. Just go. I'll only end up hurting 

you.

2. Oh, yeah, we go way back.

3. …

1. Just go. I‘ll only end up 

hurting you.

2. Oh, yeah, we go way back.

ChatGPT filtering

Human annotation

A nice dog dance

Options:
A. Just go. I‘ll only end up hurting you.

B. Oh, yeah, we go way back.

C. That's the last time we brag about our 

kids.

D. A nice dog dance

Fake Option Generation

Figure 3: Schematic diagram of MOCK benchmark construction process including three stages: Data Collection,
Visual Semantics Extraction and Fake Option Generation.

Cartoon. Our collection encompasses 11,303 car-219

toons sourced from the weekly New Yorker caption220

contest2, Cartoon Movement3, and CartoonStock4221

through web scraping. Each cartoon is paired with222

a corresponding caption, offering a rich dataset for223

humor and sarcasm comprehension.224

Post. We have curated a dataset of 28, 145 posts225

from the MORE sarcasm explanation dataset (De-226

sai et al., 2022) and a sarcasm detection dataset (Cai227

et al., 2019), originally collected from Twitter, In-228

stagram, and Tumblr. Posts were filtered for qual-229

ity and relevance, with additional 3, 000 posts col-230

lected from Twitter to maintain dataset scale. Each231

post consists of an image and its accompanying232

caption.233

Comedy. Dialogues from the MUStARD (Ku-234

mar et al., 2022) and WITS (Kumar et al., 2022)235

datasets, drawn from comedies such as Friends,236

The Golden Girls, Sarcasmaholics Anonymous and237

Sarabhai v/s Sarabhai, were selected. We filtered238

dialogues to a minimum of three utterances and239

augmented the dataset with neutral dialogues. The240

final dataset comprises 7, 757 dialogues, each as-241

sociated with a video clip and the respective utter-242

ances.243

2https://www.newyorker.com/cartoons/contest.
3https://www.cartoonmovement.com/.
4https://www.cartoonstock.com/.

3.3 Visual Semantics Extraction 244

Considering the text-only LLM cannot receive the 245

visual information of the cartoon and post 246

To bridge the gap for text-only LLMs that they 247

cannot understand images directly, we propose 248

to extract visual semantics involved cartoons and 249

posts, represent visual semantics through literal 250

image description. Overall, we first annotate the 251

description for part of the images, and then train a 252

visual-semantics generation model with the anno- 253

tated data based on the advanced Multimodal LLM 254

(MLLM) named LLaVA. 255

Annotation. 1) Cartoon. Manual annotation was 256

conducted for 651 images in previous work (Hessel 257

et al., 2023), focusing on complex compositions, 258

we add additional 800 image annotations to expand 259

the dataset. 2) Post. We utilize the advanced vision 260

comprehension capability of GPT-4o5 to generate 261

high-quality description for 1, 410 images. 262

Finetuning. The annotated descriptions for car- 263

toons and post were utilized to finetune LLaVA, 264

resulting in two specialized models for cartoons 265

and posts. 266

Generation and Checking. The finetuned models 267

generated descriptions for the respective images, 268

which were then quality-checked by one human 269

against the corresponding images. Discrepancies 270

5https://chatgpt.com/?oai-dm=1.
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Scene Detection Matching Explanation
Train Val Test Train Val Test Train Val Test

Cartoon 8,521 1,066 1,066 8,681 1,085 1,085 391 130 130
Post 19,815 2,410 2,410 8,517 1,063 1,063 2,808 351 351
Comedy 4,413 552 552 4,138 517 517 1,792 224 224

Table 1: Basic size statistics for our three sub-tasks:
detecting, matching and explaining, in diverse scenes
(i.e., cartoon, post and comedy).

were manually corrected.271

3.4 Fake Option Generation272

To support the matching task, We propose to gen-273

erate three fake options, with the primary caption274

as the correct option. In the pursuit of enhancing275

the matching task’s complexity and authenticity,276

we devised a strategy to generate one plausible but277

incorrect caption or utterance, complementing the278

correct primary option. This approach is a judi-279

cious blend of manual annotation and automatic280

generation, aimed at creating a more challenging281

and realistic evaluation environment for LLMs.282

Automatic Generation Strategy. We harness283

the capabilities of LLaVA and ChatGPT to au-284

tomate the generation process. For cartoon and285

post, LLaVA is prompted to produce two distinct286

captions per image. Given the potential for the-287

matic similarities across images that could yield288

semantically redundant captions, we employ Chat-289

GPT to filter out options too closely aligned with290

the correct option and generate a new one. The291

third option drawn randomly from unrelated image292

captions. In comedy scene, we provide ChatGPT293

with the dialogue context, excluding the final utter-294

ance, and instruct it to generate two distinct, non-295

sarcastic responses. These serve as two of the fake296

options, while the third is sourced from unrelated297

dialogue contexts.298

Manual Annotation Effort. To augment the diffi-299

culty of discerning the authentic option, we intro-300

duce a manual annotation phase for one distractor.301

Specifically, 15% of the cartoons and posts are man-302

ually assigned a humorous or sarcastic caption but303

intended to be less effective than the correct option.304

This annotated option then replaced one of the au-305

tomatically generated fake options, ensuring that306

the task is not merely about identification but also307

about discerning the most appropriate expression308

of humor or sarcasm. The same principle applies309

to 15% of the comedy, where a manually annotated310

utterance replaces one of the fake options.311

By integrating both automatic and manual meth-312

ods, we ensure a robust set of fake options that313

challenge LLMs to not only recognize humor and 314

sarcasm but also to evaluate the subtleties of ex- 315

pression within the given contexts. 316

4 Evaluation and Improvement 317

In this section, we delve into the evaluation metrics, 318

baselines, and methodologies applied to assess the 319

proficiency of Large Language Models (LLMs) 320

in detecting, matching, and explaining humor and 321

sarcasm. We also introduce the innovative Chain- 322

of-Task approach to enhance performance across 323

these tasks without incurring additional training 324

costs. 325

4.1 Baselines and Human Performance 326

Estimates 327

We conduct the three humor-sarcasm comprehen- 328

sion sub-tasks on both LLMs and humans. 329

4.1.1 Evaluated LLMs 330

For cartoon and post, we evaluate text-only LLMs 331

(i.e., Llama3 (AI@Meta, 2024), GLM4 (Du et al., 332

2022), and ChatGPT (OpenAI, 2022)) and mul- 333

timodal LLMs (i.e., LLaVA (Liu et al., 2024), 334

CogVLM2 (Wang et al., 2023), GPT-4V (OpenAI 335

et al., 2024) and GPT-4o (OpenAI et al., 2024)). 336

For comedy, we assess video LLMs (i.e., Video- 337

ChatGPT (Maaz et al., 2024), Video-LLaVA (Lin 338

et al., 2023), Valley2 (Luo et al., 2023), VideoL- 339

LaMA2 (Cheng et al., 2024), and VideoChat2 (Li 340

et al., 2023)). A detailed overview of these models 341

is provided in Appendix B. 342

4.1.2 Human Performance Estimates 343

To establish a comprehensive benchmark, we con- 344

duct human evaluation alongside LLMs assess- 345

ments. For detecting and matching, two individu- 346

als, one author and another familiar with this work, 347

evaluate test instances across cartoon, post and 348

comedy. In addition, the quality of annotated expla- 349

nations serves as the human performance baseline 350

for the explaining task. 351

4.2 Evaluation Metrics 352

We employed accuracy for detecting and matching 353

tasks, while for explaining, we utilized a combina- 354

tion of automatic metrics BLEU-4 (Papineni et al., 355

2002), ROUGE-L (Lin, 2004) and human evalua- 356

tions. To further refine our assessment, we intro- 357

duced an LLM-based metric, Explanation Accu- 358

racy (EXPAcc), leveraging GPT-4o API6 to choose 359

6https://openai.com/index/gpt-4/.
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Model #Params
Detection Matching Explanation

Zero-shot Chain-of-Task Zero-shot Chain-of-Task Zero-shot Chain-of-Task
Accuracy Accuracy Accuracy Accuracy BLEU-4 (%) Rouge-L (%) EXPAcc HumanAcc BLEU-4 (%) Rouge-L (%) EXPAcc HumanAcc

Llama3 8B 0.675 0.695 0.427 0.434 3.51 19.61 0.346 0.323 3.62 19.67 0.354 0.362
GLM4 9B 0.718 0.723 0.540 0.547 4.34 20.83 0.389 0.400 4.41 20.92 0.408 0.415
ChatGPT - 0.572 0.575 0.345 0.351 3.31 19.07 0.315 0.292 3.49 19.24 0.323 0.308
Llava 7B 0.627 0.633 0.364 0.370 4.04 20.15 0.177 0.238 4.09 20.71 0.192 0.261
CogVLM2 19B 0.632 0.651 0.434 0.463 4.51 20.27 0.408 0.415 4.78 20.81 0.423 0.431
GLM-4V 9B 0.614 0.620 0.553 0.560 3.83 19.10 0.381 0.377 4.01 19.73 0.392 0.385
GPT-4V - 0.750 0.762 0.589 0.615 4.62 20.97 0.431 0.423 4.72 21.31 0.446 0.438
GPT-4o - 0.775 0.792 0.674 0.687 4.91 21.01 0.454 0.462 4.98 21.87 0.469 0.485
Human - 0.981 - 0.931 - - - - - - - - -

(a) cartoon
Llama3 8B 0.690 0.693 0.338 0.349 2.13 15.45 0.348 0.356 2.72 15.71 0.359 0.362
GLM4 9B 0.687 0.706 0.354 0.361 2.63 19.77 0.399 0.387 2.92 20.18 0.413 0.404
ChatGPT - 0.583 0.590 0.308 0.321 2.86 19.86 0.322 0.328 3.02 20.21 0.330 0.328
Llava 7B 0.611 0.623 0.293 0.300 1.91 15.41 0.308 0.299 1.93 15.61 0.316 0.311
CogVLM2 19B 0.693 0.720 0.385 0.413 15.55 24.60 0.450 0.453 16.41 25.17 0.459 0.467
GLM-4V 9B 0.641 0.663 0.310 0.325 2.87 18.59 0.385 0.393 3.11 19.97 0.399 0.405
GPT-4V - 0.769 0.789 0.498 0.528 16.70 25.19 0.439 0.459 17.24 26.43 0.464 0.467
GPT-4o - 0.791 0.812 0.592 0.612 17.21 25.61 0.470 0.462 18.44 27.04 0.473 0.481
Human - 0.993 - 0.923 - - - - - - - - -

(b) post
Video-ChatGPT 7B 0.645 0.652 0.352 0.358 2.78 14.92 0.201 0.179 2.90 14.98 0.210 0.205
Video-LlaVA 7B 0.690 0.696 0.369 0.375 2.67 15.27 0.192 0.205 3.31 16.04 0.210 0.219
Valley2 7B 0.592 0.598 0.308 0.319 1.73 9.01 0.129 0.138 2.21 11.02 0.134 0.161
VideoLlaMA2 7B 0.719 0.725 0.389 0.425 3.44 19.27 0.246 0.281 4.18 19.66 0.263 0.317
VideoChat2 7B 0.721 0.734 0.406 0.418 3.61 19.04 0.286 0.272 4.72 20.19 0.308 0.303
Human - 0.984 - 0.919 - - - - - - - - -

(c) comedy dialogue

Table 2: Evaluation results for three progressive sub-tasks: detecting, matching and explaining. We conduct
extensive evaluation across three scenarios: cartoon, post and comedy. In addition, we make comparisons between
zero-shot and Chain-of-Task. The best results are in boldface. The results are the average of five replicates.

the better explanation between generated and anno-360

tated explanations. The EXPAcc is determined by361

the ratio of instances where the generated explana-362

tion is deemed better by GPT-4o judges. Similarly,363

HumanAcc is calculated by the average ratio of gen-364

erated explanation chosen by two human judges.365

4.3 Chain-of-Task366

Recognizing the interrelated nature of humor and367

sarcasm comprehension tasks, we propose a Chain-368

of-Task framework to improve the humor-sarcasm369

comprehension capability of LLMs. This approach370

involves:371

Detection-oriented prompts leverage informa-372

tion from matching and explaining tasks to enhance373

LLMs’ detecting capability. Specifically, we first374

give a sample of matching task, and the correspond-375

ing answer, we then present the explanation why376

the answer is humorous or sarcastic. Ultimately,377

we pose the question to ascertain whether the sam-378

ple encompasses humor or sarcasm, thereby facil-379

itating the detecting task. In this way, LLMs can380

learn some useful information from matching and381

explaining task and hence help detecting task.382

Matching-oriented prompts harness insights383

from detecting and explaining tasks to refine match-384

ing accuracy. Initially, we present a sample con-385

taining humor-sarcasm from our detecting task, ac-386

companied by the corresponding explanation in387

explaining task. Subsequently, we conclude with a388

challenge that requires matching the provided sam-389

ple excerpt with the appropriate option, thereby390

refining the accuracy of the matching task. 391

Explanation-oriented prompts build upon the 392

guidance of detecting and matching tasks to ele- 393

vate explanation quality. We strategically sequence 394

the tasks from simpler to more complex, beginning 395

with a sample from the detecting task followed 396

by one from the matching task. This structured 397

approach allows us to then introduce the explain- 398

ing task. By first mastering the foundational tasks 399

of detecting and matching, which are relatively 400

straightforward, we enhance our capacity to tackle 401

more intricate challenges-explaining. This method- 402

ical progression not only deepens understanding 403

but also strengthens the ability to address complex 404

tasks effectively. 405

Further details on the construction of these 406

prompts are available in the Appendix C. 407

4.4 Main Results 408

The results of the three sub-tasks in cartoon, post, 409

comedy scenes are presented in Table 2. The eval- 410

uated models can be classified into open-source 411

LLMs (i.e., Llama3, GLM4, LLaVA, CogVLM2, 412

GLM-4V, VideoChaGPT, Video-LlaVA, Valley2, 413

VideoLlaMA2 and VideoChat) and closed-source 414

LLMs (i.e., ChatGPT, GPT-4V and GPT-4o). 415

Detecting. It can be observed that GLM4 exhibit 416

the highest recognition capability of detecting task 417

in the cartoon scene, while CogVLM2 shows the 418

outstanding performance in the post scene, among 419

the open-source models. Notably, the multimodal 420

LLMs are not always better than text-only LLMs 421
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in the scene of cartoon and post. It implies that the422

literal description of cartoon and post could be a423

favourable substitution of the image to assist humor424

and sarcasm comprehension. In addition, the latest425

GPT-4o achieves the best performance among all426

the models, with an impressive accuracy of 0.775427

in cartoon and 0.791 in post, respectively. For428

the comedy scene, VideoChat2 shows the highest429

accuracy among all the video LLMs. Nevertheless,430

these models still do not match the capabilities431

of humans, whose accuracy remains at nearly 1,432

across the scenes of cartoon, post and comedy.433

Matching. Among the open-source models, GLM-434

4V performs the best in cartoon scene, while435

CogVLM2 outperforms others in post scene. How-436

ever, the closed-source model GPT-4o outperforms437

both GLM-4V and CogVLM2, achieving an accu-438

racy of 0.627 in cartoon and 0.592 in post. For439

comedy scene, VideoChat2 still achieves the best440

performance across all the video LLMs. A notable441

observation across all LLMs is that their perfor-442

mance in this task significantly trails behind their443

performance in the detecting task. This indicates444

that matching task is more challenging. Addition-445

ally, it is evident that these models substantially fall446

short of human-level performance, which is marked447

at an impressive accuracy of 0.981 in cartoon and448

0.993 in post.449

Explaining. In the scenes of cartoon and post,450

CogVLM2 showcases the highest performance451

across all the evaluation metrics among open-452

source models. Unsurprisingly, GPT-4o achieves453

the best performance among all the models, ver-454

ifying its overall superior performance. Mean-455

while, VideoChat2 exhibits the best performance456

in BLEU-4 and EXPAcc, while VideoLlaMA2 ex-457

ceeds others in Rouge-L and HumanAcc. Addition-458

ally, we note that the capabilities of these models459

are significantly weaker than human performance,460

since EXPAcc and HumanACC of all the models461

are less than 0.500, it means the manually anno-462

tated explanation win the perference of both LLMs463

and human judges. It can be observed that the ac-464

curacy of all evaluated models in matching task is465

significantly lower than their performance in de-466

tecting task, and all of them achieve lower perfor-467

mance in explaining task compared to the matching468

task. This underscores that detecting, matching and469

explaining are increasingly difficult tasks. We il-470

lustrate two detailed cases for explaining task in471

Appendix 7.472

Chain-of-Task. For all the evaluated LLMs, we ob- 473

serve that their performance with Chain-of-Task in 474

detecting, matching and explaining consistently ex- 475

ceeds those with zero-shot. It verifies the efficiency 476

of Chain-of-task in enhancing the humor-sarcasm 477

comprehension capability. 478

Overall, the evaluation underscores the progres- 479

sive difficulty of detecting, matching, and explain- 480

ing tasks, with LLMs consistently underperform- 481

ing human capabilities. Furthermore, our Chain- 482

of-Task approach offers a promising avenue for 483

improving LLMs’ humor-sarcasm understanding 484

ability without additional training. 485

5 Does Humor-sarcasm Comprehension 486

Enhance Humor-sarcasm Generation? 487

In this section, we propose a novel task, named 488

humor-sarcasm generation, and explore how 489

humor-sarcasm comprehension influences humor- 490

sarcasm generation. 491

5.1 Humor-sarcasm Generation 492

Beyond comprehending humor-sarcasm, generat- 493

ing humor-sarcasm is also significant but challeng- 494

ing. Given the images from cartoon or post, we aim 495

to generate a short story, which contains humor- 496

sarcasm. We selected 150 high-quality images 497

from cartoon and post, respectively, to support this 498

generation task. In addition, we introduce both 499

LLMs-based metrics and human evaluation to mea- 500

sure the quality of the generated story. 501

LLMs-based metrics. a) Semantic Matching 502

Score (SMS). Given an image from cartoon or post 503

and the generated short story base on the image, 504

GPT-4o is supposed to rate it 1-5 according to the 505

semantic similarity between the image and the short 506

story, the larger the better. It is used to measure 507

the semantic matching degree between the gener- 508

ated caption or utterance and the given image or 509

dialogue. b) Humor-Sarcasm Score (HSS). GPT- 510

4o is required to rate the short story in aspect of 511

humor and sarcasm effect combining the image. 512

It is utilized to evaluate the effect of humor and 513

sarcasm. 514

Human evaluation. Given the prime caption or 515

utterance and the generated caption or utterance, 516

two people are required to choose the best one that 517

conveys humor and sarcasm. 518
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In a world where superheroes need 

regular check-ups, a doctor with a 

stethoscope and glasses finds himself 

in a unique situation when a superhero 

with a cape and a "S" on his chest 

walks into his office.

The doctor is having trouble finding 

the superhero's heartbeat because, 

instead of having a heart like normal 

people, superman has a pulsing sun.

In a parking lot where the cars are 

parked in a straight line, a red truck 

decides to park backwards, causing a 

domino effect of cars being bumped 

and scratched, leading to a hilarious 

scene of chaos and confusion.

The red pickup truck was so excited to 

go to the restaurant that it did donuts in 

the parking lot, leaving tire tracks 

everywhere. The other cars were 

annoyed, but the truck was just having 

fun.

Llava

Llava

(Original)

CogVLM2 
(Finetuned)

CogVLM2

(Finetuned)

(Original)

Figure 4: Two cases from humor-sarcasm generation
task. Case (a) shows the short stories generated by
original and finetuned LLaVA, respectively. Case (b)
exhibits the stories of original and finetuned CogVLM2.

5.2 Transfer from Comprehension to519

Generation520

Intuitively, understanding the innate meaning of hu-521

mor and sarcasm may help LLMs better generate522

humor and sarcasm. Therefore, we propose to uti-523

lize MOCK dataset to finetune the selected LLMs:524

LLaVA, GLM-4V and CogVLM2, and hence im-525

prove their capability to generate humor-sarcasm.526

Specifically, we finetune the LLMs on the three527

humor-sarcasm comprehension sub-tasks: detect-528

ing, matching and explaining. Notably, we finetune529

each LLM separately in cartoon and post scene.530

Finally, we utilize the LLMs finetuned for cartoon531

and post to generate short story in the correspond-532

ing scene, respectively.533

5.3 Results and Analyses534

The results of humor-sarcasm generation task are535

presented in Table 3 As we can see, GPT-4o out-536

performs all the other models, which shows the537

advancement of closed-source model. The open-538

source models’ (i.e., LLaVA, CogVLM2 and GLM-539

4V) capability of generating humor and sarcasm540

is improved through trained on the humor-sarcasm541

comprehension benchmark MMHS. It verifies that542

understanding humor and sarcasm helps enhance543

the ability to generate humor and sarcasm.544

Futhermore, we present two cases in Figure 4.545

In case (a), the finetuned LLaVA captured the546

difference between superman and normal human547

(superman does not have a heart), and generate548

the humor-sarcasm by teasing the doctor cannot549

hear Superman’s heartbeat. However, the original550

LLaVA failed to capture the novelty point in the551

Model Original Finetuned
SMS HSS SMS HSS

Llava 3.87 3.08 3.99 3.34
CogVLM2 3.95 3.31 4.16 3.76
GLM-4V 3.40 3.15 3.51 3.43
GPT-4V 4.14 3.93 - -
GPT-4o 4.28 4.37 - -

(a) cartoon
Llava 3.99 3.32 4.07 3.41
CogVLM2 4.13 3.54 4.28 3.98
GLM-4V 3.77 3.42 3.87 3.64
GPT-4V 4.23 4.21 - -
GPT-4o 4.41 4.47 - -

(b) post

Table 3: The results of humor-sarcasm generation task.
Notably, we compare the original LLMs and the LLMs
finetuned on MOCK benchmark. In addition, we com-
pare the open-source LLMs with GPT-4V and GPT-4o
in generating humor-sarcasm. SMS means semantic
matching score, while HSS refers to humor-sarcasm
score.

image to generate humor. In case (b), the finetuned 552

CogVLM2 cleverly captured the comic effect of 553

the red truck in the image, and used personifica- 554

tion and metaphor to generate humor and sarcasm, 555

while the original CogVLM2 failed. 556

Overall, both the evaluation results and the two 557

presented cases demonstrate that humor-sarcasm 558

comprehension can enhance humor-sarcasm gener- 559

ation. 560

6 Conclusion 561

We propose MOCK, a benchmark for humor- 562

sarcasm comprehension of LLMs. MOCK encom- 563

passes rich annotated resources and three progres- 564

sive sub-tasks: detecting, matching and explaining, 565

tailed for humor-sarcasm comprehension. The eval- 566

uation results indicate a notable gap between LLMs 567

and human capabilities. Therefore, we introduced 568

the Chain-of-Task approach to mitigate the gap, 569

and improve LLMs’ humor-sarcasm comprehen- 570

sion ability. Additionally, we explored the impact 571

of humor-sarcasm comprehension on generation ca- 572

pabilities, with our proposed novel humor-sarcasm 573

generation task. And we demonstrate that a bet- 574

ter understanding of humor-sarcasm can enhance 575

LLM’s ability to generate humor-sarcasm. 576
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7 Limitations577

The existing form of humor-sarcasm are varied,578

and due to our limited collection of data, it is not579

feasible to encompass all potential humor-sarcasm580

content. In this work, we only exemplified three581

common scenes: cartoon, post and comedy, while582

humor-sarcasm types in the real world are more583

than three. On this note, adding more images and584

annotations would help improve this issue. In addi-585

tion, we only evaluate the humor-sarcasm compre-586

hension ability in zero-shot and Chain-of-Task set-587

ting, where finetuning results are not yet available.588

We plan to extend our experiment to provide more589

insight analyses. As for humor-sarcasm generation590

task, we only finetune the three latest open-source591

LLMs on humor-sarcasm comprehension task to592

improve humor-sarcasm generation, since the ad-593

vanced closed-source LLMs, GPT-4V and GPT-4o594

do not open finetuning interface yet.595
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A Explaining838

We exhibit two cases for explaining task in Figure 5839

B Large Language Models840

• Llama3 (AI@Meta, 2024) A collection of841

pretrained and instruction tuned generative842

text models in 8 and 70B sizes. The Llama843

3 instruction tuned models are optimized for844

dialogue use cases and outperform many of845

the available open source chat models on com-846

mon industry benchmarks. In this work, we847

adopt Llama-3-8B.848

• GLM4 (OpenAI et al., 2024) GLM-4-9B is849

the open-source version of the latest gener-850

ation of pre-trained models in the GLM-4851

series launched by Zhipu AI. In the evalua-852

tion of data sets in semantics, mathematics,853

reasoning, code, and knowledge, We utilize854

its human preference-aligned version GLM-4-855

9B-Chat.856

• ChatGPT (OpenAI, 2022) ChatGPT devel- 857

oped by OpenAI that specializes in natural 858

language processing and generation. 859

• LLaVA (Liu et al., 2024) We adopt LLaVa- 860

NeXT (also called LLaVa-1.6), it improves 861

upon LLaVa-1.5 by increasing the input image 862

resolution and training on an improved visual 863

instruction tuning dataset to improve OCR 864

and common sense reasoning. 865

• CogVLM2 It is a stronger version of 866

CogVLM, which is an extension of Vicuna, in- 867

corporating ViT (Dosovitskiy et al., 2021) as 868

the vision encoder, a two-layer MLP (Shazeer, 869

2020) as adapter, and introducing Visual ex- 870

pert module. 871

• GPT-4V (OpenAI et al., 2024) and GPT- 872

4o (OpenAI et al., 2024) They are the mul- 873

timodal LLMs proposed by OpenAI. 874

• Video-ChatGPT (Maaz et al., 2024) ideo- 875

ChatGPT is a video conversation model ca- 876

pable of generating meaningful conversation 877

about videos. It combines the capabilities 878

of LLMs with a pretrained visual encoder 879

adapted for spatiotemporal video representa- 880

tion. 881

• Video-LLaVA (Lin et al., 2023) Video- 882

LLaVA is an open-source multomodal model 883

trained by fine-tuning LLM on multimodal 884

instruction-following data. It is an auto- 885

regressive language model, based on the trans- 886

former architecture. 887

• Valley2 (Luo et al., 2023) alley2 is a multi- 888

modal video assistant that replaces the back- 889

bone of the large language model part of val- 890

ley with the latest llama2 (Touvron et al., 891

2023) released by meta company. 892

• VideoLLaMA2 (Cheng et al., 2024) The 893

structure of VideoLLaMA2 integrates ad- 894

vanced spatial-temporal modeling with robust 895

audio and visual feature extraction, designed 896

to provide a comprehensive understanding of 897

video content through the alignment and fu- 898

sion of multimodal data. 899

• VideoChat2 (Li et al., 2023) VideoChat2 is a 900

video-centric understanding model that com- 901

bines large-scale vision and language capa- 902

bilities to analyze and interpret video content, 903
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She got it in the divorce.

Batman would only take the subway if he didn't have access to the 

batmobile. In this situation, the onlooking man notices that, and batman 

insecurely retorts that he lost the iconic car in a divorce settlement. It's 

funny to think that batman has everyday concerns like divorce settlements.

Zero-shot: The joke is funny because it plays on the unexpected twist that 

Batman, a superhero, is not rich enough to afford a Batmobile, and instead, 

he has to rely on public transportation like the subway. 

Chain-of-Task: The joke is funny because it tells of an unexpected twist: 

superhero Batman doesn't have enough money to afford the Batmobile, and 

instead has to rely on public transportation like the subway. Maybe it's 

because he's divorced.

Zero-shot: The humor stems from the absurdity of the situation. Divorce 

settlements usually involve the division of assets like property and 

belongings, but in this case, the caption sarcastically implies that the 

character got a subway station in the divorce, which is an unexpected and 

comically impractical "asset" to possess.

Chain-of-Task: The humor in the cartoon comes from the juxtaposition of 

everyday life (two people waiting at a subway station) with the absurdity of 

one of them being dressed as Batman. The caption, "She got it in the 

divorce," sarcastically suggests that the man is left with a Batman costume 

as part of a divorce settlement, highlighting the unexpected and comedic 

nature of the situation.

driving home . thought the mountains . in the rain. 

with a vomiting kid . # happy vacation

It's inconvenient driving home through the mountains in the rain with a 

vomiting kid.

Zero-shot: The post is sarcastic because the situation described is not 

happy at all, it is quite unpleasant. 

Chain-of-Task: This post is sarcastic because the rainy weather and 

vomiting kid mentioned imply he is not happy at all, very unpleasant..

Zero-shot: The post is sarcastic because the caption is an example of 

sarcasm, as driving home through mountainous terrain in the rain with a 

sick child is a challenging and uncomfortable situation, which contrasts 

sharply with the notion of a 'happy vacation' typically associated with 

enjoyment and relaxation.

Chain-of-Task: The post is sarcastic because it describes a series of 

unpleasant events — driving in the rain through mountains with a vomiting 

child — yet concludes with the hashtag "#happy vacation," which contrasts 

the negative experience with an ostensibly positive sentiment, highlighting 

the irony.

CogVLM2

GPT-4o

Human

Figure 5: Two random samples of explanations generated by CogVLM2, GPT-4o, and human-written references.
Notably, we present the generated explanations by CogVLM2 and GPT-4o in both zero-shot and Chain-of-Task
setting.
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In the matching task, you will see a description of the image and four captions. Pick 

which of the four choices {A/B/C/D} truly corresponds to the described scene and can 

best convey humor and sarcasm. Image description: woman wearing sunglasses and a 

beanie. 

Choices: A. Chilly Glam: Beanie and Sunglasses Combo, 

B. <user> thanks for the debris pickup , but next time leave the grass . outstanding job 

being done by your contractors.

C. # wtf, winter wonderland, 

D. another - 9000 degree day here in # ottawa for # winterlude . i 'm so very excited , can 

u tell ? # momlife

The answer is D. 

In the explanation task, you should explain why the answer contains humor or sarcasm. 

The reason can be that the author is frustrated with another very cold day in ottawa. 

Now in the detection task, you will see a description of the image. Then, you will see a 

caption of it. You should identify whether the image-caption pair contains humor or 

sarcasm, please choose an answer from {Yes/No}. 

Image description: a video player interface showcasing a black screen with a play button 

in the center. Caption: i am guessing # netflix no longer lets you grab screens of movies . 

that & the new rating system is so awesome.

M
atch
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D
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Figure 6: An example of detection-oriented Chain-of-
Task prompt in the post scene.

focusing on detailed video comprehension and904

the contextualization of audio-visual informa-905

tion.906

C Constructing Chain-of-Task907

We illustrate the detailed prompts for constructing908

Chain-of-Task in Figure 6.909

D Documentation, Licensing, Potential910

risk and Intended Use of MOCK911

MOCK encompasses rich annotated resources and912

three progressive sub-tasks: detecting, matching913

and explaining, tailed for humor-sarcasm com-914

prehension. It is extended from some existing915

humor-sarcasm related dataset. We will release 916

the GPT-generated annotations and our manually 917

written instructions under CC BY-NC 4.07. No- 918

tably, there may be some personal information in 919

the images, despite we exclude the offensive infor- 920

mation. MOCK should only be used for research 921

purposed only. 922

7https://creativecommons.org/licenses/by-nc/4.
0/.
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