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Abstract

Pedestrian pre-collision pose is one of the key factors to determine the degree
of pedestrian-vehicle injury in collision. Human pose estimation algorithm is
an effective method to estimate pedestrian emergency pose from accident video.
However, the pose estimation model trained by the existing daily human pose
datasets has poor robustness under specific poses such as pedestrian pre-collision
pose, and it is difficult to obtain human pose datasets in the wild scenes, especially
lacking scarce data such as pedestrian pre-collision pose in traffic scenes. In this
paper, we collect pedestrian-vehicle collision pose from the dashcam perspective of
dashcam and construct the first Pedestrian-Vehicle Collision Pose dataset (PVCP)
in a semi-automatic way, including 40k+ accident frames and 20K+ pedestrian
pre-collision pose annotation (2D, 3D, Mesh). Further, we construct a Pedestrian
Pre-collision Pose Estimation Network (PPSENet) to estimate the collision pose
and shape sequence of pedestrians from pedestrian-vehicle accident videos. The
PPSENet first estimates the 2D pose from the image (Image to Pose, ITP) and
then lifts the 2D pose to 3D mesh (Pose to Mesh, PTM). Due to the small size of
the dataset, we introduce a pre-training model that learns the human pose prior
on a large number of pose datasets, and use iterative regression to estimate the
pre-collision pose and shape of pedestrians. Further, we classify the pre-collision
pose sequence and introduce pose class loss, which achieves the best accuracy
compared with the existing relevant state-of-the-art methods. Code and data are
available for research at https://github.com/wmj142326/PVCP.

1 Introduction

Pedestrian pre-collision pose refers to the emergency actions pedestrians take when facing potential
hazards before collision accidents, affecting both the severity of pedestrian injuries and subsequent
injury assessments (1). Using collision simulation software to reconstruct pedestrian-vehicle accidents
is a popular and effective method for analyzing pedestrian injuries (2; 3; 4; 5). However, the current
input for initial pose still relies on predefined gait sequence templates (6; 2; 3; 4; 5) or manual
measurement of pose angles from accident images, the former cannot represent the posture of
pedestrians in real accidents, and the latter is inefficient. Computer vision-based pedestrian pose
estimation methods can directly estimate pose information such as joint positions or limb angles from
images in real-time (7; 8; 9; 10; 11; 12; 13). Existing pose estimation methods are trained and applied
on multiple datasets for various scenarios, adapting to different downstream tasks. However, unlike
common poses, pedestrian pre-collision poses in traffic scenes are specific, with differences in spatial-
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temporal characteristics and challenges such as dynamic backgrounds, sudden scene changes, and
occlusions of lower limbs (14; 15). Directly applying existing algorithms to pedestrian pre-collision
pose estimation in traffic scenarios does not achieve perfect adaptation effects.

Training a proprietary network with specific datasets can effectively improve the pose estimation
performance of the network in that scenario. Precise 2D pose annotations can be obtained through
time and manpower-intensive efforts, indoor motion capture (Mocap) systems (16; 17) utilize markers
and sensors to acquire high-quality 3D motion data. However, acquiring ground truth (GT) 3D
joint positions in-the-wild is nearly impossible (12). Existing in-the-wild datasets either do not
contain human pose (18; 19) labels or only include limited movements of daily activities (20; 21; 14).
Furthermore, training a model using a large amount of data is costly, and video data of pedestrian-
vehicle collisions belongs to small sample scarce data in traffic scenes, making dataset collection
difficult. Dashcams or public surveillance devices are the only sources of data (22; 23; 24; 15), further
constrains the approaches to dataset creation, thereby enhancing the difficulty and complexity of
producing such datasets.

In this work, we constructed a Pedestrian-Vehicle Pre-collision Pose (PVCP) dataset and proposed a
simple framework for Pedestrian Pre-collision Pose and Shape Estimation (PPSENet) in collision
accident videos. We collected dashcam videos and used existing pose estimation algorithms to
obtain rough 2D keypoints and 3D mesh initialization results, followed by manual correction using
specialized annotation tools. Specifically, we designed an SMPL annotation tool (25) to align the
initial results with image contours, resulting in approximately 40K+ frames of accident images and
20K+ instances of pedestrian emergency poses with both 2D and 3D annotations. Our PPSENet
estimates the 2D pose from images (Image to Pose, ITP) and lifts the 2D pose to the 3D mesh (Pose
to Mesh, PTM). We used a pre-trained model (12) to capture prior knowledge of human actions
and employed iterative regression (26; 11; 27) to estimate pedestrian pre-collision poses and shapes.
Additionally, we classified emergency poses and introduced pose class loss, achieving superior
accuracy compared to existing methods.

The main contributions of this paper are summarized below:

• We constructed a pedestrian pre-collision pose dataset, PVCP, by collecting dashcam videos
of pedestrian-vehicle collisions. Through algorithm initialization and manual annotation, we
obtained rich pose representation annotations, including 2D, 3D keypoints and SMPL mesh.

• We propose a two-stage pedestrian pre-collision pose and shape estimation network,
PPSENet, which first estimates the 2D pose from the image and then lifts the 2D pose
to the 3D pose. A pretrained encoder with pose estimation and an iterative regression
decoder are combined, and introduce a collision pose class loss.

• Our framework achieved promising results on the PVCP dataset, outperforming other
methods of human pose estimation. This provides both data and algorithmic support for
pedestrian pre-collision pose estimation and active safety protection for pedestrians.

2 Related Work

Pedestrian Pre-collision Pose. Pedestrian pre-collision pose is crucial for studying collision damage,
as the initial posture at the time of impact directly affects the severity and nature of the injuries
(28; 6; 29; 30; 3; 31). Early studies estimated collision poses by collecting post-accident data from
pedestrians and vehicles (32). Cadaver tests (33) became effective for biomechanical damage studies
but are limited by ethics, sample size, and high costs. Currently, collision simulation software
is the most convenient and effective method to assess damage under various poses (2; 3; 4; 5).
However, initial collision poses are often fixed templates or simple categories (6; 2; 3; 4; 5), differing
significantly from real pre-collision poses. One method to obtain pre-collision poses is using motion
capture in virtual environments with volunteers (34), but this is limited by device constraints and lack
of real danger. Another method captures collision sequences from real accident videos, manually
measuring posture angles or adjusting dummies to match real collision poses (33). This method is
closer to real accident scenarios but is labor-intensive, time-consuming, and lacks standardized testing,
limiting its use to single accident reconstructions. With advances in deep learning and computer
vision, some research has employed human pose estimation algorithms to automatically extract
collision poses from accident images (15), providing a new approach to acquiring pre-collision poses
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Table 1: Comparison of datasets on Accident Warning, Traffic Scene and Pedestrian Pose. ‘V’
represents the vehicle perspective, ‘M’ represents the monitoring perspective, ‘D’ represents a
dynamic background and ‘S’ represents a static background.

Type Dataset Year Perspective Background Detection Track Depth Pose Shape Class Frame

Accident Warning

DAD(22) 2016 V D ✓(2D Bbox) ✓ × × × × >62k
ShanghaiTech(46) 2017 M S ✓(Mask) ✓ × × × × >300k

A3D(23) 2019 V D ✓(2D Bbox) ✓ × × × × >128k
DADA(47) 2019 V D ✓(3D Bbox) × × × × × >650k
CCD(24) 2020 V D ✓(2D Bbox) ✓ × × × × >75k

Traffic Scene

KITTI(19) 2012 V D ✓(3D Bbox) ✓ ✓ × × × >30K
Cityscapes(48) 2015 V D ✓(Mask) × × × × × >5k

CityPersons(49) 2016 V D ✓(2D Bbox) × × × × × >5k
MOT(50) 2012-2017 V/M D/S ✓(2D Bbox) ✓ × × × × –

Nuscenes(18) 2019 V D ✓(3D Bbox) ✓ ✓ × × × >35k

Pedestrian Pose

MSCOCO(20) 2014-2017 Daily scene S ✓(2D Bbox) × × ✓(2D) × × >1000k
Human3.6M(16) 2014 M S ✓(2D Bbox) ✓ ✓ ✓(2D/3D) × × >500k

PW3D(21) 2018 hand-held camera D × ✓ × ✓(3D) × × >50k
Accident Video(15) 2020 V/M D/S × ✓ × × × –

PedX(14) 2018 M S ✓(Mask) ✓ ✓ ✓(2D/3D) ✓ × >10k

Ours PVCP 2024 V(Dashcam) D/S ✓(2D Bbox) ✓ ✓ ✓(2D/3D) ✓ ✓ >40k

in real accidents. Rapid and accurate acquisition of pedestrian pre-collision poses supports research
on collision damage and active safety protection.

Human Pose Estimation. Human Pose Estimation (HPE) is a fundamental task of computer vision,
which aims to obtain human pose information such as joint positions and angle from images and
videos (35). It can be simply classified into 2D human pose estimation and 3D human pose estimation.
2D HPE regresses pixel coordinates (x, y) of joints, while 3D HPE includes depth to obtain three-
dimensional coordinates (x, y, z) (7; 8; 36). Though 3D coordinates can be regressed directly from
images (37; 38; 39; 40; 41), using 2D pose as intermediate supervision before lifting to 3D often
achieves higher accuracy (9; 42). Additionally, the SMPL (Skinned Multi-Person Linear Model) (43)
has gained popularity for providing pose and morphological information, along with prior knowledge
of body structure, avoiding issues with limb length changes (44; 11; 12; 27). This rotation-based
model is particularly useful in biomechanical research (15; 45), which benefits the study of pedestrian
emergency poses. In our research, we used 2D-to-3D lifting to estimate the pre-collision pose and
shape of pedestrians from real accident videos.

Accident and Pedestrian Datasets. Collecting 3D pose datasets in complex traffic scenes poses
challenges due to the dynamic environments and uncertain pedestrian poses. While existing large-
scale datasets focus on 2D poses(20; 51; 52), 3D pose datasets are often confined to indoor settings
using Motion Capture (Mocap) systems(16; 17) or estimated via Inertial Measurement Units (IMUs)
for outdoor poses(21). Models trained on indoor datasets do not adapt well to other in-the-wild tasks.
Advanced pose estimation methods can generate pseudo-datasets to construct 3D pose datasets in the
wild. Although pseudo-3D labels from semi-automatic(44; 53) or fully-automated methods(54; 55)
are less accurate than Mocap data and may contain noise, they significantly improve regression-based
methods(56). Using a semi-automatic method, we collected dashcam videos of collisions to create a
pedestrian-vehicle collision pose dataset, offering rich annotation information and contributing to
pedestrian protection tasks. Table 1 highlights its advantages over other datasets.

3 PVCP Dataset

3.1 Data Collection

Dashcams or public surveillance devices are the main sources of crash data (22; 23; 24; 15). Dashcam
views dominate vision-based Traffic Accident Anticipation (TAA) datasets due to the high potential
for collision avoidance through vehicle control (57). Our PVCP dataset are all derived from the
vehicular perspective of dashcam, and videos are sourced from two primary origins. Similar to
previous works (47; 22; 23; 24; 15), we collected videos of pedestrian and vehicle collisions from
online platforms such as YouTube, using ‘pedestrian-vehicle collision’ as a keyword. In addition, a
small number of videos are derived from existing open-source traffic datasets (47; 22; 23), which were
primarily developed for tasks related to driver attention and the prediction of sudden accidents. All of
the collected videos were reduced to individual accident footage, recording a complete pedestrian
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Figure 1: (a) PVCP dataset annotation pipeline. (b) Pose class definition. Different colors are used
to represent different pose types. (c) Dataset attribute distributions. Utilizing UMAP(58), the pose
parameters θ ∈ RN×72, and shape parameters shape β ∈ RN×10 are reduced to a two-dimensional
RN×2 embedding space (no unit), with coordinates along the x and y-axes, respectively.

and vehicle collision, resulting in 209 pedestrian-vehicle accident videos, totaling 42,511 frames of
images and about 19,533 pre-collision poses.

3.2 Data Annotations

For the application of pedestrian-vehicle collision accident reconstruction and vehicle active protec-
tion in traffic collision scenarios, PVCP provides a rich pedestrian pose representation, including
pedestrian clipping images, pedestrian Bounding Box, track id, 2D and 3D keypoints and SMPL
mesh label. The entire annotation pipeline is shown in Figure 1(a).

Pedestrian Pre-collision Pose. Manually annotating human keypoints is tedious and labor-intensive.
We address this by initializing the annotation process with pose estimation models and refining the
results manually. First, we identify collision-involved pedestrians in each video using a tracking
network (59) and manual filtering, followed by pose annotation. We use a 15 keypoint representation
similar to the JHMDB dataset (60) for efficient pose depiction. ViTPose (10) provides rough 2D
pose annotations, which we manually adjust for accuracy. For occluded limbs, we estimate positions
to complete the 2D skeleton, excluding body parts beyond the frame. Annotating 3D human poses
in-the-wild remains challenging with images as the only source. Unlike Pseudo-GT annotators
(61; 62), we use SPIN (11) to initialize predictions from cropped images, then refine the SMPL
model parameters θ ∈ R24×3 and β ∈ R10 using our specially designed SMPL annotation tool (25)
for better pixel alignment. This yields mesh pose annotations M(θ, β) ∈ R6890×3 for pre-collision
pedestrians. Finally, we apply the pre-defined joint regression matrix J ∈ RJ×6890 (44) to obtain
3D keypoints X3D ∈ RJ×3 from J (M(θ, β)), where J = 17 (16), as shown in Figure 1(a).

Pedestrian Motion Class. Throughout the course of a pedestrian-vehicle collision event, pedestrians
often undergo a series of rapid evasive action changes in a short period. Effectively and accurately
distinguishing and predicting these imminent changes is crucial for the proactive safety features of
vehicle driving systems. Through the observation and analysis of all collected accident videos, as
shown in Figure 1(b), we categorize pedestrian behaviors in collision sequences into four types:

Normal pose: Represents the pedestrian’s pose under normal, non-emergency conditions. This
includes upright body pose and natural stances, reflecting the general behavior of pedestrians when
not faced with emergencies.

Run pose: Characterized by the pedestrian’s body leaning forward with rapid alternation of arms and
legs, this pose is an active measure to prevent vehicle collisions. It reflects a preemptive action to
swiftly move away from potential threats, serving as a strategic pose to avoid accidents.

Avoid pose: This pose is adopted by pedestrians upon detecting an imminent collision or other
emergency situations. It includes potential actions such as jumping, quickly turning around, and
dodging, reflecting the emergency response of pedestrians when recognizing potential danger.
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Figure 2: The overview of the PPSENet. It consists of two stages: image to 2D pose (ITP) and 2D
pose to 3D Mesh (PTM).

Collision pose: Represents the pose of a pedestrian post-collision with a vehicle. It encompasses
possible actions such as losing balance, falling, and sustaining injuries, reflecting the change in the
physical state of pedestrians after a collision.

The sequences of two behavior annotations are illustrated in Figure 1(b). It is important to note that a
complete collision incident does not necessarily encompass all four types of behavior, nor is there a
fixed sequence. Because some accidents do not result in a final collision due to timely measures taken,
and some pedestrians may not even be aware of the approaching vehicle. To distinguish between the
four types, we employ a four-digit one-hot encoding for pose annotation. For some critical changes
in pose, we use three annotators and take the majority’s annotation result as the final Ground Truth.

3.3 Dataset attribute distributions

PVCP dataset contains the pose sequences during pedestrian collision. We visualized the pose and
shape distribution of SMPL labels in PVCP dataset and compared them with those in commonly
used and influential datasets in human pose estimation, including an indoor MoCap pose dataset
Human3.6M (16), a in-the-wild dataset PW3D (21), a pseudo-3D labels dataset MSCOCO (20) and
a traffic scenario pedestrian dataset PedX (14) are shown in the Figure 1(c). The distribution of
pose parameters in our dataset is comparable to PW3D and significantly larger than that of everyday
poses in MSCOCO. Our dataset contains over 200 individual collision pedestrians, and its shape
parameter distribution is more extensive than other datasets that use a limited number of actors, such
as 5 actors in the Human3.6M dataset. The most similar to PVCP is PedX, but its distribution is
sparse due to its small number of poses. To sum up, our PVCP has good generalization in pose and
shape parameters, representing pedestrian pose under a variety of collision conditions. Compared to
existing pose datasets, PVCP demonstrates significant differences and advantages in terms of scene
specificity, action space variation, and temporal continuity.

4 Network Architecture

In this section we present a pipeline for pedestrian Pre-collision Pose and Shape Estimation (PPSE),
as shown in Figure 2, adopts a top-down two-stage strategy. Instead of estimating the pose of all
pedestrians in the whole images, we pre-select the Bbox of collision pedestrians obtained by the
detect and track networks (59). The crop of a single pedestrian was input into the Image to Pose (ITP)
network to extract the image features of the collision pedestrian and estimate the pedestrian’s 2D
pose. Then, the 2D pose was lifted to 3D mesh through the Pose to Mesh (PTM) network.

4.1 Pedestrian Pre-collision Pose and Shape Estimation

Image to Pose. Estimating 2D human pose from images is a basic and mature task, and many works
have achieved very effective results in different datasets. We take image frame I and corresponding
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Bbox as input, simply use ResNet50 (63) as the backbone of feature extraction, and use a transposed
convolution and a heat map regression head H as the 2D pose estimation network, which is also the
classic paradigm of 2D pose estimation (8).

Pose to Mesh. PTM is a network architecture for 2D-to-3D lifting, we take the 2D pose sequence
PL
2D ∈ RT×J×Cinas input. First, a Dual-stream Spatio-temporal Transformer (DSTformer) is used

as an encoder to extract the spatio-temporal features of the pose sequence Fm ∈ RT×J×Cf . Then we
designed an iterative regression decoder to obtain pose parameters and shape parameters respectively.
At the same time, we added an additional regression head of pose class to coordinate with pose class
loss to further improve the precision of pose regression. Where T represents the length of the pose
sequence and J represents the number of pedestrian joints. J = 17 takes the Human3.6M dataset
(16) joint format and we generate additional nodes from P2d ∈ R15×2.

Inspired (12), PTM uses the backbone of an pre-trained model, MotionBERT (12), and combines
PVCP dataset to estimate pedestrian pre-collision pose in collision scenarios. MotionBERT is a
pre-training model of human motion representations. Firstly, it learns the prior knowledge of human
motion poses under the training of a large number of datasets, which is suitable for the further
improvement of small datasets such as PVCP and special pose types such as pre-collision poses.
Secondly, its training mode simulates the detection results by randomly masking and adding noise to
2D pose sequences. In the same way, we train the situation of vehicles shielding pedestrian’s lower
limbs in collision environment. This encoder stacks spatial and temporal Multi-Head Self-Attention
(MHSA) blocks in different orders to form two parallel computation branches:

F i = αi
ST ◦ T i

1 (Si
1(F

i−1)) + αi
TS ◦ Si

2(T i
2 (F

i−1)) (1)

αi
ST , α

i
TS = softmax(Wf (T i

1 (Si
1(F

i−1))⊕ Si
2(T i

2 (F
i−1)))) (2)

Where i ∈ 1, . . . ,M and M represents network depth. Si and Ti represent Spatial MHSA and
temporal MHSA of different depth layers, respectively. Adaptive fusion weights αST , αTS fuses the
output features of the two branches using adaptive weights predicted by an attention regressor. Wf

denotes linear layer, ⊕ denotes concatenation.

We divide the fusion feature Fm ∈ RT×J×Cf obtained by DSTFormer into three branches using
different linear layers. That is, pose feature Fθ ∈ RT×Ch , shape features Fβ ∈ RT×Ch and class
features Fc∈RT×Ch . Then the three features are predicted by three different heads, outputting the
pose parameter θ ∈ RT×24×6, shape parameter β ∈ R10 and class probability c ∈ RT×4. Here, we
use the 6D rotation representation to converge the pose parameter more quickly (64). Further, we
adopted the idea of iterative regression to add the fusion features of pose and form with the predicted
results and iteratively output:

θk = W k
θ (Fθ) + θk−1; βk = W k

β (Fβ) + βk−1; c = softmax(Wc(Fc)) (3)

Where k ∈ 1, . . . , N and N represents the number of iterations. Wθ, Wβ and Wc are three linear
transformations heads, ⊕ denotes concatenation, + denotes add.

4.2 Loss Function

The loss function of ITP, defined as the Mean Squared Error (MSE), is applied for comparing the
predicted heatmaps Ĥ and the ground truth heatmaps H . The heatmap for joint k is generated by
applying a 2D Gaussian centered on the kth joint’s location.

LITP =
∥∥∥Ĥ −H

∥∥∥
2

(4)

The PTM loss function consists of three parts: SMPL loss, motion loss, and the pose class loss
introduced by us. The final loss function is calculated as:

LPTM = LSMPL + LMotion + LClass (5)

SMPL loss: The loss function of SMPL-based 3D human mesh usually consists of three parts:

LSMPL = λθLθ + λβLβ + λnLnorm (6)
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Where Lθ =
∥∥∥θ̂ − θ

∥∥∥
1
, Lβ =

∥∥∥β̂ − β
∥∥∥
1
, Lnorm =

∥∥∥θ̂∥∥∥
2
+

∥∥∥β̂∥∥∥
2

represents pose loss, shape loss
and normalization loss respectively.

Motion Loss: The human body is a complex rigid structure interconnected between joints, and the
continuous frame sequence of human body movements possesses certain temporal characteristics.
Therefore, introducing motion loss as

LMotion = λkLkp3D + λvLv (7)

Where Lkp3D =
∥∥∥X̂ −X

∥∥∥
1

represents the loss of 3D keypoints. Lv =
∥∥∥V̂ − V

∥∥∥
1

represents speed

loss, and V = Xt+1 −Xt, V̂ = X̂t+1 − X̂t.

Pose class loss: The pedestrian pose of the collision sequence has obvious categories, namely normal
pose, running pose, avoiding pose and collision pose as described in Sec. 3.2, the class loss of pose is
defined as follows:

LClass = λcLCross Entropy(Ĉ, C) (8)

where LCross Entropy(Ĉ, C) epresents the cross entropy loss between the predicted pose class and the
GT pose class. λθ, λβ , λn, λk, λv, λc are the constants of the balance weight loss.

5 Experimental and Results

5.1 Dataset, Evaluation Metric and Implementation Details

Dataset. The PVCP dataset consists of over 20K+ pedestrian pre-collision poses, with 19,533 poses
annotated with category labels. Subsequently, we selected 164 video sequences as the trainset and
45 video sequences as the testset. To ensure the effectiveness of the pose sequences, only poses
with the number of keypoints Nkpt ≥ 10 were selected, resulting in 15,458 poses for training
(Normal:7,912; Run:5,044; Avoid:2,289; Collision:213) and 5,503 poses for testing (Normal:3,383;
Run:1,431; Avoid:631; Collision:58). The entire training process only utilized the PVCP dataset,
while the pre-training model weights were obtained from MotionBERT (12) trained on the AMASS
(17), Human3.6M (16), PW3D (21), and MSCOCO (20) datasets.

Evaluation Metric. We evaluated the estimation of 3D human pose and shape using the following
metrics: MPJPE(mm, ↓), PA-MPJPE(mm, ↓), MPVE(mm, ↓), PA-MPVE(mm, ↓). Further, we test
the errors of 14 keypoints (X_14j) shared by 2D and 3D pose representations (21) and 17 keypoints
(X_17j) represented only by 3D pose representations (16) respectively.

Implementation Details. PyTorch (65) was used for the entire experimental environment, four
NVIDIA RTX 2080Ti GPUs for all training, and batchsize was uniformly set to 32. In the training
stage, we only use the images from the PVCP trainset and the corresponding 2D ground truth
keypoints as the input of the two models. We first train the ITP network by loading a pre-trained
model of the MPII dataset (51) and training 40 epoches. For PTM, we use sequence length T = 16
and train 100 epochs in about two hours. In the test stage, in addition to the 2D ground truth keypoints
of the testset, we also take the image of the testset as input to the ITP model, and then take the
estimated 2D keypoint results as input to the PTM model. The effects of the same PTM training
model with two different inputs are compared.

5.2 Effects of Dataset and Pose priors

We first evaluate the effects of PVCP dataset on improving the pedestrians pre-collision pose es-
timation. Compared to large-scale human pose datasets, our PVCP dataset is not numerically
dominant, so we use a pre-trained model that learns human pose priors and fine-tune it based on
that. We ran tests on the original MotionBERT (12) to compare scratch training and the PVCP
trainset with together pre-trained models. We take the detected 2D pose sequence (2D Det) as
input, and compare the errors of four pre-collision pose (Normal, Run, Avoid, Collision) and all
pose (All). As shown in the Table 2, the results of only-pretrain model or only-PVCP trainset are
relatively poor. Due to the difference between the pre-collision pose and the daily pose, the error of
using only-pretrain model (MPV Edet = 335.11mm) is even worse than that of only-PVCP dataset
(MPV Edet = 315.64mm). When the pre-trained model and the PVCP dataset are trained together,
The minimum error (MPV Edet = 282.50mm) is obtained.
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Table 2: Effects of Dataset and Pre-training. Top use detected 2D pose sequences. Bottom use GT
2D pose sequences.

Input Train Set testset Pose class MPVE PAMPVE MPJPE_14j PAMPJPE_14j MPJPE_17j PAMPJPE_17j
Normal 315.94 160.25 272.18 130.72 246.42 121.30

Run 318.29 189.84 274.78 160.35 246.95 145.07
PVCP PVCP Avoid 305.01 159.19 260.31 121.42 232.56 113.21

Collision 347.53 171.82 311.88 145.64 281.35 139.46
All 315.64 168.11 271.91 137.75 245.35 126.92

Normal 347.10 190.17 312.21 154.85 285.62 145.55
Run 309.19 183.27 277.01 152.19 251.53 141.11

2D Det Pretrain PVCP Avoid 330.18 189.69 293.76 155.54 264.89 144.38
Collision 334.14 164.32 301.52 133.26 275.28 128.19

All 335.11 188.09 300.80 154.06 274.27 144.12
Normal 294.73 170.10 253.80 137.39 232.74 128.24

Pretrain Run 253.16 149.99 219.06 124.01 200.19 115.27
+ PVCP Avoid 286.85 159.69 246.94 124.86 222.02 114.96

PVCP Collision 250.58 161.25 222.47 127.37 200.38 120.47
All 282.50 163.58 243.59 132.43 222.70 123.33

Normal 304.65 167.56 260.68 138.49 233.70 126.83
Run 296.75 192.00 254.58 163.80 226.49 146.66

PVCP PVCP Avoid 277.51 157.48 234.30 123.02 206.55 113.44
Collision 354.76 178.22 319.56 154.95 287.38 146.83

All 300.04 173.09 256.69 143.73 229.30 130.85
Normal 175.24 111.72 152.10 87.68 138.87 82.11

Run 153.45 107.26 131.93 84.02 118.99 77.76
2D GT Pretrain PVCP Avoid 143.32 93.61 122.91 73.45 111.33 68.89

Collision 151.18 91.20 133.60 77.66 124.71 71.06
All 165.90 108.48 143.52 85.14 130.56 79.48

Normal 156.06 103.16 132.74 80.59 120.35 74.92
Pretrain Run 129.49 89.31 109.93 70.91 100.19 65.70

+ PVCP Avoid 127.04 85.36 108.30 65.35 96.74 60.44
PVCP Collision 135.89 89.71 127.11 70.86 112.50 64.94

All 145.77 97.50 124.04 76.34 112.43 70.87

Table 3: Component of system. Top use detected 2D pose sequences. Bottom use GT 2D pose
sequences.

Input Pretrain Iter Class Loss Pose class MPVE PAMPVE MPJPE_14j PAMPJPE_14j MPJPE_17j PAMPJPE_17j

2D Det

✓ All 282.50 163.58 243.59 132.43 222.70 123.33
✓ 3 All 266.20 146.88 225.38 116.99 204.98 108.63
✓ ✓ All 259.05 143.52 220.39 115.47 200.16 107.03
✓ 3 ✓ All 257.75 144.19 218.61 114.50 198.16 105.86

2D GT

✓ All 145.77 97.50 124.04 76.34 112.43 70.87
✓ 3 All 145.75 96.69 123.16 75.13 111.90 69.89
✓ ✓ All 141.28 92.78 120.16 72.43 108.90 67.58
✓ 3 ✓ All 140.43 96.43 118.80 75.13 107.47 69.56

When 2D ground truth pose sequence (2D GT) is used as the input, the result without using the
pre-trained model is relatively poor (MPV Egt = 300.04mm), and the error after using only-pretrain
model is significantly decreased (MPV Egt = 165.90mm), because the number of keypoints (≥10)
of the 2D GT pose sequences are relatively complete compared with the 2D Det pose sequences, its
input is not affected by lighting conditions, background appearance, clothing, and weather conditions.
Similarly, when the pre-trained model and the PVCP dataset are trained together, The minimum error
(MPV Egt = 145.77mm) is obtained. This shows that our PVCP dataset has different features from
ordinary pose, and the pose prior of the pre-trained model can effectively promote the precision of
the pre-collision pose.

5.3 Ablation Study

In the stage of PTM, we added an iterative decode, which does not directly predict the output once
but gradually approximates the optimal solution with multiple iterations. At the same time, an pose
classification regression head is added to use class loss as supervision. As shown in Table 3, we
compared the impact of different components on network performance, loaded the pre-trained model
each time, and set the optimal number of iterations to 3 (as shown in Table 4).

8



Table 4: Comparison of 2D GT input in different iterations number.
Iter Pose class MPVE PAMPVE MPJPE_14j PAMPJPE_14j MPJPE_17j PAMPJPE_17j

2 All 141.95 97.43 120.04 75.45 108.63 69.85
3 All 140.43 96.43 118.80 75.13 107.47 69.56
4 All 139.96 96.92 118.46 75.19 107.16 69.62
5 All 140.01 97.10 118.54 75.40 107.27 69.83
6 All 140.41 97.42 118.89 75.70 107.68 70.14

Table 5: Comparison of state-of-the-art methods on the PVCP testset. † denotes that the training
weights provided by the official are used, and * denotes the model weights trained together with the
PVCP trainset.

Paradigm Method Pose class MPVE PAMPVE MPJPE_14j PAMPJPE_14j MPJPE_17j PAMPJPE_17j
Normal 856.87 234.47 731.90 217.35 – –

Run 856.10 232.67 732.33 226.45 – –
Avoid 777.92 227.16 664.25 216.72 – –

Collision 950.47 212.21 869.86 202.01 – –

†VIBE(66)

All 849.09 233.08 725.92 219.55 – –
Normal 225.99 147.04 193.62 114.35 – –

Run 235.99 180.98 193.40 137.08 – –
Avoid 210.02 143.88 176.76 109.10 – –

Collision 247.18 167.62 225.96 132.89 – –

One Stage

†PARE(67)

All 226.98 155.72 191.97 119.85 – –
Normal 247.24 148.87 222.34 122.42 – –

Run 255.26 181.16 222.33 145.14 – –
Avoid 217.97 141.43 191.38 112.35 – –

Collision 231.65 174.44 210.44 145.54 – –

†Pose2Mesh(68)

All 245.88 156.69 218.71 127.41 – –
Normal 294.73 170.10 253.80 137.39 232.74 128.24

Run 253.16 149.99 219.06 124.01 200.19 115.27
Avoid 286.85 159.69 246.94 124.86 222.02 114.96

Collision 250.58 161.25 222.47 127.37 200.38 120.47
*MotionBERT(12)

All 282.50 163.58 243.59 132.43 222.70 123.33
Normal 272.79 149.02 230.49 117.47 209.99 109.04

Run 226.22 133.45 193.75 109.50 174.47 100.73
Avoid 251.60 143.52 212.75 109.75 190.00 100.09

Collision 217.68 134.95 201.15 113.10 174.57 105.94

Two Stage

*PPSE(Ours)

All 257.75 144.19 218.61 114.50 198.16 105.86

Due to the difference between 2D Det pose sequences and 2D GT pose sequences in the number and
correct position of keypoints, when only iterative decode is used, the input error of 2D Det decreases
significantly (MPV Edet = 282.50mm → 266.20mm), while that of 2D GT decreases slightly
(MPV Egt = 145.77mm → 145.75mm), which may be because multiple iterations improve the
pose regression ability of incomplete pose. When only pose class loss is added, the error reduction
space of the 2D GT input is significantly stronger (MPV Egt = 145.75mm → 141.28mm) than
that of the 2D Det input (MPV Edet = 266.20mm → 259.05mm), possibly because the pose that
is complete and correctly positioned at the keypoints has a stronger correlation with the pose class
label. Under the combined action of iterative regression decoder and loss function, both 2D pose
sequence inputs achieve the minimum error (MPV Edet = 257.75mm,MPV Egt = 140.43mm).

5.4 Comparison with the state-of-the-art

Quantitative comparison. Similar to (69), Table 5 reports results for multiple baselines on the
PVCP testset using the evaluation metrics described in Sec. 5.1. We compare the classic baseline
methods of two paradigms: the one-stage method, which involves direct regression from image to
mesh, and the two-stage method, which involves regression from 2D pose to 3D mesh. Following
(66; 67), in the one-stage method, we used ResNet-50 (63) to extract the feature f i ∈ R2048 of the
collision pedestrian clip-off image in each frame. Following (68), We use DarkPose (70) to extract
2D poses in COCO format (20). For MotionBERT (12) and our method, 2D pose is converted from
15 keypoints of JHMDB (60) to the corresponding 17 keypoints of Human3.6 (16) as input. Because
the PVCP dataset contains only pose and shape annotations, there is a lack of spatial arrangement in
the 3D scene. Therefore, the error of MPVE and MPJPE is large, but in PAMPVE and PAMPJPE,
our method achieves the best accuracy. In addition, in the one-stage method, the effect of PARE (67)
is relatively excellent, because PARE has optimized the occlusion of pedestrians and is well adapted
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Image PARE 2D poseVIBE P2M MotionBert OursCrop 

Figure 3: Qualitative comparison. Left: Comparison with SOTA methods in PVCP testset. VIBE (66)
and PARE (67) take images as input, P2M (Pose2Mesh) (68) and MotionBERT(12) take detected 2D
pose as input. Right: Output examples of our method in PVCP testset.

to the real situation of the occlusion of pedestrians’ lower limbs in the collision scene. In addition,
the two-stage method needs to detect the 2D pose first, and the missing keypoints detection caused by
occlusion will continue the error to the subsequent Mesh regression stage. However, in the case of
single-class pre-collision poses (Run, Avoid, Collision), our method still has great advantages.

Qualitative comparison. A qualitative comparison of different methods is shown in Figure 3.
Ignoring the global orientation and position, we manually adjust the Mesh output of different methods
to the outline of the pedestrian in the picture, focusing on comparing the pre-collision pose itself. It
can be seen that our method is most close to the real pedestrian pose in the image, and at the same
time close to the estimated 2D pose, especially for the most complex pedestrian upper limb (row 4).

6 Conclusion

In this work, we construct the first Pedestrian-Vehicle Collision Pose (PVCP) dataset from the
perspective of dashcams, which contains a variety of pedestrian pose representation annotation.
At the same time, we propose a framework called PPSENet for the estimation of pedestrian pre-
collision pose and shape. Specifically, a two-stage method is adopted: first, the pedestrian’s 2D
pose is estimated from the image, and then the pedestrian’s 3D mesh is estimated from the 2D pose.
Furthermore, we adopt the pose prior of the pre-trained model and the idea of iterative regression,
introducing the pose class loss to achieve the minimum error on the PVCP testset, effectively
estimating the pedestrian pre-collision pose in traffic collision scenarios. We hope that this work will
offer new insights into human pose estimation and active pedestrian safety protection.

Limitations. Due to the difficulty of collecting the dataset, the dataset is small in size and lacks
real camera parameters, vehicle speed information, global position and direction of pedestrians.
Additionally, our task involves two-stage of pose estimation, and the final pose error is largely
influenced by the 2D pose estimation results from the first stage. Our method is not real-time at
present, because our input is Image and pre-selected Bbox sequence of collision pedestrian targets.

Future Work. From the comparison with state-of-the-art (SOTA) methods, it is evident that methods
like PARE (67), which directly estimate 3D meshes of pedestrians from images, can also achieve
good results. Future work can focus on new improvements in one-stage methods. Furthermore,
we hope that the introduction of more modal information can further improve the accuracy of the
estimation. The purpose of our work is to provide pose data support for the study of vehicle active
and passive protection system, so as to facilitate subsequent accident reconstruction, pedestrian injury
assessment and vehicle structural design.
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Appendix / supplemental material

Overview

This supplementary material presents more details and additional results not included in the main
paper due to page limitation. The list of items included are:

• Details of PVCP Dataset in Sec. A
• Details of the Network Architecture in Sec. B
• Details of Experiment and Results in Sec. C

A PVCP Dataset

A.1 Data Collection.

Our PVCP dataset are all derived from the vehicular perspective of dashcam, and videos are sourced
from two primary origins. Similar to previous works (47; 22; 23; 24; 15), we collected videos of
pedestrian and vehicle collisions from online platforms such as YouTube, using ‘pedestrian-vehicle
collision’ as a keyword. In addition, a small number of videos are derived from existing open-source
traffic datasets (47; 22; 23), which were primarily developed for tasks related to driver attention
and the prediction of sudden accidents. From these datasets, we selectively extracted videos that
depicted incidents of pedestrian and vehicle collisions. Furthermore, a multi-step filtering process was
instituted to ascertain the high quality of the data. Firstly, videos of pedestrian and vehicle collisions
within traffic scenarios were selected based on the recorded times and locations. Secondly, we opted
for videos shot from a first-person perspective, specifically from the viewpoint of a dashboard camera.
Lastly, a resolution analysis was conducted on the videos, those with resolutions too low for human
discernment were discarded to ensure the clarity and visibility of the content. All of the collected
videos were reduced to individual accident footage, recording a complete pedestrian and vehicle
collision, resulting in 209 pedestrian-vehicle accident videos, totaling 42,511 frames of images and
about 19,533 pre-collision poses. The statistical results associated with video clips and image frames
are shown in Figure A1(a) and Figure A1(b).
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Figure A1: PVCP dataset statistics.

A.2 Data Annotations

In scenarios involving collisions, the pedestrian, the vehicles, and the interconnected data between the
two are the pivotal components that must be attend. For the application of pedestrian-vehicle collision
accident reconstruction and vehicle active protection in traffic collision scenarios, PVCP provides a
rich pedestrian pose representation, including pedestrian clipping images, pedestrian Bounding Box,
track id, 2D and 3D keypoints and SMPL mesh label.

A.2.1 Pose Annotations

SMPL Annotation Tool. We used COCO-annotation (71) as a tool for 2D pose annotations and
specifically designed an annotation tool (25) for SMPL mesh, which was developed based on (72).
By importing the cropped pedestrian background and the initial results estimated by SPIN (11), we
ensured that the mesh aligned as closely as possible with the pedestrian’s background outline in the
image. The final exported mesh model was used as ground truth labels. The annotation interface and
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Before annotation After annotation.

Figure A2: Diagram of the SMPL Annotation Tool.

the comparison before and after annotation are shown in the Figure A2. By adjusting the weight of
the image background and the mesh foreground, it is clearly displayed to facilitate annotation.

A.2.2 Vehicle Annotations

Distance between the pedestrian and the vehicle, as well as the vehicle’s speed, are crucial factors
in collision accidents. In real traffic scenarios, these parameters can often be acquired through the
sensors equipped on the vehicle. However, in our collected accident videos, obtaining the distance
and speed through sensors is not feasible (as these data are not provided). Therefore, we refer to
RootNet (73) to obtain the distance between the pedestrian and the vehicle as our dataset’s distance
annotation. Similarly, vehicles are often fitted with additional sensors to get accurate speed, but for
our crash video dataset it’s not perfect and the speed information is missing. Therefore, we use the
estimated pedestrian-vehicle distance and video frame rate to obtain an approximate speed label.

A.2.3 Other Annotations

Beyond the aforementioned annotations, we have also annotated the environment of the collision,
the cause of the accident, and whether a collision ultimately occurred. This additional annotation
information serves as a supplement to our dataset, facilitating its use in related tasks.

A.2.4 Visualization Comparison

Compared to existing pose datasets, PVCP demonstrates significant differences and advantages in
terms of scene specificity, action space variation, and temporal continuity. As shown in the Figure A3,
we visualize a comparison of the differences between PVCP and other pose datasets.

MSCOCO Dataset (20) contains annotations for object detection, panoptic segmentation, and
keypoint detection. The images are collected from websites including Google, Bing, and Flickr. The
annotations are performed by workers on Amazon’s Mechanical Turk (AMT). The dataset contains
over 200K images and 250K person instances (35). Although the size of COCO datasets for 2D HPE
is large enough for normal pose estimation (e.g., standing, walking, running), these datasets have
limited training data for unusual poses, such as falling. The data imbalance may cause model bias,
resulting in poor performance on those poses (74). Furthermore, the COCO dataset lacks continuous
video frames for pose estimation, which presents a challenge for studying sequential pose variations
related to temporal features.

Human3.6M Dataset (16) is the most widely used multi-view single person 3D human pose bench-
mark. The dataset is captured in a 4m×3m indoor space using 4 RGB camera, 1 time-of-flight sensor,
and 10 motion cameras. It contains 3.6 million 3D human poses and the corresponding videos (50
FPS) in 15 scenarios, such as discussion, sitting on a chair, taking a photo, etc. Especially, both
3D positions and angles of keypoints are available (35). However, these poses belong to everyday
activities and differ in spatial and temporal characteristics from specific poses such as pre-collision
poses. Moreover, the dataset, captured in an indoor environment, lacks dynamic or static scene
backgrounds, which are important factors that can affect the robustness of pose estimation algorithms.
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Figure A3: Visualization comparison of PVCP with other pose datasets.

Image background is also one of the key factors influencing the performance of pose estimation
methods (56).

PW3D Dataset (21) is a single-view multi-person in-the-wild 3D human pose dataset that contains
60 video sequences (24 train, 24 test, and 12 validation) of rich activities, such as climbing, golfing,
relaxing on the beach, etc. The videos are captured in various scenes, such as forest, street, playground,
shopping mall, etc. They leverage IMU to obtain accurate 3D pose despite the complexity of scenes.
Especially, PW3D contains abundant 3D annotations, including 2D/3D pose annotations, 3D body
scanning, and SMPL parameters. In some crowded scenes (e.g. on the street), PW3D only provides
the label of the target person, ignoring the pedestrians passing by. Generally, the entire dataset is used
for evaluation, without any fine-tuning (35). Similar to PW3D, we also annotate pedestrian 2D and
3D keypoints as well as SMPL parameters. However, due to scene constraints, this method of data
collection is difficult to replicate in collision scenarios.

PedX Dataset (14) is a multi-sensor dataset focused on pedestrian-vehicle interactions at urban
intersections. It includes over 5,000 stereo image pairs and 2,500 frames of 3D LiDAR data, all
calibrated and time-synchronized. Collected at three four-way intersections, the dataset captures
more than 14,000 pedestrian instances from a driver’s perspective using roof-mounted stereo cameras.
Each pedestrian is annotated with 2D and 3D labels, including 18 keypoints, and unique tracking IDs
across frames. Using SMPL parameterization, PedX provides accurate 3D models of pedestrian pose,
shape, and global position based on stereo images and LiDAR data. PedX is a pedestrian pose dataset
in a traffic scene similar to our PVCP. However, it maintains a fixed viewpoint at intersections, and
the pedestrian poses it captures are primarily limited to normal walking postures.

PVCP Dataset focuses on dashcam perspective, capturing pedestrians’ emergency behaviors during
vehicle movement, such as sudden road crossings or running into the street, within dynamic traffic
environments and changing fields of view. It highlights rapid, unpredictable motions like accelerating,
swerving, or jumping to avoid vehicles. PVCP categorizes these pre-collision poses into four types,
and the PPSENet model leverages pose category loss to learn their spatial distinctions. Pedestrian
pre-collision poses are closely linked to the vehicle’s time series, occurring in rapid succession as
the vehicle approaches, emphasizing the importance of time sensitivity and continuity in algorithms.
PVCP provides continuous pre-collision emergency poses of pedestrians, this allows for timely pose
predictions and warnings by capturing pose variations from a continuous context.
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ID Joint name

0 neck 

1 belly

2 head

3 right_shoulder         

4 left_shoulder        

5 right_hip   

6 left_hip

7 right_elbow 

8 left_elbow          

9 right_knee          

10 left_knee          

11 right_wrist          
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13 right_ankle

14 left_ankle 
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8 neck

9 nose

10 head

11 left_shoulder        

12 left_elbow          

13 left_wrist          

14 right_shoulder         

15 right_elbow 

16 right_wrist          

(a) 15 keypoints of JHMDB (a) 17 keypoints of Human3.6M

Figure A4: Pedestrian pose keypoints representation of PVCP dataset.

B Network Architecture

B.1 Image to Pose

Estimating 2D human pose from images is a basic and mature task, and many works have achieved
very effective results in different datasets. We take image frame I and corresponding Bbox as input,
simply use ResNet50 (63) as the backbone of feature extraction, and use a transposed convolution and
a heat map regression head H as the 2D pose estimation network, which is also the classic paradigm
of 2D pose estimation (8). The resulting 2D pose P2D ∈ R15×2 will be used as input for the next
stage. The testset accuracy of ITP is shown in the Table A1. The accuracy of Ankle is significantly
lower because the lower limbs of the pedestrian are heavily shielded during the collision.

P2D = H(Deconv(Backbone(I,Bbox))) (A1)

Table A1: 2D detected result of ITP.
Joint Head Shoulder Elbow Wrist Hip Knee Ankle Mean

PCK(%) 94.82 93.62 89.61 85.69 93.05 80.05 1.93 78.15

B.2 Pose to Mesh

We refer to the JHMDB (60) dataset for annotating human 2D pose keypoints (15 keypoints) and
participate in the first stage of ITP training. For PTM training, we use the Human3.6M (16) pose
representation (17 keypoints). As shown in Figure A4, there are differences in joint positions and
numbering between the two. We aligned the common joint positions and calculated the additional
joints for Human3.6M:

Jpelvis7→H36M = (Jleft_hip 7→jhmdb + Jright_hip 7→jhmdb)× 0.5 (A2)

Jspine 7→H36M = (Jpelvis7→H36M + Jneck 7→jhmdb)× 0.5 (A3)

Jnose 7→H36M = (Jneck 7→jhmdb + Jhead 7→jhmdb)× 0.5 (A4)
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Table A2: Component of system. Top use detected 2D pose sequences. Bottom use GT 2D pose
sequences.

Input Pretrain Iter Class Loss Pose class MPVE PAMPVE MPJPE_14j PAMPJPE_14j MPJPE_17j PAMPJPE_17j
Normal 294.73 170.10 253.80 137.39 232.74 128.24

Run 253.16 149.99 219.06 124.01 200.19 115.27
Avoid 286.85 159.69 246.94 124.86 222.02 114.96

Collision 250.58 161.25 222.47 127.37 200.38 120.47
✓

All 282.50 163.58 243.59 132.43 222.70 123.33
Normal 284.39 152.77 239.39 120.68 218.69 112.57

Run 233.78 134.53 200.96 111.19 182.08 102.69
Avoid 246.02 145.64 207.84 111.54 185.50 101.94

Collision 191.91 114.36 176.79 93.02 155.36 86.44
✓ 3

All 266.20 146.88 225.38 116.99 204.98 108.63
Normal 275.49 149.99 233.23 119.51 213.02 111.19

Run 224.62 129.31 193.70 108.35 174.61 100.04
Avoid 247.18 142.64 209.39 110.38 186.96 100.67

Collision 291.64 124.18 263.61 104.34 231.26 99.19
✓ ✓

All 259.05 143.52 220.39 115.47 200.16 107.03
Normal 272.79 149.02 230.49 117.47 209.99 109.04

Run 226.22 133.45 193.75 109.50 174.47 100.73
Avoid 251.60 143.52 212.75 109.75 190.00 100.09

Collision 217.68 134.95 201.15 113.10 174.57 105.94

2D Det

✓ 3 ✓

All 257.75 144.19 218.61 114.50 198.16 105.86
Normal 156.06 103.16 132.74 80.59 120.35 74.92

Run 129.49 89.31 109.93 70.91 100.19 65.70
Avoid 127.04 85.36 108.30 65.35 96.74 60.44

Collision 135.89 89.71 127.11 70.86 112.50 64.94
✓

All 145.77 97.50 124.04 76.34 112.43 70.87
Normal 156.21 101.34 131.47 78.38 119.50 73.13

Run 128.03 88.85 109.57 70.81 100.04 65.66
Avoid 129.01 89.43 107.88 67.22 96.63 61.87

Collision 144.93 91.80 132.99 70.39 119.26 64.53
✓ 3

All 145.75 96.69 123.16 75.13 111.90 69.89
Normal 152.30 97.26 129.43 75.62 117.24 70.71

Run 125.01 87.69 106.31 69.42 96.96 64.57
Avoid 117.76 79.36 100.16 61.37 89.80 56.92

Collision 137.77 91.28 126.20 71.12 112.30 65.79
✓ ✓

All 141.28 92.78 120.16 72.43 108.90 67.58
Normal 148.58 102.71 125.34 79.05 113.42 73.21

Run 126.73 87.65 107.87 69.62 97.97 64.52
Avoid 126.82 86.34 106.94 66.11 95.78 60.78

Collision 144.13 97.48 133.35 76.46 117.56 70.12

2D GT

✓ 3 ✓

All 140.43 96.43 118.80 75.13 107.47 69.56

B.3 Loss Function

The loss function of ITP, defined as the Mean Squared Error (MSE), is applied for comparing the
predicted heatmaps Ĥ and the ground truth heatmaps H . Following (12), the PTM loss function
utilizes SMPL loss and motion loss. Furthermore, The pedestrian pose of the collision sequence has
obvious categories, namely normal pose, running pose, avoiding pose and collision pose as described
in 3.2. So we introduce pose class loss. The final loss function is as follows:

LClass = λcLCross Entropy(Ĉ, C) (A5)

LPTM = LSMPL + LMotion + LClass (A6)

where LCross Entropy(Ĉ, C) epresents the cross entropy loss between the predicted pose class and the
GT pose class. λc are the constants of the balance weight loss.

C Experimental and Results

C.1 Evaluation Metric

We evaluated the estimation of 3D human pose and shape using the following metrics, which are
briefly described as follows.

MPJPE(mm, ↓). Mean Per Joint Position Error measures the average Euclidean distance between
predicted 3D pose and ground truth after root (pelvis joint) matching, which comprehensively
evaluates the predicted poses and shapes, including the global rotations.
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Table A3: Comparison of 2D GT input in different iterations number.
Iter Pose class MPVE PAMPVE MPJPE_14j PAMPJPE_14j MPJPE_17j PAMPJPE_17j

Normal 150.11 103.04 126.58 79.10 114.60 73.30
Run 128.58 88.81 109.33 70.64 99.28 65.39

2 Avoid 127.58 86.26 107.62 66.13 96.52 60.81
Collision 143.76 95.97 134.13 75.29 117.82 69.08

All 141.95 97.43 120.04 75.45 108.63 69.85
Normal 148.58 102.71 125.34 79.05 113.42 73.21

Run 126.73 87.65 107.87 69.62 97.97 64.52
3 Avoid 126.82 86.34 106.94 66.11 95.78 60.78

Collision 144.13 97.48 133.35 76.46 117.56 70.12
All 140.43 96.43 118.80 75.13 107.47 69.56

Normal 148.11 102.79 124.99 79.21 113.11 73.38
Run 126.12 87.22 107.46 69.25 97.61 64.23

4 Avoid 126.66 86.74 106.80 66.40 95.58 61.06
Collision 144.69 98.67 133.11 77.44 117.68 71.05

All 139.96 96.92 118.46 75.19 107.16 69.62
Normal 148.17 103.04 125.08 79.51 113.24 73.66

Run 126.08 87.11 107.50 69.14 97.67 64.17
5 Avoid 126.83 87.28 106.94 66.82 95.69 61.48

Collision 145.48 99.73 133.25 78.33 118.12 71.92
All 140.01 97.10 118.54 75.40 107.27 69.83

Normal 148.59 103.39 125.45 79.88 113.67 74.02
Run 126.40 87.19 107.82 69.18 98.03 64.26

6 Avoid 127.27 87.93 107.29 67.34 96.04 62.00
Collision 146.56 100.73 133.70 79.21 118.88 72.80

All 140.41 97.42 118.89 75.70 107.68 70.14

Table A4: Comparison of results on PVCP testset after training other datasets.
Input Train Set Test Set Pose class MPVE PAMPVE MPJPE_14j PAMPJPE_14j MPJPE_17j PAMPJPE_17j

Normal 191.45 118.21 167.38 92.63 153.22 87.62
Run 182.26 119.20 157.14 93.66 143,76 86.64

COCO PVCP Avoid 160.62 99.18 136.47 78.21 124.86 72.87
Collision 165.36 90.39 150.89 71.81 138.62 65.10

All 185.57 116.28 161.28 91.24 147.61 85.65

Normal 206.31 134.79 175.23 106.68 159.88 98.70
Run 181.16 129.40 154.96 104.39 139.40 94.35

2D GT PW3D PVCP Avoid 178.75 110.68 150.77 85.23 137.80 78.03
Collision 154.24 90.50 141.18 77.98 127.11 71.19

All 196.33 130.50 167.01 103.61 151.86 95.17

Normal 148.58 102.71 125.34 79.05 113.42 73.21
Run 126.73 87.65 107.87 69.62 97.97 64.52

PVCP PVCP Avoid 126.82 86.34 106.94 66.11 95.78 60.78
(finetuning) Collision 144.13 97.48 133.35 76.46 117.56 70.12

All 140.43 96.43 118.80 75.13 107.47 69.56

PA-MPJPE(mm, ↓). Procrustes-Aligned Mean Per Joint Position Error denotes MPJPE after rigid
alignment of the predicted 3D pose and ground truth, which eliminates the discrepancies in scale and
global rotation.

MPVE(mm, ↓). Mean Per-vertex Error, initially aligns similarly to MPJPE. It is characterized by
the average point-to-point Euclidean distance between predicted mesh vertices and corresponding
ground truth vertices.

PA-MPVE(mm, ↓). Procrustes-Aligned Mean Per-vertex Error represents MPVE after applying
a Procrustes alignment between predicted mesh vertices and ground truth vertices, similar to how
PA-MPJPE is calculated.

Further, we test the errors of 14 keypoints (X_14j) shared by 2D and 3D pose representations (21)
and 17 keypoints (X_17j) represented only by 3D pose representations (16) respectively. For 2d
pose estimation, we use PCK as metrics.

PCK(%, ↑). Percentage of Correct Keypoints measures the accuracy of joint positioning in the body.
If the candidate body joint falls within the threshold pixel of the GT joint, it is considered correct.
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C.2 Ablation Study

Component of system. In the stage of lifting 2D poses to 3D meshes, we incorporated an iterative
decoder. Instead of predicting the output in a single step, we iteratively refined the results to gradually
approach the optimal solution. Additionally, we included a pose classification detection head and
used a class loss as supervision. We compared the impact of different components on the network’s
performance, reloading and training the model each time, and set the optimal number of iterations
to 3. Under the combined effect of these two modules, the pose sequences from both types of input
achieved minimal error. As shown in Table A2, we provide a detailed comparison of the errors for
different pre-collision pose class. The iterative decoder significantly improved the accuracy across all
pose categories, and the introduction of the pose category loss function further enhanced the accuracy
of pre-collision poses.

Number of iterations. As shown in the Table A3, we combined all modules to verify the accuracy
of different iterations of 2D GT input to select the optimal number of iterations. We verify the test
results of increasing the number of iterations from 2 to 6 in turn, and it can be seen that the test results
of different iterations are excellent. When iter=3 or 4, the average error of each metric is the lowest
value. We chose iter=3 as the final number of iterations for experimental comparison.

Without Fine-Tuning. As shown in the Table A4, we trained on the COCO and PW3D dataset
respectively and validated on the PVCP testset. Because these datasets do not have pose category
annotations, we set them uniformly to a single category. The results show that training only on
another large human pose dataset without fine-tuning for PVCP does not perform well on PVCP
this particular pose dataset. The conclusion that can be drawn is that training solely on other large
human pose datasets, such as COCO and PW3D, without fine-tuning for PVCP, does not yield good
performance on the PVCP dataset. This indicates that there are significant differences between
datasets, particularly when dealing with specific scenarios and unique poses, and that fine-tuning and
optimization tailored to the PVCP dataset are necessary to improve model performance.
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paper’s contributions and scope?
Answer: [Yes]
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Guidelines:
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violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
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used reliably to provide closed captions for online lectures because it fails to handle
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• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We correctly cited all the theorems, formulas, and proofs in our paper and
numbered them accordingly.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We detailed the experimental procedures in our paper, and we are committed
to releasing our dataset and code as soon as possible.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: Our dataset and code will be made publicly available.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We detailed the experimental procedures in our paper, and we are committed
to releasing our dataset and code as soon as possible.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We conducted ablation experiments, qualitative experiments and quantitative
experiments to demonstrate the advantages of the work.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We detailed the experimental procedures in our paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in our paper conforms to the NeurIPS Code of Ethics
in all respects.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: there is no societal impact of the work performed.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited the open-source code and datasets mentioned in the paper and
adhered to the terms of use.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We are committed to releasing our dataset and code as soon as possible.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our research without human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Our research without human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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