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ABSTRACT

In industrial automation technology, radar is one of the crucial sensors in the ma-
chine perception stage. However, due to the long wavelength of radar electromag-
netic waves and the limited number of antennas, the angle resolution is limited.
Recent advancements have introduced methods that leverage paired LiDAR-radar
data for training, achieving notable point enhancement effect. However, the re-
quirement for paired data significantly increases the cost and complexity of model
development, limiting model’s widespread adoption and scalability. To address
this, we propose an unsupervised radar point cloud enhancement algorithm using
diffusion model as prior without paired training data. Specifically, our method for-
mulates radar angle estimation recovery into an inverse problem and introduces
prior knowledge via a diffusion model when solving it. Experimental results
demonstrate that our method achieves high fidelity and low noise performance
compared to traditional regularization methods. Compared to paired data training
methods, our approach not only delivers comparable performance but also offers
greater content control and reduced generation variance. Additionally, it does not
require a huge amount of paired data. To the best of our knowledge, our method is
the first to enhance radar point cloud by introducing prior knowledge via diffusion
model instead of training on paired data.

1 INTRODUCTION

Radio Detection and Ranging (Radar) technology has been extensively used in robot and related
technology. In traffic monitoring, radar systems have been employed for vehicle detection (Palffy
et al., 2020) and tracking (Liu et al., 2024; 2023). In the realm of intelligent driving, radar has
been integrated with other sensors like LiDAR (Yang et al., 2022) and cameras (Zheng et al., 2023;
Xiong et al., 2023) to enhance object detection (Liu et al., 2022; Xiong et al., 2022) and cooperative
perception (Huang et al., 2023). However, limited by the number of antennas and hardware noise,
the angular resolution of radar is restricted.

To enhance the angular resolution capability of radar, the number of antennas can be increased
using MIMO (Multiple Input Multiple Output) techniques (Bliss & Forsythe, 2003). However, how
to further improve radar angular resolution under fixed hardware parameters remains a persistent
research challenge for scientists. With the advent of deep learning methods, some studies directly
use radar points as input (Jin et al., 2023; Kim et al., 2024), employing deep models to fit the
mapping function from sparse radar points to dense LiDAR points. However, due to the excessive
sparsity of the input information, these approaches exhibit limited performance. To enrich the input
information, researchers have used radar signals as input (Prabhakara et al., 2023). When mapped
to paired high-resolution LiDAR data, this input signal contains more comprehensive information
(Cheng et al., 2021), thereby enhancing the method’s performance. Nevertheless, models based on
direct mapping from paired data suffer from issues such as insufficient generalization and lack of
detail in reconstruction.

To address this, methods based on generative models have been proposed, such as diffusion model
(Song et al., 2020; Ho et al., 2020). Methods usually set LiDAR point cloud as target data domain,
radar point cloud (Zhang et al., 2024) or range-azimuth heatmap (Wu et al., 2024; Luan et al.,
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Figure 1: (a) A diffusion model is trained within the latent space of LiDAR data, where E and D
are encoder and decoder; (b) Radar point cloud enhancement is achieved by sampling the posterior,
which combines the prior knowledge learned from the LiDAR data in (a) with the radar measure-
ments from (c); (c) At each reverse diffusion step, the gradient of the L2 distance between the
estimation and measurement is applied to preserve the fidelity of the radar data.

2024) as condition. During the training of the generative model, paired training is also conducted
(Rombach et al., 2022), requiring the model to output corresponding LiDAR data when given the
radar signal. By learning the distribution and structure of the data, diffusion models based radar point
cloud enhancement methods can produce high-quality, diverse new samples, often outperforming
direct CNN model mappings in many tasks. Despite this, the aforementioned methods still require
one-to-one correspondence between radar and LiDAR data, which limits the model’s flexibility and
increases the burden of data collection and model training.

To address this issue, this paper proposes a new paradigm for radar point cloud enhancement. By
using a pre-trained diffusion model as a prior, the method inputs radar range-azimuth heatmaps and
outputs enhanced point clouds with matching LiDAR point cloud density and detail, without the
need for additional training. Specifically, our proposed method consists of four steps as illustrated
in Fig. 1: Firstly, as shown in (a), the data pre-processing and latent space diffusion model are
trained solely on LiDAR data. Secondly, in (b), the reverse process from step (a) is used to start
generating random high-quality points. Thirdly, in (c), the radar range-azimuth heatmap is injected
at each reverse step of (b) to guide the convergence direction of the generation. Finally, in (d), the
method of using the gradient from the radar imaging forward model for control is demonstrated.

The main contributions of this paper include:

• We introduce a novel approach of unsupervised radar point cloud enhancement using dif-
fusion model as prior without paired training data. To the best of our knowledge, this is
the first time such a technique has been successfully introduced in the field of radar point
cloud enhancement.

• We performed parameter manifold analysis to select optimal hyperparameters when using
the proposal method given the radar point cloud enhancement task with a trained latent
diffusion model.

• We evaluated the performance of the proposed method on a real-world dataset and com-
pared it with traditional methods. The results show that our method achieves comparable
performance in terms of point cloud quality and detail without using paired training data.
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2 RELATED WORKS

Discriminative Model-based Methods: With the advancement of deep learning technology, re-
searchers have been able to leverage the powerful fitting capabilities of neural networks to directly
train models that map inputs to outputs. These models are referred to as discriminative models.
Some studies have adopted approaches based on radar point input data, where the data is structured
in 2D (Jin et al., 2023) or 3D perspectives and then fed into UNet networks (Kim et al., 2024) to
train the mapping parameters from radar input to LiDAR output. However, the performance of these
approaches is limited by the sparse information contained in the radar points. To improve the results,
the input data has been replaced with radar signals, such as time domain signal (Jiang et al., 2023),
range-Doppler signal (Cheng et al., 2021; 2022), range-azimuth signal (Prabhakara et al., 2023) or
range-Doppler-elevation-azimuth signal (Han et al., 2024; Roldan et al., 2024a;b). This method also
employs CNN/Transformer-based network architectures to implement such mappings. Due to the
introduction of richer information, this approach achieves better enhancement effects. Nevertheless,
these models suffer from significant generalization issues and lack of output details.

Generative Model-based Methods: To address the issue of model generalization, methods based
on generative models have been proposed. Generative models can achieve the function of randomly
generating data within a specific domain by learning the mapping from Gaussian distributions to the
statistical distributions of specific data (Song et al., 2020). As the current state-of-the-art generative
model, the diffusion model accomplishes this mapping through a process of gradually adding noise
to the original data until it becomes Gaussian noise, and then reversing this process via a Markov
chain (Ho et al., 2020). During training, the model uses neural networks to learn the parameters of
the noise at each step of the noise-adding process. During the denoising process, the neural network
is used to progressively remove the noise, generating new data within the target domain (Rombach
et al., 2022). Based on this, some studies have set LiDAR as the target data domain for enhanced
point clouds and radar as the conditional input (Wu et al., 2024), training various conditioning diffu-
sion models. These studies improve inference performance by adding new consistency constraints
(Zhang et al., 2024) during training or by setting biased mapping domains (Luan et al., 2024). How-
ever, all of these approaches require well-paired data for training, which severely limits the model’s
flexibility and wide-range usage. Therefore, this paper proposes an unsupervised radar point cloud
enhancement method using a diffusion model as prior without paired training data. Under the in-
verse problem of radar angular estimation reconstruction that we established, the method utilizes a
diffusion model trained in the LiDAR data domain and adds extra gradient constraints (Luo et al.,
2020; 2023) from the perspective of inverse problem to achieve radar point cloud enhancement (Rout
et al., 2024).

3 THE PROPOSED METHODS

In this section, the radar angle measurement model will be described firstly. Then, solving the radar
angle estimation inverse problem based on Bayesian theorem will be introduced. Finally, better
results by introducing diffusion model is presented.

3.1 RADAR ANGLE MEASUREMENT FORWARD MODEL

As depicted in Fig. 2, the electromagnetic waves reflected from object arrives at radar’s different
antennas in different time. This time shift results in phase shift of the waves (Friedlander et al.,
1979; Rosen et al., 2000). Assuming the right antenna as the first antenna. The electromagnetic
wave received by k-th antenna is described as

E⃗(t) = E0e
jω⃗(t−k△l

c ), (1)

where E0 and ω⃗ represents the amplification and angular frequency of electromagnetic wave at time
t. c is the speed of light. △l is the wave traveling length, which can be calculated by

△l = d cos(θ). (2)

d is the distance between each antenna, which is a constant. Here θ for different antenna is different.
However, We often make the following approximation: the incident electromagnetic wave is parallel
to the antenna because the antenna spacing distance is much smaller than the distance from the object

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2025

……
𝑑
Ɵ

Figure 2: Schematic diagram of radar angle measurement principle. The black dots array represent
radar antennas array. The five-pointed stars represent objects detected in space. The distance be-
tween object and radar is usually much further than the distance between antennas. Therefore, the
incident electromagnetic field is usually considered as a plane electromagnetic wave. It arrives at
each antenna at the same angle.

to the radar (Logvin et al., 2002; Cheney & Borden, 2009). Therefore, the signals phase received by
antenna array can be expressed as

S = {0, d cos θ
c

, 2
d cos θ

c
, · · · , N d cos θ

c
}T . (3)

Here N is the number of the antenna. Considering there are M objects separate in space with angles
to radar antennas array of

x = {θ1, θ2, · · · , θM}T . (4)

The signal received by antennas array is

y = {S1,S2, · · · ,SM} =


0 0 · · · 0

d cos(·)
c

d cos(·)
c · · · d cos(·)

c

2d cos(·)
c 2d cos(·)

c · · · 2d cos(·)
c

...
...

. . .
...

N d cos(·)
c N d cos(·)

c · · · N d cos(·)
c



θ1
θ2
...

θM

 . (5)

Therefore, the radar angle measurement forward model can be simply described as

y = Ax+ η, (6)

with a noise factor ξ. Here, y, A and x are known as measurement, system matrix and unknown
state vector. Usually, the environment object such as road or building walls are continuous, each
points on such structure is able to reflect electromagnetic wave. Therefore M is infinite theoreti-
cally. However, the antenna number N is much less than M , thus made Eq. 6 an under-determined
Equations. Estimating the unknown state x from the measurement y constitutes an ill-pose inverse
problem Eq. 6.

3.2 ANGLE ESTIMATION RECONSTRUCTION VIA BAYESIAN ESTIMATION

Normally, when S is acquired by radar antenna array, the angle of specific object can be solved by
Fourier analysis. Apply Fourier transformation on S, the maximum frequency which is proportional
to angle can be solved as

fmax =
c

d cos θ
. (7)

Therefore,

θ = arccos
dfmax

c
. (8)

However, limited by the number of antennas, the FFT results are usually in low resolution. When
signals of multiple objects which are close each other are acquired at the same time on antenna, the
fmax of each object would be overlapped. In order to find a more accurate solution, the Bayesian
estimation can be applied to the problem described by Eq. 6.
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Figure 3: Comparison of reverse probabilistic flow between merely diffusion model (left) and our
model using diffusion model as prior (right).

Assuming noise η ∼ N (0, I) in Eq. 6, then the likelihood function is depicted as
p(y|x) = N (Ax, I). (9)

In our case, the measurement y from radar is known, we need to estimate the x with maximum
probability from the limited measurement and the likelihood function, that is the posterior probabil-
ity p(x|y). According to Bayesian theorem, the posterior probability p(x|y) is proportional to the
multiplication of prior probability p(x) and likelihood function p(y|x) as below:

p(x|y) = p(y|x)p(x)
p(y)

∝ p(y|x)p(x). (10)

Because the likelihood function p(y|x) as defined in Eq. 9 is knwon, we can apply the Maximum
Likelihood Estimation (MLE) method on it directly to find the optimal distribution of x. However,
this approach can lead to issues such as high variance or sub-optimal solutions. To address these
issues, regularization methods that enhance numerical stability, such as L1/L2 regularization (Shk-
varko et al., 2016), can be introduced. However, L1 or L2 regularization assumes that the prior
probability p(x) follows a Gaussian or Laplacian distribution, which offers limited assistance to the
solution. Therefore, a diffusion model-based prior is introduced as p(x).

3.3 APPLY DIFFUSION MODEL AS PRIOR

In this work, we inference the posterior in Eq. 10 using a diffusion model as prior p(x). Traditional
gradient descend algorithm applies the calculated gradient when l1 or l2 regularization is used, while
diffusion model utilize neural network to predict gradient in each reverse step.

3.3.1 FORWARD DIFFUSION PROCESS

In the design of forward diffusion process, the original data x0 ∼ q(x0) will be transit into a
Gaussian noise distribution xT ∼ N (0, I). In each step, the diffusion process is described as

q(xt|xt−1) = N (xt;
√

1− βtxt−1,
√
βtI), (11)

where the noise scale factor βt ∈ {0 = β0 < β1 < · · · < βT = 1}. With the diffusion process
approaches forward, the proportion of noise increases. In addition, because the forward diffusion
process is designed with convolution of Gaussian distribution, the result of step t is able to acquire
directly from step 0 follows

q(xt|x0) = N (xt;
√
ᾱtx0, (1− ᾱt)I), (12)

where ᾱt =
∏t

i=1(1−βi). In diffusion model training process, a neural model is used for predicting
noise η in each diffusion step follows

xt =
√
ᾱtx0 +

√
1− ᾱtη, (13)

which is a equivalent expression of eq. 12. Therefore, the loss function is constructed as
Lθ = ∥ϵ− ϵθ(xt, t)∥2. (14)

Here the neural network ϵθ(xt, t) is designed as the function of noised image xt and step t with
learnable parameters θ.
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3.3.2 REVERSE DIFFUSION PROCESS

Similar to the forward process, the reverse diffusion process can be described as:

pθ(xt−1|xt) = N (xt−1;µθ(xt, t),Σθ(xt, t)). (15)

Here the µθ(xt, t) and Σθ(xt, t) are mean and variation of step t that parameterized by neural
network. Specifically, mean µθ(xt, t) is usually provided by neural model as

µθ(xt, t) =
1
√
αt

(
xt −

βt√
1− ᾱt

Sθ(xt, t)

)
. (16)

Here the Sθ(xt, t) is what we called as score function that provided by Unet. While for variation is
usually be set as

Σθ(xt, t) =
1− ᾱt−1

1− ᾱt
βtI, (17)

which is a non-learned part.

3.3.3 ANGLE ESTIMATION BY SAMPLING THE POSTERIOR

In order to solve the problem that illustrated in Eq. 10 jointly with diffusion model, the posterior
distribution is represented as

p(x|y) ∝ p(y|x)pθ(x). (18)
However, to reduce the memory cost of GPU, latent diffusion model is applied here. Therefore, the
problem should be modified as

p(z|y) ∝ p(y|D(z))pθ(z), (19)

where z is the latent representation of x which needs to be decoded byD(·). In each step of iteration,
the updating process is described as

p(zt−1|zt,y) ∝ p(y|D(z̄0))pθ(zt−1|zt) (20)

Because x0 = D(z0), but xt ̸= D(zt). Therefore, the measurement model should always compute
the correct gradient from step 0 rather than from step t.

In order to estimate zt−1 that maximize the probability in Eq. 20, the maximum a posterior es-
timation (MAP) method is applied. At first, we can write the logarithmic form of the posterior
probability

log p(zt−1|zt,y) ∝ log p(y|D(z̄0)) + log pθ(zt−1|zt). (21)
In order to get the maximum output of Eq. 21, We need to differentiate it and set it to zero

∇zt−1
log p(zt−1|zt,y) = 0, (22)

then

∇zt−1
log p(y|D(z̄0)) +∇zt−1

log pθ(zt−1|zt) = 0. (23)

First, the gradient calculation of diffusion model is illustrated as

∇zt−1
log pθ(zt−1|zt) ∝ (24)

∇zt−1(−
1

2
(zt−1 − µθ(zt, t))

TΣθ(zt, t)
−1(zt−1 − µθ(zt, t)))

= −Σθ(zt, t)
−1(zt−1 − µθ(zt, t)).

From Eq. 16 we known that µθ(zt, t) can be determined by the neural network Sθ that was embed-
ded in diffusion model. Therefore, the gradient from diffusion model can be determined.

Second, for for calculating gradient from measurement model, the process is illustrated below:

∇zt−1 log p(y|D(z̄0)) = ∇zt−1∥y −AD(z̄0)∥22. (25)

However, in step t, there is only zt existing. Therefore, the Tweedie’s formula (Song et al., 2023)
should be applied to estimate z̄0 as

z̄0 =
1√
at

(zt −
√
1− αtSθ(zt, t)). (26)
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Figure 4: Hyperparameter space manifold analysis of proposed method. The two sub-figures repre-
sent model generation results CD metric from measurement scale 0.5 and 1.0. Both of them x-axis
represent measurement step number K, y-axis represents step size ζ. The output radar points (red)
and ground truth LiDAR points (white) are overlaid from (a) to (d) to show their similarity.

At this point, we have obtained the gradients of the two terms of posterior from diffusion model and
measurement model. After calculating gradients, the zt−1 will be updated. Keep updating zt with
gradient from diffusion model and measurement function, final results can be guided to obtain both
high quality of LiDAR-like points and fidelity of the input radar content. Specific process details
can refer to Algorithm 1.

A simple comparison of probability flows is also presented in Fig. 3. The left sub-figure illustrates
the changes in probability flow during the reverse process when only the diffusion model is used.
This sub-figure demonstrates that the trained diffusion model has the capability to recover data
from a standard Normal distribution pT (z) back to the LiDAR distribution p0(z). In the right sub-
figure, the original diffusion model is utilized, incorporating the joint conditions for solving the radar
angle estimation inverse problem. The data follows different regression paths but still converges to
the target data domain p0(z). These two output data share the similar distribution, and the right-
side process is controlled by the radar data content. Consequently, this results in radar point cloud
enhancement outputs high quality results within the LiDAR data domain.

4 EXPERIMENTS AND RESULTS

4.1 DATASET AND EVALUATION METRICS

Dataset: In order to express the effectiveness of our proposed method, an autonomous driving
sensing dataset, RADIal dataset (Rebut et al., 2022), is selected. This dataset is a collection of 2-
hour of raw data from synchronized automotive-grade sensors (camera, laser, High Definition radar)
in various environments (city-street, highway, countryside road) and comes with GPS and vehicle’s
CAN traces. From the dataset, corresponding LiDAR and radar frames are extracted. The LiDAR
data serves as the high-resolution data domain that the radar data is intended to approximate. In
order to align with radar range-azimuth data format, LiDAR data are projected into bird-eye’s view
(BEV) under polar coordinate. Meanwhile, the LiDAR points of ground are filtered because radar
is not able to detect ground. Then, a latent diffusion model is trained on this LiDAR dataset as Fig.
1, (a) depicted. On the other branch, radar data is processed as usual. Range FFT, Doppler FFT and
Azimuth FFT are applied sequentially. The pre-process output is a radar range-azimuth heatmap in
polar coordinate under BEV.

Evaluation Metrics: Based on previous research works, Chamfer Distance (CD) is primarily used in
our experiments to evaluate the mutual minimum distance between generated 3D points and ground
truth 3D points. This metric assesses the similarity of two point sets, with smaller CD values in-
dicating higher similarity. In addition to Chamfer Distance, we also consider other metrics such
as Unidirectional Chamfer Distance (UCD), Modified Hausdorff Distance (MHD), Unidirectional
Modified Hausdorff Distance (UMHD), and Fréchet Inception Distance (FID).

7
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Figure 5: Inference process of radar super-resolution reconstruction using different models. The
x-axis shows the inference iterations ranging from 0 to 1000, while the y-axis indicates the Chamfer
Distance (CD) between the generated points and the ground truth LiDAR points. The dotted lines
represent the mean CD values for each method, and the colored area on each line depict the variation
in CD. Up right corner sub-figure depicts the CD mean and variance value at the end iteration.

UCD measures the sum of the squared distances from each point in one set to its nearest neighbor
in the other set, but only in one direction. MHD averages the minimum distances rather than taking
the maximum, making it less sensitive to outliers. UMHD is a unidirectional version of MHD,
calculating the average minimum distance from each point in one set to its nearest neighbor in the
other set. FID metric measures the similarity between two datasets of images by comparing the mean
and covariance of feature vectors extracted from a pre-trained Inception network. Lower FID scores
indicate that the generated images are more similar to the real images, reflecting higher quality and
diversity in the generated data.

4.2 IMPLEMENTATION DETAILS

First, a Variational Autoencoder (VAE) is trained on an Nvidia-L40 GPU to serve as the initial stage
model for the latent diffusion model. Specifically, we employ the VQ-VAE (Van Den Oord et al.,
2017) as described in LDM (Rombach et al., 2022). In our experiments, the embedded feature
dimension is set to 4, and the quantized channel number is set to 2048. Additionally, the input
LiDAR polar BEV data is duplicated three times and concatenated to better leverage the model’s
capabilities. Once the VQ-VAE has converged, the encoder is used to compress the input LiDAR
data into a significantly smaller latent feature map. Subsequently, an unconditioning latent diffusion
model is trained on the latent space.

For the inference phase, as illustrated in Fig. 1, the process begins with a randomly initialized Gaus-
sian noise latent feature map. 1000 steps are then taken to recover the final result. As depicted in
Algorithm 1, these steps involve alternating between gradient descent based on the diffusion model
denoising prior probability and the measurement function likelihood probability. The measurement
function is constructed to reflect the actual configuration of the radar sensor used in the RADIal
dataset, which employs 84 virtual antennas.

4.3 RESULTS

4.3.1 HYPER PARAMETERS MANIFOLD SEARCHING

In our method, there are three hyper-parameters need to be discussed according to the Algorithm 1:
Step size (ζ) of measurement model, Step number (K) of measurement model, and Measurement
scale (γ). Empirically, above parameters are set as follows: ζ ∈ [0, 0.01], K ∈ [5, 20] and γ ∈
[0.5, 1.0]. The hyper parameter space manifold is depicted in Fig. 4.

From this figure, we can observe multiple local optima in the parameter manifold space. Since a
smaller CD value indicates that the generated radar point cloud is closer to the ground truth, the
overall best performance is achieved at the parameter combination (d). For the manifold space slice
with a measurement scale (γ) of 0.5, more measurement steps are needed to compensate for the
insufficient regression contribution of each measurement step. For the manifold space slice with a
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Radar RA Input                  CFAR                            L1 Reg                         L2 Reg                        RadarHD                Diffradar                         Ours

Figure 6: The visualization comparison of the Radial dataset across different methods is presented.
The four rows display four randomly selected frames. From the second to the final columns, the
super-resolution results from various methods are shown. In each sub-figure, the white points repre-
sent the LiDAR ground truth, while the red points indicate the generated super-resolution points.

measurement scale of 1.0, larger values of K and ζ do not yield better results. Instead, the local
optimal parameter combinations are found within K ∈ [9, 18] and ζ ∈ [0, 0.001]. This is because
excessively large or small values of K or ζ will guide the model to output results that are either too
close to or too far from the radar input. If the output is too close to input, the points enhancement
effect is poor, while if it is too far from input, the output becomes uncontrolled. From the visualized
parameter combinations (a) to (d) in Fig. 4, we can see that the outputs of (a) and (b) are overly
sparse and unrelated to the radar input. Starting from (c), the output shape begins to converge, and
noise gradually decreases. Finally, it converges to the global optima at (d), where the CD value is
reduced to minima 4.11.

4.3.2 INFERENCE VARIATION ANALYSIS

In the framework of iterative optimization methods for solving inverse problems, the solution space
typically contains multiple local minima, and the solutions are significantly influenced by random
initial values. Therefore, analyzing the variance of the solutions can effectively reflect the stability
of the method. As illustrated in Fig. 5, four optimization-based methods are discussed: L1/L2
Regularization (Shkvarko et al., 2016), DiffRadar (Wu et al., 2024), and our proposed method. Five
times inference of a same frame radar input are taken to calculate the mean and variance of these
methods. It can be observed that, throughout the inference process, our method reaches a lower CD
value after the whole inference process. In addition, our method maintain a low variance during the
whole inference process together with lower CD values.

4.3.3 PERFORMANCE EVALUATION

Statistical performance analysis on the dataset can demonstrate the effectiveness of the proposed
method. Table 1 presents the performance metrics of point cloud enhancement results for differ-
ent methods. Five methods including supervised and unsupervised training methods are selected
to compare the performance with our proposed method. Unsupervised methods include CFAR, L1
Reg and L2 Reg. CFAR is a traditional peak extraction method. Other two are methods that original
solving radar angle estimation as inverse problem. RadarHD and DiffRadar are two typical super-
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Table 1: Statistical Analysis of Point Enhancement Techniques across RADIal Datasets.

Methods Supervised Training FIDBEV ↓ CD ↓ UCD ↓ MHD ↓ UMHD ↓
CFAR ✗ 247.76 5.43 2.94 122.73 37.46

L1 Reg (Shkvarko et al., 2016) ✗ 225.78 5.29 3.06 137.94 31.54
L2 Reg (Shkvarko et al., 2016) ✗ 220.23 4.82 3.52 120.68 39.51

RadarHD (Prabhakara et al., 2023) ✓ 223.34 4.43 3.17 144.13 22.90
DiffRadar (Wu et al., 2024) ✓ 197.75 6.95 2.93 148.92 20.19

Ours ✗ 217.87 4.60 2.71 128.36 33.88

vised approaches that have recently been proposed. The first is a discriminative model using UNet
(Ronneberger et al., 2015), while the second is a generative model which is based on conditional-
DDPM (Ho et al., 2020). Notably, there are many works on each category, but only RadarHD is
open source. DiffRadar is reproduced by authors of this paper.

It can be observed that our method achieves a comparable level of performance on CD-related met-
rics to supervised learning methods RadarHD. Compared to DiffRadar, the point clouds generated
by our method exhibit higher similarity. Fig. 6 shows the results of various radar super-resolution
point cloud generation schemes. Compared to the sparse results of CFAR, other schemes provide
denser point clouds. However, the L1/L2 regularization schemes introduce a significant amount of
noise points, which greatly reduces the accuracy of the generated point clouds. For the RadarHD, the
main issue is the complete loss of generated details, indicating the difficulty of constructing details in
supervised learning discriminative models. For DiffRadar, while the model indeed has high quality
point cloud generation capabilities, it suffers from deficiencies in conditional control. Therefore, it’s
generated results show a gap in correlation with the input, reducing the precision of this scheme. In
contrast, our method generates point clouds with higher density than the CFAR method, lower noise
levels than the L1/L2 regularization, more detailed point clouds than RadarHD, and higher control
accuracy than DiffRadar. These characteristics make our method a relatively superior approach for
radar point cloud enhancement.

5 CONCLUSION AND FUTURE WORK

This paper proposes a radar enhancement reconstruction algorithm using diffusion model, which
is capable of utilizing the learned prior knowledge from LiDAR data. Bayesian inference for the
radar enhancement is formulated, and the samples are drawn from the posterior distribution using
the diffusion model as a prior and linear radar imaging equation as a constraint. Through parameter
analysis and comparative experiments, the effectiveness and high performance of our method are
demonstrated. However, there are still some issues in our method, such as high cost of inference
time and multi-modal feature alignment. These issues will be discussed and addressed in future
work.
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Volodymyr I Ponomaryov. Solving enhanced radar imaging inverse problems: From descrip-
tive regularization to feature structured superresolution sensing. IEEE Journal of Selected Topics
in Applied Earth Observations and Remote Sensing, 9(12):5467–5481, 2016.

Bowen Song, Soo Min Kwon, Zecheng Zhang, Xinyu Hu, Qing Qu, and Liyue Shen. Solv-
ing inverse problems with latent diffusion models via hard data consistency. arXiv preprint
arXiv:2307.08123, 2023.

Yang Song, Jascha Sohl-Dickstein, Diederik P Kingma, Abhishek Kumar, Stefano Ermon, and Ben
Poole. Score-based generative modeling through stochastic differential equations. arXiv preprint
arXiv:2011.13456, 2020.

Aaron Van Den Oord, Oriol Vinyals, et al. Neural discrete representation learning. Advances in
neural information processing systems, 30, 2017.

Jincheng Wu, Ruixu Geng, Yadong Li, Dongheng Zhang, Zhi Lu, Yang Hu, and Yan Chen.
Diffradar: High-quality mmwave radar perception with diffusion probabilistic model. In IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 8291–8295.
IEEE, 2024.

Weiyi Xiong, Jianan Liu, Yuxuan Xia, Tao Huang, Bing Zhu, and Wei Xiang. Contrastive learn-
ing for automotive mmwave radar detection points based instance segmentation. In IEEE 25th
International Conference on Intelligent Transportation Systems (ITSC), pp. 1255–1261. IEEE,
2022.

Weiyi Xiong, Jianan Liu, Tao Huang, Qing-Long Han, Yuxuan Xia, and Bing Zhu. Lxl: Lidar
excluded lean 3d object detection with 4d imaging radar and camera fusion. IEEE Transactions
on Intelligent Vehicles, 2023. doi: 10.1109/TIV.2023.3321240.

Yanlong Yang, Jianan Liu, Tao Huang, Qing-Long Han, Gang Ma, and Bing Zhu. Ralibev:
Radar and lidar bev fusion learning for anchor box free object detection system. arXiv preprint
arXiv:2211.06108, 2022.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Ruibin Zhang, Donglai Xue, Yuhan Wang, Ruixu Geng, and Fei Gao. Towards dense and accu-
rate radar perception via efficient cross-modal diffusion model. IEEE Robotics and Automation
Letters, 9(9):7429–7436, 2024.

Lianqing Zheng, Sen Li, Bin Tan, Long Yang, Sihan Chen, Libo Huang, Jie Bai, Xichan Zhu, and
Zhixiong Ma. Rcfusion: Fusing 4-d radar and camera with bird’s-eye view features for 3-d object
detection. IEEE Transactions on Instrumentation and Measurement, 72:1–14, 2023.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

A APPENDIX

Algorithm 1 Gradient Descent for Angle Estimation with Diffusion Model
Require: Measurements y, total time steps T , diffusion coefficient λdiff, measurement step size ζ,

measurement scale γ, measurement update iterations K
Ensure: Refined angle estimate x̂

1: zT ∼ N (0, I) ▷ Initialize with random noise
2: for t = T to 1 do
3: // Calculate diffusion model update
4: µθ ← Sθ(zt, t) ▷ Predict mean using neural network
5: ẑt−1 ← zt + λdiffΣθ(zt, t)

−1(µθ − zt)
6: // Iterative measurement model update
7: ẑ

(0)
t−1 ← ẑt−1

8: for k = 1 to K do
9: z̄

(k)
0 ← 1√

αt
(ẑ

(k−1)
t−1 −

√
1− αtSθ(ẑ

(k−1)
t−1 , t)) ▷ Tweedie’s formula

10: x
(k)
0 ← D(z̄(k)

0 ) ▷ Decode to image space
11: ∇(k)

meas ← ∇z∥γy −Ax
(k)
0 ∥22

12: ẑ
(k)
t−1 ← ẑ

(k−1)
t−1 + ζ∇(k)

meas
13: end for
14: zt−1 ← ẑ

(K)
t−1

15: end for
16: x̂← D(z0) ▷ Decode final estimate
17: return x̂
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