Under review as a conference paper at ICLR 2025

GENERALIZED RESOURCE-AWARE DISTRIBUTED MIN-
IMAX OPTIMIZATION

Anonymous authors
Paper under double-blind review

ABSTRACT

Traditional distributed minimax optimization algorithms cannot be applied in
resource-limited clients dealing with large-scale models. In this work, we present
SubDisMO, a generalized resource-aware distributed minimax optimization algo-
rithm. SubDisMO prunes the global large-scale model into adaptive-sized submod-
els to accommodate varying resources during each communication round. However,
the randomly pruned submodels are susceptible to arbitrary submodel sharpness,
which can hinder generalization and lead to slow convergence. To address this
issue, SubDisMO trains the arbitrarily pruned submodels with perturbations by
optimizing the minimax objectives, enhancing the generalization performance of
the aggregated full model. We theoretically analyze our proposed resource-aware
SubDisMO algorithm, demonstrating that it achieves an asymptotically optimal
convergence rate of O(1/,/QTC*), which is dominated by the minimum covering
number C*. We also show the generalization bound of SubDisMO corresponding
to the perturbation and parameter remaining rate in each layer. Extensive experi-
ments on CIFAR-10 and CIFAR-100 datasets demonstrate that SubDisMO achieves
superior generalization and effectiveness compared to state-of-the-art baselines.

1 INTRODUCTION

Recently, distributed minimax problem has gained tremendous popularity due to the concerns on
privacy and security and the model optimization on edge. SGDAM-PEF (Zhang et al., 2023), Lo-
calSCGDAM (Zhang et al., 2024) formulate the Area-Under-the-ROC-Curve (AUC) maximization
problem as a federated compositional minimax optimization problem. Distributionally robust op-
timization (DRO) problem (Sinha et al., 2018; Deng et al., 2020; Zhu et al., 2024) aims to find
solutions that perform well under the worst-case scenario within a predefined set of possible probabil-
ity distributions, enhancing robustness against distributional uncertainty. FedSAM (Qu et al., 2022),
FedGDA-GT (Sun & Wei, 2022) and FedSGDA+ (Wu et al., 2023) focus on provably optimizing the
following distributed minimax problem,

. 1
min max f(e,é)N%]fi(e,é) : )

where N denotes the number of clients, f;(6,9) = E¢,~p,[fi(6,0;&;)] is the local loss function, and
6 € R% and 6 € R%.

However, with the arising of large-scale models (Jiao et al., 2023; Zhou et al., 2023a; Min et al.,
2023), the size of full model # is tremendous and it is hard to run in the resource-limited clients. Thus,
traditional aggregation mechanisms cannot be applied directly. Therefore, a great deal of work has
been proposed, such as RAM-Fed (Wang et al., 2023), OAP (Zhou et al., 2023b), IST (Yuan et al.,
2022), PruneFL (Jiang et al., 2022), to reduce the scale of the large-scale model and communication
cost, so that they can be adapted to varying resources. However, the mentioned methods mainly aim at
minimization optimization by adopting a gradient descent to find the local minima traditionally, failing
to solve the mentioned minimax optimization. Thus in this work, we consider the resource-aware
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distributed minimax optimization problem as follows:

1
i 9) = %7 i 97 % )
min max f(0,¢€) N_Z fi(0,€) )
1€[N] )
st fi(0,€) = ax, fil@©mi, ), Vie[N],
where J is a predefined constant controlling the perturbation. During local training, clients actually
train the submodel 8 ® m;, where m; is the local mask. Specifically, m; can be changed over time so
that the client can train the submodel adapted to local dynamic resources.

It’s challenging to solve the above mentioned B T i T T PPN
distributed minimax optimization problem in ; '
two aspects. 1) On the algorithm side, when i ” Arbitrary
training the random submodel in clients, i.e. in ! submode
. . . .. .. 1 sharpness .
Figure 1, client C trains 6, the original mini- '
mize optimization problem may fall into arbi- i withe, :
trary submodel sharpness due to overfitting to ! Perturbed ;
the local distribution. Thus, when aggregated gs“bm"de’ i
overlapped partial parameters, i.e. in Figure 1, 1 Goia ) ients ).~ clente flatness i
0, in client A and B, global model could be in- = = - = - - - - - oo -
consistent and divergent, which will degrade the Figure 1: The submodel training paradigm and the
performance of the global model and even slow comparison between the origin arbitrary submodel
down the model convergence speed. Naturally, sharpness and the perturbed submodel flatness loss
we consider that if we reduce the level of arbi- landscape.
trary submodel sharpness at local minima, even
adding a bit perturbation, i.e. 6, + €, to make the aggregated model generalized. 2) On the theoretical
analysis side, the interaction between minimization and maximization subproblems complicates the
theoretical analysis in both the convergence speed and the generalization performance. It’s essential
to explore the key factors affecting the result of both the convergence speed and the generalization
performance to guide the algorithm design in resource-aware distributed minimax optimization.

To solve this kind of distributed resource-aware minimax optimization problem while improving
the generality of the global model, we design a new distributed learning algorithm that adaptively
generates submodels through local resources and trains with perturbations namely SubDisMO. We
introduce an additional gradient ascent process to approximate linear constrained inner maximization,
then use local stochastic gradient descent. Thus, we can minimize the worst loss of the perturbed
submodel in local training. After receiving all submodels’ updates, the server aggregates them to
update the global model. Theoretically, 1) we establish an asymptotically optimal convergence rate
O(1/+/QTC*) of our algorithm, where () is the communication rounds, 7" is the local iteration and
C* is the minimum covering number defined in Section 4. 2) From the generalization aspect, we
give a tighter error bound (shown in Theorem 2) corresponding to the perturbation § and parameter
remaining rate s; in j-th layer. The extensive experimental results confirm the average performance
and generality of SubDisMO. Code is available at https://anonymous.4open.science/
r/SubDisMO/.

Our contributions can be summarized as follows:

* To the best of our knowledge, we are the first to design a resource-aware distributed minimax
optimization algorithm, namely SubDisMO. Specifically, SubDisMO trains the resource-
adaptive submodels with perturbations to mitigate the arbitrary submodel sharpness, thereby
enhancing the generalization of the global full model.

» We theoretically analyze the convergence rate and the generalization bound of SubDisMO.
We prove that it can achieve an asymptotically optimal convergence rate O(1/1/QTC*)
under the non-convex condition. We give a tighter generalization bound corresponding to
the perturbation and parameter remaining rate in each layer.

* We conduct extensive experiments on CIFAR-10 and CIFAR-100 by comparing with state-
of-the-art resource-limited training paradigm. Results demonstrate the generalization and
effectiveness of SubDisMO is better than other state-of-the-art baselines.


https://anonymous.4open.science/r/SubDisMO/
https://anonymous.4open.science/r/SubDisMO/

Under review as a conference paper at ICLR 2025

In summary, SubDisMO gives a new insight into solving distributed minimax optimization. We
rigorously provide a theoretical convergence guarantee. Existing studies would be special cases of
our SubDisMO. When § = 0 that is the perturbation is zero, the minimax optimization degrades to
minimization, and the convergence rate of SubDisMO is identical to RAM-Fed (Wang et al., 2023).
When C* = N that is all the clients train the full model, SubDisMO achieves the same convergence
rate O(1/v/QTN) as FedSAM (Qu et al., 2022). When C* = N and ¢ = 0 that is all the clients
train the full model without perturbation, the learning paradigm degrades to FedAvg (McMahan et al.,
2017) and achieves the same convergence rate O(1/y/QTN). When C* = 1 and § = 0 that is each
client trains definitely non-overlapping submodel without perturbation, SubDisMO achieves the same
convergence rate O(1/4/QT) as OAP (Zhou et al., 2023b). Otherwise, we are the first to give a
generalization error bound in resource-limited scenarios and we establish the impact of perturbation
¢ and parameter remaining rate s; on it. When s; = 1 that is each client trains the full model, the
generalization bound is identical to FedSAM (Qu et al., 2022)

2 RELATED WORK

Distributed minimax optimization has seen significant advancements driven by the need to handle
large-scale and complex problems efficiently. In order to solve the impact of imbalanced data, Ying
et al. (2016) directly optimizes the Area-Under-the-ROC-Curve (AUC) score instead of cross-entropy
loss function and formulates it as a minimax optimization problem. SGDAM-PEF and SGDAM-
REF (Zhang et al., 2023) use stochastic gradient descent ascent algorithms and consider reducing the
communication cost at the same time. In addition, LocalSCGDAM (Zhang et al., 2024) develops a
local stochastic compositional gradient descent ascent with momentum algorithm. Otherwise, the
distributionally robust optimization (DRO) problem (Sinha et al., 2018; Deng et al., 2020) which
aims to minimize the worst case in the predefined possible probability distributions has gained great
attention. Recently, in order to address general federated minimax problems, Deng & Mahdavi (2021)
introduce local Stochastic Gradient Descent Ascent (SGDA), which enables each device to perform
multiple GDA steps before communication. The authors demonstrated sub-linear convergence for
local SGDA with diminishing step sizes. Based on this, FedGDA-GT (Sun & Wei, 2022) further
proposes federated gradient descent ascent with gradient tracking and proves that FedGDA-GT
converges linearly with a constant stepsize to global e-approximation solution with O(log(1/€))
rounds of communication, which matches the time complexity of centralized GDA method. Wu
et al. (2023) design stochastic gradient decent ascent methods FedSGDA+ and FedSGDA-M with
better sample and communication complexities to match the convergence rate of single-machine.
However, the existing distributed minimax optimization algorithms require sufficient computing and
communication resources on clients to train the full model, without considering resource-limited
scenarios, which is the main goal of our work.

3 METHODOLOGY

In order to alleviate the impact of arbitrary submodel sharpness and improve the generalization
of the global full model, we propose a resource-aware distributed minimax optimization algorithm
named SubDisM O, which can train adaptive-sized submodels in different kinds of clients and gain
a generalized global model. The whole process is shown in Algorithm.1 and we give a further
description in this section.

From the start of the process, the server sends the latest global model 6, to clients, and each client use
the resource-aware adaptive mask policy P(f,; R,,) to generate a local mask, where R; represents
the resource constraints of client :. The mask m ,, € {0, 1}1%!, where each element is a binary value
that determines whether a corresponding parameter in the global model 6, is included in the client’s
submodel 6, ;. Thus the submodel trained locally by client ¢ can be expressed as,

Ogno =00 Mgn, mgn=P(lsRy), 3)

where ©® means the element-wise multiplication, only non-zero parameters continue to be trained,
We define the set of whole parameters as S, trained parameters as K4, and untrained parameters as
S — K,. This mask can be changed in different communication rounds ¢ for any client n which
introduces the submodel heterogeneous in our algorithm.
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Then each client trains the submodel using lo-
cal data. For the purpose of generalization, we
consider adding the perturbation to the local sub-
model. Return to the objective that we want to

Algorithm 1: SubDisMO

Initialize: Dataset D,, on N clients, mask policy P(-),
global model 6, perturbation upper bound ¢
for round ¢ = 1 to Q do

optimize, for n = 1to N (all workers in parallel) do
) 1 Generate mask mg , = P(64,n)
Hbm Hler_lﬁlfé{f(ea €) = N Z fi(0,€)}, 4) Generate submodel 0, 0 = 04 © Mg p
th= i€[N] # Update local submodel with perturbation:
A for epocht = 1to T do
where f;(0,¢) = maxe, || <é [0+ €), weuse Compute a local training estimate
the first order Taylor expansion to approximate it Gami1=VfnOgni-1:Eni-1) ©Mgn
and gain the perturbed model 6 for epoch t = 1 Ogmit1=0gni1+0 ﬁ
o, n, -
toT" Compute a local training estimate
Ogn,t—1 = Ogni—1 + 5M7 ) Gamt-1 =V fnlgni-1,En1-1) © Mg
||gq,n,t—1 || eq,n,t = gq,n,tfl — MYg,n,t—1
where Jgn,t—1 = vfn(eq,n,t—l,gn,t—l) © de _ 0
qg,n — Ygn,0 — YgnT

Mg, En,e—1 18 a data sample. Here we mask

. d
the gradient as well to prevent extra value on un- en

# Update all parameters of global model:

trained parameters. After getting the perturbed for parametersi = 1 to S do
model which has the highest loss within neigh- Find N[f ={n: mfw =1}
borhood, we implemented the normal gradient if Ci = 0 then
descent algorithm to complete the model update, ‘ qudate 0i g =00

eq,n,t = eq,n,t—l - nlgq,n,t—lv (6) else ) L )
where 7); is the local learning rate and g4 .t —1 = A= [ "ezm Agn
vfn (eq,n,t—la gn,t—l) © Mg n, gn,t—l is a data Update ()’i+1 q: 9t — n A?
sample. So that we complete the local submodel end ! .
update based on the perturbation point 6, ,, ;1 -+ end
€qnt—1- end

After the local training, each client calculate the final local updates A, ,, = 04 .0 — 04,»,7 and upload
it to the server. After the server collects all clients updates, it aggregates them by parameter. For
every parameter i, the server calculate the number of clients that trained ¢ denoted as C;. If C; = 0,

the parameter ¢ has not been trained, the parameter 9}1 is remained. Otherwise, the server calculate
the aggregate updates and update the parameter ¢ with it:

i i 1 i
Ogs1 =04 — 779@ Z TAVINS N
q nEN;"

where 1), is the learning rate in server.

4 THEORETICAL ANALYSIS

In this section, we analyze both the convergence rate and generalization bound of the proposed
SubDisMO and explore the impact of different key factors. First, we adopt the following commonly
used in distributed learning convergence analysis:

Assumption 1 (L-smooth). Every function f,(-) is L-smooth for all n € [N],0,¢ € RY,
[V fa(0) = Vfn(@)]| < LII6 — |- ®)

Assumption 2 (Bounded data heterogeneity level). The effect of data heterogeneity level can be
bounded by o7 for all n. € [N],

IV fn(0g) — Vf(0,)]I” < o2 )

Assumption 3 (Bounded variance of stochastic gradient). The stochastic gradient V f, (0. n.t,én.t),
computed by using mini-batch &, + is an unbiased estimator NV F, (04 ) bounded by O'l2,

Vinlbymtrbnt)  Viallans) |* o o .
_ , O
IV s Oomtend)] TV By )] = (10

Vn € [N], where the expectation is over all local datasets.

E¢,~p,
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And this assumption is tighter than the similar assumption to bound the stochastic gradient variance,
thatis B¢, ,~p, |V fn(0gn.t5&nt) — Vin(0gne)||? < o2 It's obvious that 7 should be less than
72, the norm of difference in unit vectors that can be bounded by the arc length on a unit circle.

Assumption 4 (Bounded noise induced from mask). The deviation of the masked parameters in
client n from the original parameters for every round q is limited by | € [0,1):

10 — 0 © mg.nll*> < 1210, (11)

4.1 CONVERGENCE ANALYSIS OF SUBDISMO

Definition 1 (Minimum covering number). The minimum number of submodels training the corre-
sponding i-th parameter in all rounds is defined as:

C* =minCy,,i € Ky, Vg, (12)

q,?

where Cy ; is the number of the client that train the i-th parameter in the communication round q. For
full model training federated learning framework, i.e., FedAvg, C* = N, that is all clients train every
parameter in every communication round.

Lemma 1 (Bounded £, (Qu et al., 2022)). The variance of local and global gradients with perturba-
tion can be bounded as follows:

Ey = |V 1a(0) = VF(O)|? < 302 +6L67. (13)

Lemma 2 (Bounded &, (Qu et al., 2022)). Suppose our functions satisfies Assumptions 1-2. Then,
the updates for any learning rate satisfying m; < 4T 17T have the drift due to perturbation:
Ee = E[|len,s — €||?] < 2T%L*n}62, (14)

where

an(en,tvfn) € = 5 Vf(e)
IV f (Ot &) VO

Lemma 1 bounded the variance of local and global gradients with perturbation, and it is greater than
the variance of local and global gradients which mainly depends on the data-heterogeneity level.

Gn,t = (S

Lemma 3 (Bounded model deviation). Let all assumptions hold, the deviation of the local submodel
and global model with perturbation can be bounded,

- Z]EHQW” 1= 01> < 4fTL?6%0} + 320 L2T2E, + 3207 T3€,

+APE(0, )17 + 320772 Y E[VF(6y)]1%)-
i€k,
Theorem 1 Let all assumptions hold, suppose that the learning rates satisfy these conditions,

SPLPT? < 1= < g7
BT EL? < f5 = < X~

96L37]f7]qT3— § 5 =1 < z\‘l/ﬁT
3LmingT < 1@ :> Mg < I87L
Then for all Q > 1, we have
16E (0
QZ S BV DOy o1 5% + 3L nom g ZEH@ I”
g

q=1ieky

N NT
(2L2’a + 6L3ngmc—)(2m2TL252af + 1607 L°T?E 4 1607 TE,)

NT
+ 6Lngm—_—-

N
+ (C o )Eg + 3Lngmi 5= L 25267,

C*



Under review as a conference paper at ICLR 2025

The proof of the theorem can be found in the Appendix C.

Corollary 1 Let all assumptions hold, supposing that the step size 1, = %, Ng = % when the

constant C' > 0 exists, and perturbation radius § proportional to the learning rate, e.g., 6 = % ,the

convergence rate can be expressed as follows:
2

lEQ:ZJEHV;”(@>H2<O( A LByyog of L
Qi Y T UNQTe T e e T TQ T JTQe
q=11 q

where Ay = E[f(01)], Bo = é 2?:1 E[f(0,)]-

Remark 1 Corollary 1 indicates that when Q) is sufficiently large, the term O(ﬁ) will dominate

the convergence rate and the convergence increases when we properly choose the learning rate n; and
1g, where C* is the minimum covering rate. Here we omit the higher order terms, details can be found
in Appendix C. When C* = N, that means all the clients train full model in every communication

round, the convergence rate of SubDisMO achieves to O(#), which match the best convergence

VOTN

rate in existing general non-convex FL studies that totally train full model, such as FedAvg (Yang
et al., 2021) and FedSAM (Qu et al., 2022). When § = 0, the last term is vanish and the convergence

rate achieves to O(ﬁ) which is identical to RAM-Fed (Wang et al., 2023). When C* = 1 and

0 = 0, SubDisMO achieves same convergence rate O(ﬁ) as OAP (Zhou et al., 2023b). And these

algorithms can be seen the special cases of our algorithm.

Remark 2 (Impact of different key factors). Here we analyze how key factors impact the convergence
of our proposed algorithm:

e Impact of noise induced from mask l. As the second term in the Corollary 1 shows, we
introduce an extra term that causing the submodel mask strategy, which is proportional to
the noise l. The smaller 1 is, the faster the convergence rate is. And according to existing
model adaptive pruning works (Ma et al., 2021), which focused on mask the insignificant
parameter, it’s definitely that 1 is indeed small. Although clients in our algorhrim are
adaptive generate submodel according to the resource, the assumption is also established.
Otherwise, this term is also controlled by C*.

Impact of data heterogeneity 4. As we described, the data distribution is always heteroge-
neous in real-world setting. Corollary I demonstrates that data heterogeneity is a key factor
in affecting convergence. The larger o, denotes the higher data heterogeneity, which can
slow the convergence rate. When degenerated to iid case s.t. o4 = 0, this term becomes
zero, which is faster than existing convergence rate.

* Impact of trained parameters |K,|. We innovative analyze the convergence rate of our

algorithm that separates the trained model parameters K, and untrained model parameters

S — K4 in communication round q, so we give a rigour bound of the averaged gradient of

the trained parameters. It is intuitive that the larger ICq, the more parameters can be trained,

the more the gradient of the parameters can be bounded, which benefits model convergence.

Remark 3 The additional term (’)(Q%C) comes from the extra local updates due to the perturbation

via Eq. 5. And the local updates drift we’ve analyzed in Lemma 1. However, it can be neglected owing

to its higher order. Thus, we improve the generalization of the model through a little computation but
without slowing down the convergence rate.

4.2 GENERALIZATION BOUNDS OF SUBDISMO

Margin Loss. First, in order to bound the generalization error of SubDisMO, for margin v > 0, we
define the expected margin loss as follows.

N
£ = 5 B 16 @ ms + 6, X)l] <9+ ma (0 © i + 6, X[
i=1
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Here, f;(0 ® m; + €;, X) is the local loss function for client ¢ as defined in (2), (X, y) is a sample
from the local distribution of client . f;(6 ® m; + €;, X)[z] is the output of the last softmax layer of
the training neural network for label z. Let £, (f(6)) be the empirical estimate of the above expected
margin loss on the training dataset with d samples.

Therefore, we aim to give bounds on the difference between the expected risk and the empirical
margin-based error. First, we use the following lemma that gives a margin-based generalization
bound derived from the PAC-Bayesian bound.

Lemma 4 (Bounded margin-based generalization (Neyshabur et al., 2018)). Let f(0) be any predic-
tor with parameter 6, and prior P be any distribution on the parameter 6 that is independent of the
training data. Then, for any 7, (,d > 0, with probability 1 — ( over training set D of size d, for any
0, and any perturbation e s.t. P.maxx | f(0 ©m + €) — f(0)|oo < I] > 3. we have:

(15)

. KL@Om+e| P)+In%
+4 ;
d—1
where K L(- || P) is the KL-divergence.

In order to bound the change in the output of the network when only partial network are trained and
perturbed, referring to Neyshabur et al. (2018), we give the following lemma in terms of the spectral
norm of the layers.

Lemma 5 (Perturbed submodel Bound). Let the norm of input X be bounded by A. For any A,l > 0,
let f(0) be a r-layer neural network with ReLU activations, and j-th layer has h; units. Then for any
0, 0 = vec({0©;}}_,), and any perturbation € = vec({e;}5_,), s.t. |lejlla < £[|0; |2, s; denotes the
remaining rate in layer j, 0 < s; < 1. The change of the network can be bound as follows:

lf@om+e) — f(8)2 < AH(sj H” JHQZ ”6]”2 (16)
j=1

The proof of this lemma can be found in the Appendix D. Then, we use the above two lemmas to
derive the following generalization guarantee.

Theorem 2 (Generalization bounds of SubDisMO). For any A,r,h; > 0, let h = max sjh; be
an upper bound on the unit number in each layer of submodel. Assume for constant M > 1 any

layer 0; satisfies ; < % < M, where B := ([I;_,110;]2 V7. Then for any v, > 0, with
probability 1 — ( over training set D of size d, for any parameter 0, with ¢ ~ N(0,0%1), s.t
, B is an approximation to 3, we have:

-
16 TT5_, (s+2)rAfT=14/h1n(4rh)

4 L (sj+ 1)2r2421n rh)S(0) + r1n Nrdloe M
LUH0) < £,(560) + o<\/ L AL ;VQ ) :

), a7

where S(6) = H;:1H9j||% Z: H9j\|2
The proof of the theorem can be found in the Appendix D.

Remark 4 Theorem 2 gives an asymptotic bound on the generalization risk of SubDisMO for
general neural network. Compared to the traditional PAC-Bayesian bound of the perturbed model
(Neyshabur et al., 2018; Qu et al., 2022; Chatterji et al., 2020), it introduces the remaining rate in
each layer to the bound. When each client trains the full model without the mask, s.t. s; = 1, thus

H;Zl(s] +1) =0+ 1) <easl+a < e forall x, the generalization bound is similar to
the asymptonc bound as shown in (Quetal., 2022). It means that we not only give bounds on the
difference between the empirical error and the expected margin-based error, but also give a tighter
bound compared to the existing work, where each client only trains a submodel. And we also present
how to properly choose the ¢ ~ N(0,02%I) to be the perturbation so that we can guarantee the

generalization of SubDisMO.
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Table 1: Test accuracy (%) and standard deviation on CIFAR-10 & CIFAR-100 datasets under
different data distributions.

ViT-Small/CIFAR-10 ViT/CIFAR-100

Algorithm w=0.5 n=1.0 11D n=0.5 n=1.0 11D
Acc.(Dev.) Acc.(Dev.) Acc.(Dev.) | Acc.(Dev.) Acc.(Dev.) Acc.(Dev.)
Full FedAvg 56.44(5.28)  55.70(2.96)  58.75(1.65) | 31.60(2.50) 30.95(2.90) 32.17(0.95)
FedSAM 56.02(4.80)  57.03(2.62) 59.01(1.58) | 31.73(2.38) 32.11(2.68) 33.36(1.09)
IST.O 36.82(16.67) 38.06(10.27) 45.81(2.03) | 16.35(7.17) 17.15(5.54) 19.99(0.48)
IST.P 33.66(14.35)  37.96(9.08) 45.68(1.47) | 15.67(6.59) 17.59(4.86) 19.98(0.43)
IST.S 30.73(14.36)  33.78(8.72) 41.26(1.52) | 15.70(6.82) 16.91(5.29) 18.02(2.91)
ISTA 39.02(12.13)  41.26(8.48) 47.59(1.49) | 18.17(5.60) 19.02(2.81) 21.57(1.57)
OAP.O 45.53(12.13)  48.29(9.29)  53.69(1.52) | 21.91(6.92) 26.09(6.97) 27.69(1.65)
OAPP 41.55(12.51)  45.99(7.18)  53.70(1.56) | 20.81(6.35) 24.24(4.10) 26.14(1.51)
OAPS 32.12(10.63)  41.55(7.17)  46.15(1.67) | 21.34(2.46) 22.10(3.10) 23.33(1.08)
OAP.A 37.27(9.65)  42.72(7.16)  47.04(1.34) | 21.56(3.70) 23.40(3.68) 26.16(1.57)
Sub. PruneFL.O  44.87(14.90) 48.20(5.16)  53.04(1.56) | 20.36(6.90) 22.35(5.80) 22.09(1.36)
PruneFL.P  44.02(12.64) 49.71(4.25) 52.35(1.33) | 15.75(6.22) 17.89(5.44) 20.43(1.46)
PruneFL.S 37.22(11.56)  47.11(5.32)  43.20(1.50) | 17.19(3.59) 20.17(3.22) 20.89(1.01)
PruneFL.A  39.32(14.60) 41.31(14.59) 52.78(1.23) | 15.30(5.25) 16.54(3.99) 19.96(0.88)
FedRolex.O 40.07(12.40) 44.84(4.75) 45.46(2.08) | 20.69(2.93) 21.73(2.57) 22.34(1.46)
FedRolex.P  41.12(11.87) 45.27(6.16)  49.72(1.51) | 21.12(3.59) 21.74(4.34) 24.43(1.28)
FedRolex.S  35.12(11.67)  40.60(7.08)  45.53(1.46) | 19.24(4.97) 20.78(4.90) 23.42(1.44)
FedRolex.A 37.58(10.42) 43.41(6.38) 47.23(1.33) | 20.28(5.72) 22.66(5.72) 24.91(1.61)
RAM-Fed 43.31(11.49) 50.19(4.16)  53.33(1.42) | 20.42(5.19) 23.25(4.77) 24.52(0.84)
SubDisMO  48.50(8.47)  51.23(4.77) 55.99(1.85) | 23.17(5.60) 25.43(4.56) 28.24(1.27)

5 EXPERIMENTS

In this section, we focus on the generalization and effectiveness of our proposed SubDisMO com-
pared with some federated learning algorithms combined with resource-limited training paradigms.
Moreover, we also explore the effect of two key factors in our algorithm including minimum covering
number C* and the upper bound of the perturbation d. Due to the space limitation, further scalability
analysis and computation analysis are represented in Appendix E.

5.1 EXPERIMENTAL SETUP

Datasets and models. We compare the performance of baselines on two traditional image classi-
fication datasets: CIFAR-10 (Krizhevsky et al., 2009) with ViT-small and CIFAR-100 (Krizhevsky
et al., 2009) with ViT. Both models are based on Transformer architecture, with detailed settings are
shown in Table 4 in Appendix E. To show the effect of model architecutures, we additionally add the
experiments using ResNet18 on CIFAR-10, results are shown in Table 5 in Appendix E. We use two
settings to simulate heterogeneous data distributions among 10 clients. In the IID setting, each client
has the same number of samples from all classes. In the non-1ID setting, data heterogeneity levels
are determined by the Dirichlet distribution Dir(y:) (Hsu et al., 2019), with ;. = 0.5 simulating high
heterogeneity and p = 1.0 representing lower heterogeneity. In order to test the generalization of the
global model, we also split the test dataset according to the same distribution among the 10 clients.

Baselines. We compare our proposed SubDisMO with several combinations of resource-limited
distributed learning paradigms and kinds of aggregation algorithms. We choose IST (Yuan et al., 2022),
PruneFL (Jiang et al., 2022), OAP (Zhou et al., 2023b), and FedRolex (Alam et al., 2022) as the basic
resource-limited distributed paradigms. For the aggregation algorithms, we use FedAvg (McMahan
et al., 2017), FedProx (Li et al., 2020), SCAFFOLD (Karimireddy et al., 2020), and FedAdam (Reddi
et al., 2020), denoted by O, P, S, A for simplicity. We additionally compared with RAM-Fed (Wang
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Figure 2: Training process of different learning paradigms.

et al., 2023), which focuses on solving non-iid data under resource-limited settings. Besides, we use
the FedAvg and FedSAM on full model to show the best performance without model pruning.

Submodel setting. In each communication round, we randomly split the full model into four
submodels 61, 03, 03, 04 without overlap, so that each submodel contains 25% of the parameters.
To address the model heterogeneity, 50% of the clients with low resources arbitrarily train 1/4 of
the parameters, while the remaining 50% of the clients train 1/2 of the parameters. Low-resource
clients randomly choose one submodel to train, whereas the remaining clients choose two parts (e.g.,
01, 62) to form local submodel. Specially, for the IST design, the full model is divided into 10 equal
submodels, with each client training one part. In PruneFL, clients only train the most important
submodel, meaning that only portion of the parameters can be trained.

5.2 PERFORMANCE EVALUATION

The main results of SubDisMO compared to all the baselines are shown in Table 1. We report the
average test accuracy and standard deviation across the clients’ test datsets.

Performance compared with baselines. Overall, our proposed SubDisMO outperforms other
baselines in terms of average accuracy and maintains lower deviation, except for FedAvg and
FedSAM with the full model. Compared to the second-best results, SubDisMO improves accuracy by
1.52%-2.97% on CIFAR-10 and 0.55%-1.26% on CIFAR-100, demonstrating the efficiency of our
proposed method. Notably, our method achieves lower standard deviations while ensuring higher
accuracy, indicating the excellent generalization of our SubDisMO. For example, OAP.A achieves the
lowest deviation on Dir(y = 1.0) for CIFAR-10, its average accuracy is significantly lower than ours.
This means that although OAP.A performs consistently across different clients, its overall performance
is subpar. In contrast, SubDisMO outperforms this baseline by 6.11% with a lower deviation. The
convergence process of different learning paradigms is depicted in Figure 3. Considering the readable,
we only choose the top-2 methods for each resource-limited distributed paradigm.

Impact of non-iid data. With the increment of the data heterogeneity level, that is u becomes
smaller, the average accuracy of all methods decreases. However, our method still outperforms all
baselines. Additionally, the deviation among clients increases with higher w, even for the federated
full model training baselines, indicating that data distribution impacts the generalization of the global
model. Nevertheless, our method decreases slightly than other baselines, confirming its effectiveness
in mitigating the adverse effects of data heterogeneity. This demonstrates that our method not only
maintains higher average accuracy across varying levels of data heterogeneity but also reduces the
variance in performance among clients. Specifically, RAM-Fed, another resource-adaptive learning
paradigm focused on the non-iid data, is outperformed by our method, further showcasing the superior
generalization capabilities of SubDisMO.

Loss landscape visualization. As previously mentioned, arbitrary submodel sharpness negatively
impacts the generalization of the global model. Thus we visualize the the loss landscape of the
global model both in RAM-Fed and our SubDisMO trained on CIFAR-10 under Dir(1=0.5) following
the plotting algorithm in literature (Li et al., 2018). As shown in Figure 3, we can observe that the
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SubDisMO can mitigate sharpness and make the loss landscape flatter, despite each client only trains
a submodel, which indicates that our method improves the generalization significantly.

5.3 IMPACT OF KEY FACTORS

To explore the influence of different factors, we conduct experiments on two key factors of SubDisMO.

Impact of §. In order to investigate the impact
of the perturbation radius ¢ on SubDisMO, we  Table 2: Impact of hyperparameter & on CIFAR-10
fix other settings and choose different value of 6 & CTFAR-100 datasets.

to run the algorithm within the Dir(y = 1.0) dis-

tribution. The convergence results and final test ViT-Small/CIFAR-10 | ViT/CIFAR-100

! Algorithm
results are shown in Table 2. We see that when Acc. Dev. | Acc. Dev.
<0. - i _

6 < 0.1 for CIFAR 10, as ¢ increases, th'e aver 5= 001 1973 584 2555 162
age test accuracy improves and the deviations _

. . . 6 =0.05 50.66 5.76 25.51 4.53
among clients decrease, which shovys the intro- 5 _ 08 5099 5.48 2541 45
duction of § enhances both generality and per- —
formance. For CIFAR-100, when 6 < 0.1, the 0=01 51.23 4.71 ‘ 2543 4.56
average test accuracy and deviation are almost 0 =0.15  50.30 5.31 2459  4.26
no change, and when 6 > 0.1, as § increases, the ~ 6 = 0.2 50.58 6.06 2351  3.83
average test accuracy decreases while deviation 0=03 50.48 6.07 22.85  3.39

gets small. But for CIFAR-10, when § continues

to grow, the performance of SubDisMO declines in both accuracy and generality. This decline is
due to excessive perturbations causing model parameters to deviate from the local minima, which
adversely affects the model.

Impact of C*. We manually set the submodel that each client trains to explore the impact of the
minimum covering rate C*. Considering a heterogeneous resource setting, C* is set to 1, 2, 3, ensuring
all parameters are trained. The results are shown in Figure 4. We observe that when all parameters
are covered, the more frequently the parameters are trained, the higher the accuracy. When C* = 3,
the test accuracy is the best. Additionally, considering the convergence rate, we find that a larger C*
leads to faster convergence, consistent with our theoretical analysis.

6 CONCLUSION

Distributed minimax optimization faces challenges when devices are constrained by limited comput-
ing and communication resources. In this work, we designed a resource-aware algorithm, SubDisMO,
under distributed minimax optimization to address the arbitrary submodel sharpness caused by data
heterogeneity while training perturbed submodels on resource-limited devices. We theoretically
proved that SubDisMO can achieve asymptotically optimal convergence rate O(1/1/QTC*) under
general non-convex distributed assumptions. Furthermore, we analyzed the impact of noise induced
by masking, data heterogeneity, and partially trained parameters on the convergence rate. Otherwise,
we gave a generalization bound of SubDisMO corresponding to the perturbation and parameter
remaining rate in each layer. Extensive experiments confirmed that SubDisMO improves overall
performance while reducing deviation among clients.

10
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APPENDIX

We provide more details about our work and experiments in the appendices:

* Appendix A: the frequently used notations in this work.

* Appendix B: the preliminary lemmas used in the theoretical analysis.

» Appendix C: details proof of the convergence analysis of our proposed SubDisMO.

* Appendix D: details proof of the generalization bound of our proposed SubDisMO.

» Appendix E: the details of experiments settings and supplemental experiment results.

» Appendix F: the details of limitations and broader impacts of this work.

A NOTATIONS

Table 3: Frequently used notations

Notations Descriptions

|1l the vector /5 norm or the matrix spectral norm depending on the argument
S the set of all trained parameters

Kq the trained parameters set in round g

|1Cq ] the number of trained parameters in round ¢

N, ; the set of clients training parameter ¢ in round g

Ci Cy = |N;| the number of clients in N}

Cc* minimum covering number: C* = H;lzn C;, i€ Kq, Vg

Af’] the accumulated updates for parameter ¢ of global model in round ¢
Agn the accumulated local updates from client n on itself submodel in round ¢
Afw the accumulated local updates from client n on parameter ¢ in round ¢
My.n the mask of client n in round ¢

0, the global model in round ¢

93 the parameter ¢ of global model in round ¢

éq the perturbed global model in round ¢

éé the perturbed parameter ¢ of global model in round ¢

€ the perturbation in ¢-th client

1) the radius of perturbation

fn(0,60) the loss function for client n

an(e) EgnNDnvfn(97£n)

n the learning rate of clients

Mg the learning rate of server

L(f(9)) the expected loss

L(f(9)) the empirical loss

vy margin

d local training data samples

P prior distribution

A bound of the norm of input X

r the layer number of neural network

h; the units number of j-th layer

s remaining rate in j-th layer

h = max s b upper bound on the unit number in each layer of submodel

Jé; (H;:1 6]12)*/", geometric mean of the §’s spectral norm across all layers
B appropriation of 3

13
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B PRELIMINARY LEMMAS

In order to analyze the convergence rate of our proposed FedMKD, we firstly state some preliminary
lemmas as follows:

Lemma 6 (Jensen’s inequality). For any convex function h and any variable x1, . . ., x, we have
1 n 1 n
h(— i) < — ).
(nle) < nZh(xl) (18)
=1 =1
Especially, when h(z) = 2, we can get
R e )
I=>al? < =D . (19)
nis i
Lemma 7 For random variable x+,. .., x, we have
Efllzy + -+ @n*] < nE[[lz1]* + - + [lza ). (20)
Lemma 8 For independent random variables x1, . . . , x, whose mean is 0, we have
Elloy+ - + zal*] = Eflza|* + - + [lon]?]. @

Proof of Lemma 1.

IV £a(8) = VO = IV fa(6 + en) = V(O + )]
= [V fa(0 + €n) = Vful0) + Vfu(0) = VF(0) + Vf(0) = V(0 + )|
<3|V a0+ en) = VI (O)” + 3V £ (0) = VO + 3|V F(0) = V(O + )|
< 307 +6L%5,

C CONVERGENCE ANALYSIS

Proof of Theorem 1. Let us start the proof of the global model generated by semi-asynchronous
aggregation strategy from L-Lipschitzian Condition:

E[f(04+1)] = E[f (0g+1)] < £(84) +E[(Vf(0y), 041 — 04)] + %Enéq-ﬂ — 6,7

| —
Uz

To bound Uy:
E[(V f(04), 0q+1 — 04)]
= > E[VF(00), 0541 —0)]+ D E[(VF(0a), 0441 — b,)]

€Ky i€S—Kq

=S gl )01 = 0]+ > E[(Vf(d,),0)]
€Ky i€S—Kq

= Z ~q+1 - 0 >]
i€Ekq

= Z ngAZ N+ Z E[(V ' (0q), €q41 — €q)]
1€y i€

~ 1 i i mm T
< D BUVLBa) ol 2 @amo = Gpmr )N+ 0= SUBIVF @I+ g Z Elleq+1 - qll”

€K, 7 neni iEKq

T
< S EUVF )2 3 Gumo — Bamo — SV FaBana, i) ©maa )N+ LT STRIVE @+

i€k ? nenj t=1 i€EK,
iA Mg
= D E[VFE) -3 Y me a1, Ene—1) ””1 DO EIVF @I+ T62
i€Kq a neEN] t=1 €K 1iMg
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1
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mngl

T
= ST EATS @)~ 2 ST S i Came )]+ T ST BITS G +

ieKq ? nenj t=1 iekq

= SRS G~ 22 S S VA anas) V@) + VF @D + ST RIS G + o e

i€, q neN; t=1 i€y
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< 2nngL2§[2n?TL252al + 1607 L°TE + 160 TEy + 21°E||04]1> + 1677 T > B[V £(0,)]°]
i€Ekq

ngmTN

ngmT ioA N2
+ B ST EIVF @I + L

i€k

&g

Plugging Us, Uy in Uy :
E[(V/(6y), 041 — 6q)]

N o
< 2mgnTL* 520/ TL* %07 + 160/ LT + 167 Ty + 20°El|0,|* + 1607 T Y _ EIIVF(0)]”)
i€EKq
nng oA N2 nganN 1 2
— E [% & 1)
1 2 EIVSOI
1€ g
To bound Us:

L - -
§E|\9q+1 — 0,

L ~ ~ L ~ -
= 5 S Bl — 0P+ Y Elldar — Gl

i€Kq i€S—Kq
L T
=3 Z E[|0g+1 — 04l
i€k,
=L Z E[|6g+1 — aqHQ + L Z Elleg+1 — EqH2
i€K, i€k,
< Lug Y E|Aq|* + L6?
i€k
T . ~
=L Y Ell- 5 S S L Gt Eni I + L6
i€ q nEN'i t=1

< 3L779 Z Ell - == Z an an qnt 1, 1) — vfi(éq,nqtflmﬁ

i€k neN’ t=1
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+3Li; Y E|| - Z Zm[vfn amt-1) = V. (05)]]I*

1€EK, nEN’ t=1
+3Ln, Y E| - Z me OII° + Lo
i€kq n€N7 t=1
<32 Nl 25252 4 6r E CONIP
> Tlg™ C o; + 77g Z H Z an an qnt 1) an( Q)]H
€K nENl t=1

+6Ln, »  E| - Z Zm[an VIO +3Ln; > Ell - Z me OII° + L6°

i€Eq nEN’ t=1 i€q 'n,ENI t=1

NT?
L2520l2 —|—6L7]§m2 o

iq NT ij
+ 20°E||0|* + 1607 T Y _ EIIVF(00)*) + 6 Lngni 5 +3LngniT* Yy E|V ' (6y))* + L

iekq i€kq

NT
< 3L7]§7712?

L*(2niTL*6%07 + 167712L2T28€ + 169 T°E,

Last we have:

N
E[f(0g+1)] = E[f(0q41)] < £(O )+2nngL2—[2n?TL262a%+16n?L2T2&+16n?T25g

+ 2Bl > + 16077 Y EIVS @) D BV @) + g,
1€ q i€EKq
2
+ 3Ln§n3gﬁ§%? + 6Lt ]\(ZT (27;?TL25%? + 160, LPT?E + 160, T?E, + 21°E||6,]°
2 N 2
FI67T? T BV @)I7) + 6o e, + 3L 3 BV @) + Lo o
i€ i€ q
N 1 22 ZN NT 0 2
= f(0a) + ngmT[— + 3LngnT + 160 T*(2L% - + 6L ngm )] D EIIVF (o)l
i€Kq
2 N 3
+ ngmT[21* (2L o oL nqm )]Ell9 I”
s N 3 NT 2.2 27272 2,2
+ngmT (2L c + 6L ngmc—)@m TL*6%07 + 160 L*T?E. + 160 T>E,)
1
T 6L E,+ 3L L262 Lé* + ——05°
+ Mg (C* + 779771 c* ) + 779771 C* + + ngmT
< F@)- "L ST RIS G +
i€q
where a follows because:
N VC*
I2MPT? — 12 < — =g < —————
C* 16 16T Lv N
a2 N 1 2V N
6L, T2 — < — =n, < —~—
e e =16 7 1= e
3L T< ! = < !
U — T —_—.
Mgt =16 = Ms = 4_7L,
Thus we can get the following inequality.
10T S5 S B @I B + g T N ZEH&H rQLty -2 g
g q ngm T
q=1iely
nemTL*Q 1 L?’N
+%( 5207 + & + T3a) T 277quQ( )€ + ngmT Q570 *of
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TUJ 771 Q

Dividing both sides above by we can get
16E[f(01))] 2N 1 1
E R i UAETA E 2L e {
QZZ); IVF@I* <=5 0 5 + 640 (& Z 1602112 + 212 (00t + &+ 7560)
q K q
32N L>N 5207 + 16L 16
C g TC* Tming nanT?

Supposing that the step size 1), = % Mg = %, when the constant C' > 0 exists, and perturbation

amplitude § proportional to the learning rate, e.g., § = % ,the convergence rate can be expressed as
follows:

Ao 1> By ag o} 1 1 1 1
§ § E 9 4 L —
Q a=1ieK A (\/QTC* e te T TQ * TQC* Yo ter” VIQCr N Q)
1 q

where Ag = E[f(01)], Bo = é Z?:l E[f(8,)]-

D GENERALIZATION BOUND

Proof of Lemma 5 Let A; = |f{(0 ©m + ¢, X) — f(0,X) |2. We will prove using induction that
for any ¢ > 0:

el
gll2
The induction base holds clearly since Ay = |X — X|, = 0. For any ¢ > 1, we have the following:
Ay = |(9z‘+1 O Mit1 + €i41) ¢i(fi(9¢ Om;+e€,X)) — 0i+1¢i(fi(9>X))|2
= [(Bit1 © miz1 + €i41) (0 (f(0s © mi + €5, X)) — i (f1(0, X)) + eir10:(f1(0, X)),
< (10i41 © migally + lleisally) [€i(f2(0: © mi + €, X)) — ¢i(£(0, X)), + llesally [ £7(8, X)),

< (10531 © migally + ll€islls) | (6 @ mi + €5, X) = f1(0, X)|, + lleivally | (6, X)),
= A ([10i41 © migally + lleirally) + leisally [£1(0, X)),

where a follows Lipschitz property of the activation function and using ¢(0) = 0. The ¢5 norm of
outputs of layer ¢ is bounded by | X, H;:l ||6;]]2 and by the lemma assumption we have ||€; 11|, <

L [10i41],- Let s; be the remaining rate of j-th layer, [|6; © m;]|, = s; [|;|. Therefore, using the
induction step, we get the following bound:

1 7
Bur £ 8 (siv1 1) [0ssally + el X1, TT 1651,
j=1
+1 i+1

i+1
1 ll;]] ll€ivall
<II(s+3) I e | Zuojng ceetle 1, TT ol
2 j=1

I

T (s« 1) (17 5l
<I(s+ 1) (L0l | 1x0 3 e
TACS 216,11,
Let the norm of input X be bounded by A, A > 0, we can gain

1FOOm~+e) — f(0)], < AH(Sj HH J“2Z |Ieyllz.
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Proof of Theorem 2 Since € ~ N (0,0%1), we get the following bound for the spectral norm of e;:

PN lleill, > 8] < 2he™t/h7",

Taking a union bond over the layers, we get that, with probability > % the spectral norm of the

perturbation €; in each layer is bounded by oy/2h In(47h). Let 8 = (=1 110; [l2)*/", denoting the

geometric mean of the 0’s spectral norm across all layers. Plugging this spectral norm bound into
Lemma 5 we have that with probability at least %,

- Lo el
max |[f(§ ©m + € X) — (0, X)|, < A.Hl(sj DY 3
J]= 1
r 1 B
= A Gs5+ J)B" S el
j=1 i
<erA H(sj + 1 "~loy/2hIn(4rh) <
’I“
j=1

where we choose o = T — to get the last inequality. Hence, the perturba-
16 T15_, (sj+1)rAB"=14/h1n(4hr)
tion e with the above value of o satisfies the assumptions of the Lemma 4.

»P\Q

We now calculate the KL-term in Lemma 4 with the chosen distributions for P and e, for the above
value of .

0> 16T _,(s; + 1)°r 2A23%—2hn(4hr)
KL+ €||P) < % = =2 53 Z 116117

SO(H(SJ'F )2 AP hin( fy )
=0 <ﬁ( ) 2A*r®hin(hr) Hl 1 ”9 Iz 5 3 16: ||2F>

=1 72 — 1163

Hence, for any 3, with probability 1 — ¢ and for all # such that, |3 — | < 13, we have:

L(f(0) < Ly(f(0)) +0O

, S 0;
\jH]._l(str?l,)QAQrthn(hr)Hl 6, ok +1n g )

dvy?

Considering the assumption in Theorem 2, any layer 6; satisfies % < % < M, and approximation

B satisfies ‘ﬁ — B’ < 1. Thus, we use a cover of size O((rlogM)"). For ¢ > 0 with probability
1 — ¢, we have:

~ S 12 r y

H; 1(s5 + %)27"2142 In(rh) H§:1||0j||% Zf:j ‘J”“lg(jJ”HgF +rln dl(ég M
dry? )

(23)

In order to apply the above result in the distributed scenario with N clients, we apply a union bound

to have the bound hold simultaneously for the distribution of each client. For { > 0 with probability
1 — ¢, we have:

L(f(8)) < Ly (F(0)+O(

T T 55110, 2 ralog VI

ITjy (5 + 2)2r242 In(rh) TTj_ 16,113 07, s + rin Mreiesdd
dry? )

(24)

L(f(8)) < L,(£(6)+0(
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E ADDITIONAL EXPERIMENTAL DETAILS

Backbone. We use two ViT (Dosovitskiy et al., 2020) variants with different capabilities, as shown
in Tab.4.

Table 4: Details of used Vision Transformer model.

Model Layer Hiddensize MLPsize Heads  Params FLOPs
ViT-Small 4 64 128 8 0.64MB  2.637M
ViT 12 192 768 8 21.34MB  92.781M

Impact of model architecture. In order to show the effectiveness of proposed method, we addition-
ally conduct experiments using different architecture model ResNet18 on CIFAR-10 with Dirichlet
distribution (p = 1.0). The results are shown in Table 5 and our proposed method is the best.

Table 5: Comparison of methods on different model architectures.

| Methods | ResNet18/CIFAR-10 | ViT-Small/CIFAR-10 | ViT/CIFAR-100

Centralized 81.02 59.19 35.61
Full FedAvg 76.78(2.92) 55.70(2.96) 30.95(2.90)
FedSAM 78.35(2.89) 57.03(2.62) 32.11(2.68)
IST 62.51(5.39) 38.06(10.27) 17.15(5.54)
OAP 64.90(3.54) 48.29(9.29) 26.09(6.97)
Sub PruneFL 64.04(4.06) 48.20(5.16) 22.35(5.80)
" | FedRolex 65.30(3.16) 44.84(4.75) 21.73(2.57)
RAM-Fed 69.15(3.15) 50.19(4.16) 23.25(4.77)
SubDisMO 76.34(3.33) 51.23(4.77) 25.43(4.56)

Impact of mask policy. In our method design, we give the random mask as a mask policy example
and present the theoretical analysis. It shows the superior convergence rate and generalization error
bound of the proposed method in solving the general distributed minimax optimization problem. And
based on SubDisMO, we can change to any submodel construction method to improve the empirical
performance. Different mask policy would lead to different C* so the model convergence rate is
different, even different empirical performance. Here, we compare with rolling mask policy with
different step and the overlap rate. When the new local submodel overlaps 50% from the last one,
the performance is better than no overlap. It’s suggested based on our proposed SubDisMO choose
appropriate mask policy for practical application.

Table 6: Experimental results on different mask policies.

Mask policy CIFAR-10(ux = 1.0) CIFAR-10(IID)
Random 51.23(4.77) 55.99(1.85)
Rolling-no overlap 45.11(5.79) 47.35(1.70)
Rolling-50% overlap 51.57(4.17) 55.48(1.36)

Computational efficiency.Considering that each deep network includes multiple operations and
computations, we commonly use the amount of computation (FLOPS) to analyze the time complexity
and the number of parameters to analyze the space complexity. The results of each process are
shown in Table 7. In comparison to state-of-the-art distributed learning algorithm, FedSAM, where
each client needs to train the full model, our proposed method allows each client to train only a
submodel. This significantly reduces both the computational load and the number of parameters,
thereby improving efficiency in terms of both computation and storage.

Scalability. In order to explore the scalability of our proposed algorithm SubDisMO, we add the
experiment that the number of clients is 10, 100, 1000 on CIFAR-10. And we repartition the data
for each client under Dir(u = 1.0). Considering insufficient number of data and practical large-
scale distributed systems, we use data reply method for clients instead of no repeated division. For
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Table 7: Computation comparison of SubDisMO and FedSAM with full model training.

Method Parameters FLOPs

Ours(25% submodel/Vit-Small) 55.242K 103.809M
Ours(50% submodel/Vit-Small) 88.522K 181.24M

FedSAM with full Vit-Small 155.082K  336.102M
Ours(25% submodel/Vit) 1.599M 3.047G
Ours(50% submodel/Vit) 2.93M 5.99G

FedSAM with full Vit 5.597TM 11.876G

10 clients, each client maintains about 5,000 data samples, for 100 clients, each client maintains
about 3,000 data samples, and for 1,000 clients, each client maintains about 500 data samples. The
results are shown in Table 8. We can find that as the number of clients increasing, the performance
decreases. The main reason is the local amount of data samples is decreased, which further affect the
performance of the local model.

Table 8: Experimental results on scalability studies of SubDisMO.

Method 10-Clients 100-Clients 1000-Clients

RAM-Fed 50.19(4.16) 37.09(8.46)  27.02(9.88)
Ours 51.23(4.77) 47.53(6.41)  32.05(8.97)

To show the effectiveness of our proposed SubDisMO, we give the convergence curve in large-scale
distributed systems, as shown in Figure 5

Rounds

Figure 5: Training process of different number of clients.

F ADDITIONAL DISCUSSION

In this section, we discuss the limitations and broader impacts of the work.

Limitations. Although we provide rigorous theoretical proof and extensive experiments analysis, the
experiments are mainly conducted in computer vision (CV) scenario. We leave the implementation
of other tasks, such as natural language process (NLP) task as a future research exploration.

Broader Impacts. The resource-aware distributed minimax optimization algorithm, SubDisMO,
significantly advances the field of machine learning by enabling efficient training in resource-limited
environments through adaptive submodel pruning. This adaptability ensures scalability to large-
scale models, making advanced machine learning techniques accessible for a broader range of
applications and devices. This advancement can allow organizations and individuals with limited
computational resources to participate in and benefit from cutting-edge Al developments. The
smaller institutions and research groups can engage in large-scale model training without the need for
expensive hardware investments. Overall, our work paves the way for more inclusive and sustainable
Al development, fostering innovation and collaboration across various communities with otherwise
limited computational resources.
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