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Abstract

We look into the application of recommender systems in two-
sided markets. Current recommender systems are consumer-
centric in the sense that their primary objective is to help con-
sumers find relevant items. In other words, they help man-
age a high supply in the marketplace. We propose using rec-
ommender systems to solve the opposite problem: high de-
mand. We show how recommendations can be made to help
items find relevant consumers. Our hypothesis is that these
item-centric recommendations can motivate producers to pro-
duce more, thus increasing supply and balancing out demand.
We perform preliminary experiments to show the tradeoff be-
tween these item-centric and user-centric recommendations
and construct a lever that one can use to decide whether to
help demand or supply depending on the business goals. We
discuss limitations and outline plans for future work.

Introduction
Recommender systems are a popular way to help users keep
up with the enormous quantity of content available online.
They help channel the attention of the customer to a sub-
set of available content to maximize customer satisfaction.
In other words, they help meet the demand of consumers.
While they do indirectly help the creators of content by im-
proving the quality of the visibility of the content, their pri-
mary objective is still consumer-focused.

Consider the case of a CtoC marketplace where anyone
can buy or sell items. To sell an item, one must first ”list”
an item (put it up for sale). This creates a two-sided mar-
ket where listers (the producers) list things for buyers (the
consumers) to buy.

If there are too many buyers but not enough listers, many
buyers will be unable to find what they seek, leading to a
negative experience. In the same way, if there are too many
listers and not enough buyers, many listers will not get their
items sold, leading to a negative experience for them. Main-
taining the balance between the number of buyers and sell-
ers is vital to help the business grow. Depending on many
extraneous factors, the number of buyers and listers varies
over time. For example, during holiday periods, increased
demand for buying items tends to occur. During periods of
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economic downturn, people may want to sell items. Conse-
quently, the goals of the business can change depending on
the balance between the number of buyers and listers.

When there are too many listers on the platform, the best
strategy would be to increase the number of buyers. Recom-
mender systems already serve this need by finding relevant
items for potential buyers, thus improving the buyer experi-
ence and eventually increasing the number of buyers. On the
other hand, when there are too few listers, it is important to
help get listed items sold so as to improve the lister experi-
ence and encourage more listings. However, current recom-
mender systems are only buyer-focused. We would like to
enhance the lister’s experience as the primary goal at times
when the current number of listers is too low, and improving
lister motivation is our top priority.

In this extended abstract, we show how we can use rec-
ommendations to better improve the visibility of items for
listers. We do so by changing the way items are assigned to
users.

Our Proposal

Item-centric Recommendations

We propose a simple reranking method that can be used to
make recommendations more focused on listings. We stan-
dardize the predicted probabilities for each item by the mean
and standard deviation of the probabilities for that item. We
then provide top N recommendations like always to users.

The proposed recommendation strategy prioritizes items
that benefit most from being recommended to a user. For ex-
ample, consider a simple case where we have two users and
two items with relevance scores as in Table 1. The goal is
to give a single recommendation to each user. Before nor-
malizing, the more relevant item gets recommended to both
users, providing maximum benefit to the users. After stan-
dardizing, we see that the originally less relevant item gets
recommended to the user since the user is estimated to re-
ceive the item more favourably than other users. Therefore,
the new ranking is more item-centric because it helps pro-
mote even items with a low baseline relevance.

More generally, let there be Nj users for each item j and
Mi items for each user i, with the originally estimated rele-



Table 1: Toy Example for Top 1 Item-Centric Recommenda-
tions (consisting of sub-tables 2 and 3): As per the originally
estimated relevance scores, Item 1 will be recommended to
both users. After performing item-centric standardization of
scores, Item 2 takes precedence over Item 1 for User 1.

Table 2: Originally predicted relevance scores

Item 1 Item 2
User 1 5 3
User 2 5 1

Table 3: Item-centric standardized relevance scores

Item 1 Item 2
User 1 0 1
User 2 0 -1

vance score for user i and item j being sij ,

µitem
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ϵ is a small positive constant for numerical stability.

Constructing the Lever
In order to be able to decide the extent to which we want the
recommendations to be item-centric, we need first to create
user-centric recommendations. With the same terminology
as before,

µuser
i =

∑
j sij

Mi

σuser
i =

√∑
j(sij − µuser

i )2

Mi
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Note that the rankings from ŝuserij do not differ from that
of sij ; we simply normalize. We next use a parameter λ,
bounded between 0 and 1, to arrive at an intermediate point
between the user-centric and item-centric relevance scores.

ŝij(λ) = (1− λ)ŝuserij + λŝitemij

Based on the priority of the business, we can set the value of
λ to get recommendations that favour either the producers
(high value of λ) or the consumers (low value of λ).

Experiments
We use the Movielens dataset (1 Million)(Harper and Kon-
stan 2015) for our experiments. To avoid the cold-start prob-
lem, we iteratively remove users and items from the dataset

Figure 1: Variants of the NDCG score for only-rated items
in the test set (this method suffers from selection bias)

until we have no users and items with less than 10 ratings
and 10 raters respectively. We end up with 6040 users, 3233
items, and 998,269 user-item pairs with ratings in total. The
ratings range from 1 to 5. We split the data into train and test
datasets randomly with a ratio of 3:1.

We use the SVD algorithm from scikit-surprise(Hug
2020), an open-source Python package for our experiments,
even though any recommendation algorithm that predicts
relevance scores for user-item pairs can be used in its place.

We use the Negative Discounted Cumulative Gain at 20
(NDCG@20)(Järvelin and Kekäläinen 2002) score to assess
the relevance of the top 20 recommendations. We measure
both user-centric NDCG@20, the most commonly used cal-
culation method, and the item-centric NDCG@20, which
averages the NDCG for each item based on the ranking of
the relevance of the users it gets recommended to. When es-
timating the NDCG, we consider two approaches. We first
evaluate the NDCG for all items in the test set irrespective
of whether or not the user rated the item, setting the rat-
ings of unrated items to 0, as is common practice(Hu, Koren,
and Volinsky 2008; He et al. 2017). However, this approach
suffers from popularity bias(Pradel, Usunier, and Gallinari
2012). We therefore also measure the NDCG for just the
rated items of each user to assess the quality of the rankings
from the known data. Since the unrated data are missing not
at random(Schnabel et al. 2016), we expect this approach too
to be biased(Steck 2013), albeit in the opposite direction.

As shown in Figure 1, there is a tradeoff between the user-
centric and item-centric NDCG scores when evaluated on
just the rated items, depending on the value of the lever cho-
sen. The larger the value of the lever, the more item-centric
the ranking, so the more producer-focused the recommenda-
tions will be. We do not see it as such in Figure 2, where we
evaluate the NDCG score on all items, rated and unrated. We
suspect the performance to drop the larger the value of λ be-
cause recommendations become more ”different” from the
recommendations that generated the data we use for evalua-
tion(Castells and Moffat 2022).



Figure 2: Variants of the NDCG score for rated and unrated
items in the test set (suffers from popularity bias)

Related Work
Recommender systems have found widespread adoption in
two-sided marketplaces(Su 2020; Goswami, Hedayati, and
Mohapatra 2014). Most of the current implementations are
consumer-focused in that they are designed to improve the
well-being of the consumers and not the producers. While
producers too indirectly benefit from recommendation sys-
tems on average, not all producers benefit equally; some pro-
ducers may not get as much exposure and would be better off
without recommendation systems. Consequently, attempts
have been made to use fair recommendations(Li et al. 2022)
to better support producers in the two-sided marketplace.
Fair recommendations have been successfully used to cor-
rect biases that crop up in ML systems in general, like racial
bias(Salman et al. 2020), gender bias(Geyik, Ambler, and
Kenthapadi 2019), etc. Biswas et al. (2021) propose FairRec
and FairRecPlus to guarantee a minimum amount of expo-
sure to each producer in the two-sided marketplace.

While fair recommendation algorithms improve the wel-
fare of the producers of two-sided markets better than reg-
ular recommendation algorithms and encourage individual
producers to produce more, their motivating goal differs
from this paper’s since we focus on balancing the demand
and supply of the marketplace as a whole. As such, our
methods and evaluation criteria differ from the literature on
fair recommendations. That being said, ideas from fair rec-
ommendations can be incorporated to shift the focus of rec-
ommender systems towards producers.

Limitations and Future Work
One hurdle faced by research on item-centric recommenda-
tions is that, since it invariably involves promoting less pop-
ular items, it suffers from evaluation by metrics that reward
recommenders that favour items users have observed. Look-
ing into ways to deal with missing feedback, perhaps with
synthetic datasets(Wang et al. 2019; Saito et al. 2020), or
using metrics that consider diversity(Parapar and Radlinski
2021) can help us better evaluate the effectiveness of our

approach. Furthermore, we would also like to measure how
adjusting the lever corresponds to changes in downstream
business KPIs to help guide business decisions.

Ethical Implications
Recommendation systems are one of the primary means
through which users engage with e-commerce marketplaces
(search being another major channel). They have a strong
say in the success or failure of small business that rely on the
e-commerce platform, and so care must be taken to ensure
they are fair to producers as well as to consumers. In this
paper, however, we come across another form of fairness
which is yet to be properly developed; producers vs con-
sumers. Rather than ensuring fairness within producers or
within consumers(Naghiaei, Rahmani, and Deldjoo 2022),
we see that we can use the lever to instead ensure fairness
between producers and consumers is maintained. Exploring
the optimal setting of the lever to ensure fairness is an inter-
esting avenue for future research.

Conclusion
In this extended abstract, we use recommender systems to
help balance demand and supply in two-sided marketplaces.
We do so by constructing a lever that one can use to shift the
nature of the recommendations towards helping producers
or consumers accordingly based on the business objective.
We believe our approach can extend the capabilities of rec-
ommender systems to improve the long-term welfare of all
participants of the two-sided marketplace.
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