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Abstract

Low-rank structure is a common implicit assumption in many modern reinforce-
ment learning (RL) algorithms. For instance, reward-free and goal-conditioned
RL methods often presume that the successor measure admits a low-rank repre-
sentation. In this work, we challenge this assumption by first remarking that the
successor measure itself is not approximately low-rank. Instead, we demonstrate
that a low-rank structure naturally emerges in the shifted successor measure, which
captures the system dynamics after bypassing a few initial transitions. We provide
finite-sample performance guarantees for the entry-wise estimation of a low-rank
approximation of the shifted successor measure from sampled entries. Our analysis
reveals that both the approximation and estimation errors are primarily governed
by a newly introduced quantitity: the spectral recoverability of the corresponding
matrix. To bound this parameter, we derive a new class of functional inequalities
for Markov chains that we call Type II Poincaré inequalities and from which we
can quantify the amount of shift needed for effective low-rank approximation and
estimation. This analysis shows in particular that the required shift depends on
decay of the high-order singular values of the shifted successor measure and is
hence typically small in practice. Additionally, we establish a connection between
the necessary shift and the local mixing properties of the underlying dynamical
system, which provides a natural way of selecting the shift. Finally, we validate our
theoretical findings with experiments, and demonstrate that shifting the successor
measure indeed leads to improved performance in goal-conditioned RL.

1 Introduction

In reinforcement learning (RL), the complexity of environment dynamics requires structural as-
sumptions to achieve statistical efficiency. A widely adopted approach assumes that key quantities
admit low-dimensional feature representations, effectively imposing low-rank structure on matrices
underlying various RL components such as the Q-function (571555 160), transition kernel (25335 59),
graph Laplacian (46;47; 64), and successor representation (15158 [5). Some works even aim to learn
universal low-dimensional representations transferable across tasks, as in Forward-Backward models
(62 163) and goal-conditioned RL (3} 21)). Despite their empirical success and emerging theoretical
analyses, fundamental questions remain:

Why should low-rank structure arise in MDPs, and under what conditions does it yield accurate,
learnable representations?
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To address these questions, we examine how the 1.00
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cess forgets its initial conditions and reveals coherent
global patterns. Our main contributions are:

Figure 1: The discrete Medium PointMaze
environment (see Section [6). Performance
of goal-conditioned RL based on the rank-r
approximation of the k-shifted successor mea-
(a) We introduce the notion of spectral recoverabil- sure. Peak performance occurs at a non-zero
ity (Deﬁnition to quantify the approximation error ~ shift, suggesting that shifting the successor
incurred by low-rank representations. We show that measure can improve policy learning under
standard successor measures lack spectral recover- low-rank constraints.

ability (Proposition [T)), motivating the use of shifted

successor measures which discard initial transitions and emphasize long-term dynamics. We prove
that sufficiently large shifts guarantee spectral recoverability (Section [3)).

(b) We provide finite-sample performance guarantees for the entry-wise estimation of a low-rank
approximation of the shifted successor measure from sampled entries (Thm. [I). Our analysis reveals
that the estimation error is also governed by the spectral recoverability of the shifted successor
measure.

(c) To characterize when spectral recoverability holds, we introduce a novel class of functional in-
equalities for Markov chains, which we call Type II Poincaré inequalities (Thm. 2). These inequalities
allow us to quantify the amount of shift required for effective low-rank approximation and estimation.
Moreover, we relate the required shift to the local mixing properties of the underlying dynamical
system. These properties measure the extent to which the state space admits a decomposition into
subsets within which the local dynamics mix rapidly.

(d) Finally, we validate our theoretical insights through experiments on learning the shifted universal
successor measure in goal-conditioned RL. This representation enables the simultaneous learning of
optimal policies for reaching a variety of goals. A representative result is shown in Figure[I]

2 Related Work

Low-rank approximations in RL. Low-rank models are ubiquitous in reinforcement learning.
These models rely on low-rank approximations of certain matrices: most notably the Laplacian
(465 1475 1425 1645 1355 125) and the successor representation (155 158 [365 1435 1415 1625 163), the latter
often considered a better candidate for low-rank modeling (63). While these models are empirically
effective and supported by intuitive heuristics based on spectral properties (see e.g. (38))), they often
lack rigorous theoretical justification. Our work aims to address this gap by establishing a connection
between low-rank structures and the mixing behavior of the underlying dynamics.

Sample complexity bounds. Numerous studies have established performance guarantees for
estimating low-rank structures in reinforcement learning (RL). Several approaches draw inspiration
from matrix completion techniques and have been applied, for example, to the estimation of the
Q-function (5755551655 160). Our work is closer to the low-rank/linear Markov Decision Process
(MDP) framework explored in (66} 2} 68} 169; 59), where the transition kernel is modeled as a bilinear
factorization of the form P(s,a,s’) = 1¥(s,a)"¢(s"). A special case arises when the factors are
constrained to be non-negative, yielding models such as (soft) state aggregation and block MDPs
(1951565 168} 128). To the best of our knowledge, we are the first to analyze the sample complexity of
estimating successor measures. Importantly, since successor representations are typically full-rank,
imposing a strict low-rank assumption would be inappropriate. Alternative notions of rank have been
proposed in the function approximation setting (30; 1615 18 32); however these depend not only on



the dynamics but also on the choice of the function class. In contrast, our analysis does not rely
on function approximation or any structural assumptions, and allows intrinsic structure to emerge
naturally from the mixing properties of the underlying dynamics.

Mixing phenomena. To bridge matrix estimation and dynamical behavior, we introduce spectral
recoverability, a parameter that quantifies both the SVD truncation error and the difficulty of recov-
ering matrix entries from partial observations. Our approach is inspired by (11), who established
minimax bounds for matrix completion under a bounded nuclear norm. In contrast, we focus on
entrywise estimation, which requires consideration of singular vectors. Spectral recoverability thus
blends classical notions of coherence and nuclear norm, enabling entrywise error analysis via the
leave-one-out technique of (L). On the other hand, it connects to classical mixing measures in Markov
chain theory and can thus be bounded by revisiting classical tools such as functional inequalities
(1'7) and spectral analysis (22). However, unlike traditional approaches that focus on global mixing
times, our focus is on statistical estimation for which local and thereby weaker notions of mixing
may suffice. This geometric intuition shares conceptual similarities with the works of (45 29) on
decomposable Markov chains and of (39) on spectral partitioning of graphs via eigenvectors of the
adjacency matrix, which thus also connect with the block Markov chains mentioned previously.

3 Preliminaries

3.1 MDPs and shifted successor measures

Consider a Markov Decision Process (MDP) with finite state space S and action space A := Uzes As,
where A, denotes the set of actions available in state s. Define the set of state-action pairs as
X = Uses{s} x As, and let n denote its cardinality. We write x = (s,a) to denote a generic
element of X. The dynamics of the MDP are governed by a transition matrix P € R¥*S where
P(s,a,s") represents the probability of transitioning to state s’ when taking action « in state s.
A policy is defined as a stochastic matrix 7 € RS*A, where 7(s,a) denotes the probability of
selecting action a in state s. The policy 7 induces a Markov chain over X with transition matrix
Py, defined as: P;((s,a),(s’,a')) = P(s,a,s")w(s’,a’"). The MDP is completed by specifying
a reward function R : X — R. When the state-action pair (s,a) is visited at time step ¢ > 0, a
reward of R(s,a) is received. Given a discount factor v € (0,1) the performance of a policy 7
is characterized by its Q-function: Q%™ (s,a) = E [ S0V R(sT,al) | (s5,a8) = (s, a)], where
(sT,aT) is the state-action pair visited under 7 at time #, or through its value function V(™) (s) :=
Z(LGAS 71'(5, a)Q(RJ) (Sa a)'

The Q-function can be expressed as a matrix-vector product. To make this explicit, define the successor
measure as M, := (I - vP;)™" € R¥*¥_ Then Q™) (s,a) = Y507 PLR(s,a) = M,R(s,a),
where we use matrix product notation: M R(s,a) := ¥ (s ayex Mx((s,a),(s',a"))R(s’,a’). This
formulation separates the dynamics from the rewards, showing that evaluating a policy for any reward
function reduces to computing M (15} 163). The problem of estimating the successor measure is
referred to as reward-free policy evaluation. For this problem, we would like to obtain guarantees
w.rL. the | - [[co,00 norm defined as | A, ., :=supep:j|_-1 |Af] .- Indeed, suppose that we have

an estimate M, of M, and hence an estimate @(R’”) = M, R of the Q-function. This in turn allows
us to improve the policy by acting greedily with respect to QU™ However, for this procedure
to be reliable, we require entry-wise control over the error in QU™ which can be guaranteed
by bounding the error in My in the | + |oo 00 norm: [QF™ - Q™| = MR- M. R|_ <
H]\’-/[\,r - M, H s0.00 |R| ... As we show later in the paper, obtaining accurate estimates of M, can be

statistically challenging. The objective of this paper is to explain why shifting the successor measure
may address this challenge.

Definition 1 (k-shifted successor measure). Let k& > 0. The k-shifted successor measure is defined as
My = PE(I =~yPr) 7"

The k-shifted successor measure M ;. captures the dynamics of policy 7 starting from time step &
onward. It allows us to quantify the cumulative discounted reward collected under 7 after the first &
steps. For any reward function R, it satisfies: M, ;. R(s,a) = Y50 V' PL*R(s, a).



3.2 Measure-induced norms and SVD

To analyze the accuracy of estimators of the (shifted) successor measure w.r.t. to the | - [ o0,co NOrm
and make the link with mixing phenomena, we will use measure-induced norms and SVD (refer to
Appendixfor a detailed description). Consider a probability measure  on X whose sugpon is 26ﬂ
For f,g € R, define the v-scalar product as (f, g),, := Y ,ex V() f(x)g(x), so that (R, (-,-),) is
a Hilbert space. We define for all f € R, M € R**¥ the v-induced norms as: for any p, q € [1, o],

i/p . M
1 lerwy 3= { Zocx @) Hp<eo 1Mo (uy.000y = _suP e
maXgex | f ()] if p = o0 ' feRX: f20 Hf“ep(u)

For simplicity, we keep the measure implicit and use the notation | f|, = | f|(,) and [M], , =
| M1 461y a1y~ Note that | - ||« does not depend on v. We will be mostly interested in the spectral
norm [ M|, , and the two-infinity norm |M|, . as we always have | - [o,c0 < [ - [2,00- Using
v, we can define the notions of adjoint of a vector f and of a matrix M: f'(x) = v(z)f(z) and

M (z,y) = v(@)M(y.2) - Thig allows us to revise the notion of singular value decomposition by
v(y)

replacing the usual transpose operator with the adjoint.

Definition 2 (v-SVD). The v-SVD of the matrix M € R™™ takes the form M = UV where
¥ = Diag((o;)}-,) is a diagonal matrix made of non-negative values that we always assume to be
in non-increasing order: oy > o > ..., while U, V € R™™ are unitary in the sense U'U = UU" = I
and VIV = VV' = I. The v-SVD can be expressed as M = I, 0;1;¢!, where the left and right

singular vectors (¢/;);, (¢:); form orthonormal bases ([ t; = 1 and 1]/, = 0 for i # j). The entries
of U,V are then U(x,1) = \/r(i)w;(z),V(x,i) = /v(i)p;(x).

Given r > 0, we write [M ], = U,.X,.V;] for the v-SVD truncated to rank r and [M ], = M - [M],..
We finally note that the usual SVD corresponds to the case where v is uniform, up to a normalizing
factor n. In what follows, to simplify, the v-SVD is referred to as the SVD.

3.3 Spectral recoverability

Our goal is to estimate the (shifted) successor measure with entry-wise guarantees by approximating
the corresponding matrix via an estimate of its truncated SVD. Truncated SVD is a well-established
technique for matrix approximation when considering the Frobenius or nuclear norm. By the
Eckart—Young-Mirsky theorem, for a matrix M € R™*", its rank-r truncated SVD [ M ]2r provides the
optimal rank-r approximation with respect to the Frobenius norm, with error |[M ], |5 = Y1, 11 0;
entirely determined by the spectral tail. When estimating the matrix from samples of its entries,
the entry-wise error often depends on the coherence of the top r singular vectors. Coherence
measures how concentrated or spread out the singular vectors are with respect to the standard basis.
High coherence implies that a few entries dominate, making estimation from partial observations
harder, while low coherence suggests that all entries are comparably informative. For detailed
discussions, see, e.g., (8;153;48)). In our setting, we adopt a similar notion of coherence. For the
top r left singular vectors (¢;)}_; of M, we define the coherence as: ¢((v)i-;) = £|Ur|3 o =

MaXze[n] % Z::l %(f)z

When we seek guarantees in entry-wise norms such as || - 2,00 0OF || - [ 00,00, it is not clear whether
the truncated SVD [M ], still yields a meaningful approximation of M. It is also not obvious what
quantity governs the estimation error when attempting to recover [ M ], from sampled entries. To
address these questions, we introduce the concept of spectral (ir)recoverability, which serves as a
suitable quantity for controlling the approximation and estimation errors when the | - 2,00 0r || * [ 00,00
norms are considered.

Definition 3 (Spectral (ir)recoverability). Let M € R™™ and let M = ¥, ini(bj be its SVD. The
spectral irrecoverability of M is £(M) := max,e[,) Xivy 0%bi (2)?. The spectral recoverability is
E(M)~

The spectral irrecoverability of a matrix M can be interpreted as a nuclear norm weighted by the left
singular vectors of M, and it quantifies both the low-rank structure and coherence of the matrix. As

'We discuss extensions where this is not the case in Appendix



stated in the following lemma, proved in Appendix [A] the low-rank approximation error of M in the

|- |2,00 OF | - ||o0,00 NOrm is controlled by &(A1).

Lemma 1. Let M € R™". We have: forany 1 <r <n, |M - [M];]2,0 < \/0r+1§(M).

This lemma serves as an analogue, under the |- | 2,0 norm, of the "key lemma" from (I1) (specifically,
Lemma 3.5), which underpins a universal thresholding SVD procedure in the Frobenius norm setting.

In our context, the lemma implies that
|M —[M], |, < e for the largest rank r such ~ 2]™_ — NMeslsillyye T TE

r=2
that o, > €2/¢(M). This provides a principled ————— oM T ‘EO
r I

criterion for selecting the rank r in a truncated
SVD when targeting an accuracy level € in the
| - | 2,00 norm. Additionally, for the problem of
estimating the matrix from sample entries with
| - |2,00 guarantees, we derive a sample complex-
ity lower bound scaling as £(M), see Appendix
Bl Figure 2: Approximation error as a function of the
We conclude with a few remarks. ¢(M) shift parameter £ and rank r. The theoretical upper
and | M |2, are closely related as || MH%OO Z bound serves as a first-order proxy for the entry-

2 2 wise error. We use the standard | - |20 norm,
o2, < M). When M h . .
maxg 3, 0i(2)” < .015( ) yoen & as‘ which matches (up to a \/n factor) the variant from
rank r, the spectral irrecoverability satisfies: . .
5 ; . Section under the uniform measure v. See
(M) < o1 HU7*||2,oo = ro1c((ti)i=1) which

Section @ for experimental details.
connects £(M) to classical notions of coher-
ence. Finally, as shown in Fig. 2] the low-rank approximation error of the shifted successor measure
improves when the shift & increases (see Section E] for theoretical justifications).

4 Estimation of the Shifted Successor Measure

4.1 Main result

We assume access to a dataset of transitions (s, a, s") collected offline. Let Z, , denote the number of
independent transitions observed from the state-action pair (s, a). Our analysis provides estimation
error bounds conditional on these counts, so we may treat the Z; , as deterministic. Using the
data, we form the empirical estimator P(s,a,s") = Y5 4,5/ Zs,q, and given a policy m we can then
also form P, ((s,a),(s’,a")) = P(s,a,s")w(s’,a’) as the empirical estimator of P,. We can then
build a simple estimator of the k-shifted successor measure M j = PT’f(I - yP;)"! by taking
M, = P*(I-~P;)7".

Our final estimator of M j, is obtained by computing the truncated v-SVD []\/L,k]r of ]\/L,k. We
derive guarantees for this estimator under any probability measure v of the following form. Let p
be a probability measure on S; we define v such that v(s,a) = u(s)w(s,a) for all (s,a). In the
following theorem, o; denotes the i-th singular value of M j, in the »-SVD, and v, ;. denotes the
invariant measure of the Markov chain P,.. We also define for § € (0,1):

s e (5, (1 -7)1)’ J g (), m

max
(s,0),(s",0")eX Zs v (8", a)

| ._01 maX(HMn,kHQ,w ) MTTrkH2oo) dv ‘ dVx iny r @)
estm UT(UT - 0'7"+1) dV‘n’,inv o dv oo o
5approx = U7‘+1§(M7r,k)- 3

Theorem 1. There is a universal constant C' > 0 such that for any k > 0, any probability measure v
onX,any 1 <r<mn, andall 6 € (0,1), we have, if s < 1, with probability at least 1 — 6,

H [Hﬂ,k]r - Mﬂ,kHQ,m < Clestim + 8approx~ 4



In the proof presented in Appendix E], we show that C'gim and Eypprox are upper bounds on
the estimation and approximation errors, respectively: |[[My x]r — [Mrk]r[2,00 < CEesim and

| (M ]

< gapprox .

4.2 Discussion

We discuss the terms involved in the estimation error upper bound below.
p M, o M'F‘ -
(a) The term A == 2 max(| — (';”i; Hl) .s2.0)
step in the proof that aims at going from error bounds in spectral norm to error bounds in | - ||2 o. The
numerator can be controlled via the spectral recoverability of M i, since | My k] 2,00 < 01§(Mr k).
For A to be controlled, we hence need to control the spectral recoverab111ty of M j, to have r such

that o1 /o, is bounded and the gap o,- — 0,11 is significant. In Appendlxl we discuss how to control
o, — 0,41 1n case of bounded spectral irrecoverability.

comes from the so-called leave-one-out analysis, a

dVxr inv

(b) The term B := d(v, Vr iny) = ‘ - ‘ dv

V W.IL Vr iny and Vg iy WoIL v. It captures the discrepancy between v, used to compute the SVD,
and the invariant measure vy i, of the Markov chain under policy 7. The choice of v is under the
control of the practitioner. In practice, it may correspond to the empirical distribution of the dataset
or be chosen arbitrarily, for example, as the uniform distribution, in which case the SVD reduces to
the standard SVD. On the other hand, the invariant distribution v i,y is more naturally aligned with
the dynamics and yields the tightest possible bound. Setting v = v ;,,, €liminates the multiplicative
factor B, resulting in the best-case guarantee. However, estimating v i, €xactly may not necessarily
be feasible. Theoremm accommodates potential mismatch between v and vy iy, showing that it is
sufficient for v to approximate the invariant measure up to a constant factor.

dv
AVr inv

involves the Radon-Nikodym derivative of

2 . . .
(c) The term C' := max (lc7 (1- 7)‘1) comes from extending the concentration results in spectral

norm of P to the shifted successor measure ]\7,”6. The form of this term critically relies on a
comparison of v with the invariant measure, allowing us to exploit contraction properties and avoid
exponential dependence in k or (1 — )™t

log(rn/d) can eventually be traced back to the

v(s,
s, aV(‘S ,a’)
concentration in spectral norm of the empirical estimator P, and is the only term that depends on the

number of observations: if we want £ small this factor shows how large each Z, , should. Because of

"((é, a,)) , the result applies primarily to the case where v exhibits some kind of homogeneity.

(d) The term D := max(q o) (s.ar)er 7o)

the ratio

Corollary 1. Assume that {(My i), 01/0, MaX(s ) (s',a’) v(sa) g d(V, Vr inv) are O(1),

v(s’ a’)
and that o, — ory1 = Q(1). Then a sufficient condition for || ke — [Mﬂ,k]r||2 o = O(e)

with probability at least 1 — 0 is that the number of observations per state-action pair satisfies
. 1 b

M (5.q) Zs,a = @(%)

From the above result, we deduce that under the structural assumptions made on M , the sample
complexity to obtain an estimation error scaling as ¢ in the | - |2 . norm scales as n/e* up to the
logarithmic term. Without structure, this sample complexity would necessarily scale as n?/s%. We
provide a more detailed discussion about these assumptions, including the role of the measure v, the
rank, etc. in Appendix [C]

5 When Low-rank Structure Emerges: Local Mixing Phenomena

There is no reason to expect the transition kernel P (or P;) to exhibit a low-rank structure, and
in view of the following proposition (proved in Appendix [G)), the same observation holds for the
successor measure.

Proposition 1. Let P, € R™™. Forall v € (0,1),k >0, i € [n], 7; <oi(Mgri) < Tj

Consequently | My |2 o > 1\(7 and | My \\Tﬂyp_




However, the situation changes when we consider powers of the transition matrix: for some k > 1,
the matrix P* may become approximately low-rank. Specifically, if the Markov chain is ergodic,
then P* approaches a rank-1 matrix as k nears the mixing time. This observation suggests that the
k-shifted successor measure M ;, may also exhibit low-rank structure for high values of k. However,
the mixing time can be prohibitively long, and applying such a large shift would be impractical. This
raises a natural question: can a low-rank structure emerge at smaller values of k, before the chain
has fully mixed? We address this question by developing theoretical tools to determine from which
value of & the | - ||2,00 norm and the spectral irrecoverability of M ;. become bounded. We relate this
threshold to a concept we refer to as local mixing of the underlying Markov chain.

For notational convenience, throughout this section, we write P (resp. M}) in place of P (resp.
M, ). We also define vy, := mingex v(z) > 0. We observe that | M [2.c0 < [ M| eo.c0||P¥]2,00 =
(1=7)7Y P*||2,00, and hence in what follows we restrict our attention to upper bounding || P¥|
We discuss how to perform a similar analysis for | M |, and £(M},) in Appendix

2,00+

5.1 Local mixing estimates via Poincaré inequalities

To estimate the smallest value of k for which | P¥| 5., becomes bounded, we develop and leverage
functional inequalities inspired by those used to analyze the mixing times of Markov chains (see, e.g.,
(49: 54)). Appendix [G]provides a detailed introduction to these techniques, as well as the proofs of
all the results of this section. We introduce the Dirichlet form Eppi(f, g) = <(I - PP")f, g)u for all
f,g € R™. The next theorem shows that deriving functional inequalities on the Dirichlet form allows
us to control | P¥| g, cc.

Theorem 2. Suppose there exist A\, C > 0 such that P satisfies the type Iﬂ Poincaré inequality

VEER™: A|f[3<Eppi(f, f)+ CAISIT. 5)
Then for all k > 0: || P* ||§ (7= IO EPYLEY el

When v is the invariant measure of P, the Courant-Fischer theorem (Theorem 3.1.2 in (27))) yields
with A = 1 - 02(P)? and C = 1, which in turn leads to a bound on the mixing time that depends
on the singular gap of P. However, as we show below, type II inequalities can also be derived
using higher-order singular values of P. This leads to significantly faster exponential decay rates
for | P¥ |3 . albeit at the cost of a larger limiting constant C. Interestingly, our analysis reveals a
connection between this limiting constant and the coherence of the singular vectors.

Theorem 3. Suppose the underlying measure v is the invariant measure of P. Let P = UXV'T be the
SVD of P, and o1 > ... > 0, > 0 be the corresponding to singular values.
(a) For all r € [n), for all function f € R™, we have

1- 072-+1

—5 U < Eppr (£ ) + (L= 02 ) [T 15 I£17 (©)
(b) For all r € [n], the result ofTheoremholds with A = (1-02,,)/2 and C = 2||UTH§’°O.

As a consequence, if the coherence r~!||U, | %700 of the r first left singular vectors of P is known to be
bounded by C/2 (independent of n), then we can suggest to apply a shift & ~ log(Crvmin )/ log((1 +
02,1)/2) to ensure that | Py |2,o = O(1) and that M, can be estimated efficiently by using a low-rank
approximation. Such a shift & is typically much smaller than the mixing time (when o5 is close to 1
while 0,.,1 remains bounded away from it). Note however that the singular values and the coherence
of the singular vectors of P may be unknown in practice. In such cases, we propose an alternative
method to study the decay rate of | P¥ |5, .

5.2 Decomposable Markov chains

Another strategy to analyze the decay rate of | P* |5, is to study local mixing behavior of the Markov
chain via type II Poincaré inequalities, and combine these inequalities to derive a global type 11
Poincaré inequality. We formalize this idea as follows.

>This terminology is inspired by (34] Chapter 2), where the author distinguishes two variants of Nash’s
argument, the second giving no direct bounds on mixing times (see Theorem 2.3.4).



Definition 4 (Induced Markov chain). Given a Markov chain on [n] with transition matrix P and a
subset S ¢ [n], the induced chain on S is the Markov chain on S with transition matrix Pg given by

. _ [ P(x,y) ify+ux,
vayES'PS(Ivy)“{ P(x,2) + Y05 P(x,2) ify=u.

The induced measure vg is the measure on S given by vg(z) = v(z)/v(S) for all z € S. We also

denote by &, (pptys = Eppr), the Dirichlet form constructed with the scalar product (-, -)Us.

Proposition 2. Let P be Markov chain on [n] with invariant measure v and S c [n]. Suppose
the induced chains (PP")g, (PP")ge both satisfy a type Il Poincaré inequality with respect to the
induced measure: for B € {S, S5},

Vf € RB7 B Hf”?Q(,,B) < SVB,(PP'/')B(.ﬂ f) + )‘BCB HfH?l(yB) ’
Then P satisfies: ¥V f ¢ R", )\HfH?z(V) <& ppi(f, f)+ /\C’HfH?l(V) with A = min(\g, Age) and

_ Cs Cse
€ = max (3%, 53555 )
This result shows how to combine local type II Poincaré inequalities. It can be applied inductively to
consider more complex partitions of the state space, i.e., with more than two subsets. When comparing
to Theorem we note max; v/(S;) ™! plays here a role analogous to the coherence. Proposition [2|is
very general, and we illustrate its application through the following simple example.

The 4-room environment. Consider a Markov chain whose transition graph G can be par-
titioned into 4 rooms or connected subgraphs (G;);e[4], as shown in Fig. G is obtained
by adding an edge between each pair (G;, G;,1). Consider the simple
random walk on G (at each step moves to a neighbor in G uniformly
at random). It is an irreducible reversible Markov chain with transition
matrix P and stationary distribution . The chain induced by P? on
G is also reversible with spectral gap A;. The latter allows us to upper
bound the (local) mixing time of the chain on G; as A\;' log(Vmin) !
Proposition 2| yields an explicit bound on | P*|5 ., which in turn, thanks
to reversibility, leads to a lower bound of the spectral recoverability of
P*. In summary, we can state the following result, proved in Appendix

Theorem 4. For all k > 0, we have:
| P 13,00 < (mingepgg v(Gi)) ™" + (1 - mingepy DY) 7
Furthermore, suppose that min;4) v(G;) > c for some constant ¢ > 0. Then for all ¢ € (0, 1), for all

k> 2max;ea) A7 log (vii,e ' v/2/c), Pk - [Pk]4H2 L Se

The above theorem illustrates how we can decompose a Markov chain into sub-chains so as to
understand the shift needed to estimate the matrix efficiently using a low-rank matrix. Assume for
example that the graphs G; are bounded-degree expanders (26). Then we have \;! = O(1) and v is
uniform up to a ©(1) factor. The required shift, log(n), is much smaller than the mixing time of the
chain on G, scaling as nlog(n). We give further details and examples in Appendix@

Figure 3: The four-room
environment.

6 Numerical Experiments|

We now turn to empirical validation of our theoretical findings. In the previous sections, we analyzed
how shifting affects the estimation of successor measures and the emergence of low-rank structure.
Here, we test the hypothesis that these structural changes translate into tangible differences in learned
behavior. Since accurate successor measures yield uniformly accurate Q-value estimates, we expect
the impact of shifting to be reflected not only in the estimated Q-values, but more importantly, in the
resulting policies. One domain where the practical relevance of successor measures can be directly
examined is goal-conditioned reinforcement learning (GCRL) (3;19; 215 163), where the objective is to
learn policies 74 (als) that reach arbitrary goal states g € S. This setting provides a natural testbed
for our analysis, as the quality of estimated successor measures directly determines the accuracy of
goal-conditioned value estimates and, consequently, the learned policies.

*Code available at https://github.com/stestoKTH/shift-SM


https://github.com/stestoKTH/shift-SM

Following (63) consider the goal-specific reward function Ry(s,a) = P(s’ = g|s,a). Recall that
My = PF(I -~yP;)7, and thus P(I —yP;)™t = 3, w(b])P(I = yPr) ™' = ¥y My <1 (55, b).
As shown in Proposition 1 of (21)), the corresponding state-action value function can be written
as the marginalized successor measure: Qo) (s a) = ¥, M, k=1(8,a,9,b). This implies
that the optimal policy is obtained by acting greedily with respect to ., My r-1(s,a,g,b). Our
experiments follow the setup of (20; 21)), where the critic learns QWF9m) for a goal-marginalized
policy mp(als) = [ m4(als)dpp(g), with pp(g) denoting the empirical distribution of goals in the
dataset D. This setup reflects a common GCRL scenario, where the agent reuses past experience
collected under different goals to improve sample efficiency.

accuracy

relaxed accuracy

0.0 = 0 . v
25 50 75 100 ’ 25 50 % 100 O 25 50 75 o Mo 10° 10*

index 7 rank rank number of trajectories

k-shit —— k=1 —— k=3 -—— k=5 k=9 k=17

Figure 4: (a) Discrete Medium Pointmaze environment. Each state s is colored by
maxg Y.ped Mrp k=1(8,a,9,b), with v = 0.95, goal g marked by a star, and actions follow a uniform
policy mp. Arrows indicate the greedy policy 7(s|g) = argmax,, >, My, x-1(s,a,g,b). (b) Singular
values of shifted successor measures. (c—d) Accuracy (probability of reaching a random goal) and
relaxed accuracy (reaching its 2-neighborhood) as a function of rank and shift for true successor
measures. (e—f) Same as (c—d), but for successor measures learned via TD. (g—h) Accuracy vs.
number of trajectories of length H = 100. Results are averaged over 100 random goals and 5 seeds.

We explore how low-rank approximation (via truncated SVD) and temporal shifting of successor
measures affect the performance of goal-conditioned policies. We perform experiments in the Medium
PointMaze environment with 104 discrete states and 4 actions (see Figure@ (a)). Additional numerical
experiments are provided in Appendix [H} In Figure[d](b), we observe that shifting successor measures
sharpens the spectrum, accelerating singular value decay. To quantify goal-reaching performance, we
report:

(upper row) accuracy, the probability of reaching the exact goal from a random initial state, and
(lower row) relaxed accuracy, the probability of reaching any state within two steps of the goal.

The relaxed accuracy reflects that, in many scenarios, reaching a nearby state is practically sufficient.
For all evaluations, the policy acts greedily with respect to the corresponding successor measure
matrix. Figure[d](c) shows that even when using an oracle successor measure, introducing a temporal
shift improves performance, especially when combined with low-rank approximation. This benefit is
particularly notable when success is defined more flexibly, as shown in Figure ] (d). These results
suggest that shifting enhances the expressiveness of successor measures while compensating for rank
constraints.

To estimate successor measures from data, we apply Temporal Difference (TD)-learning with TD-
errors 1[spip1 = G, Gprkar = 0] + Y Moy o (Stkat1, Qeaks1, 95 0) = Mrp 1 (S¢, a4, 9,b), where (g,b) €
S x A and (8¢, a¢, Strk+1, t+k+1) are sampled from D. As shown in Figure 4| (e-f), larger shifts
degrade performance when successor measures are learned via TD. This aligns with the intuition
that estimating long-horizon dynamics is harder and introduces more error, particularly in low-data
regimes. Finally, we assess how data efficiency depends on the shift parameter by fixing the rank to
7 = 40 and varying the number of samples in Figure ] (g-h). We find that a moderate shift (k = 3)



consistently yields the best performance, suggesting a trade-off: while shifting improves expressivity,
its estimation must remain tractable. This is also illustrated in Fig. [I|in

The choice of rank and shift parameters. As shown in our results, the performance of policies
derived from low-rank approximations improves substantially even for small rank values, consistent
with prior findings (675 57). In practice, we recommend selecting a rank much smaller than the
state-space dimension. Note, however, that the optimal rank often depends on the chosen shift value,
and the two parameters should thus be tuned jointly. Prior work - for instance, HIQL (51)) - already
treats the number of steps to a subgoal as an environment-specific hyperparameter.

7 Limitations and Future Work

Our work leaves open many questions, especially on the algorithmic implications of our theoretical
findings. We highlight below the main limitations of this paper.

Downstream optimization of policies. Our main result provides guarantees for estimating shifted
successor measures under a fixed policy, effectively performing reward-free policy evaluation. How-
ever the effective benefit for downstream policy optimization, once a reward is given, remains unclear
and is not addressed in this paper. In line with prior studies (63;37), our numerical experiments in
Section [6]show that considering policies that are greedy w.r.t. Q-functions estimated under uniform or
exploratory policies can perform well in practice. This motivates our focus on the evaluation problem,
leaving the theoretical and practical understanding of such greedy policies, why and when they work,
as an open direction for future research.

Dependence on a generative model. Theorem|l|makes the strong assumption of access to an i.i.d.
dataset of transitions. This assumption effectively sidesteps the challenges of exploration and the use
of sampled trajectories, which we leave as an important direction for future work.

Extension to continuous settings. Our work is restricted to tabular MDPs for simplicity. However,
most ideas extend naturally to continuous spaces by replacing matrices with linear operators and
measures (65 63). Extending Theoremﬂ]under suitable smoothness assumptions, following (57; 59}
65)), is a promising direction.

Limitations of the experimental results. Shifting removes local information, and for tasks such as
goal reaching, where rewards are sparse and given only at the end, this has little impact on achieving
optimal performance. However, in more general settings, we expect that combining shifted successor
measures with estimates of local transitions could further improve performance. Our numerical
results illustrate the theoretical findings and consider low-rank approximations using SVD. It remains
unclear whether alternative low-rank approximation methods would exhibit different behavior. In
Appendix we discuss potential extensions to non-tabular settings. An open question is how
much of this phenomenon carries over to function approximation settings and how it can be leveraged
effectively there.

8 Conclusion

In this work, we considered the problem of estimating shifted successor measures. Our main result
established an upper bound on the sample complexity for a simple estimator based on SVD truncation.
Unlike previous work, we make no structural assumption on the matrix, showing that structure would
generally emerge naturally from local mixing phenomena. This led us to introduce shifted successor
measures, to better distinguish between small-range transitions, which remain inherently high-rank,
and long-range transitions where mixing phenomena take place and give rise to an approximately
low-rank structure. This was empirically confirmed. Our experiments show that shifted successor
measures are better approximated by their low-rank SVDs than the non-shifted counterpart, and
that the use of shifts can bring performance improvements in (goal-conditioned) RL. These two
main contributions open up many possibilities. From a theoretical perspective, we believe that our
approach could be used to assess the sample complexity of estimating universal representations like
the Forward-Backward model of (62)). On the more practical side, the idea of shifting surely requires
a more complete empirical analysis to better understand its impact across diverse RL settings.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims stated in the abstract and introduction are accurately reflected
in the body of the paper. Our theoretical contributions are formalized and proved in Sections
4 and 5 through a series of theorems and propositions. Furthermore, we support our
claims with numerical experiments presented in Section 6, which illustrate and validate the
theoretical findings.
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* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: This paper is primarily theoretical, and we discuss the assumptions, scope, and
implications of our results as they are introduced. Limitations of our work are summarized
in Section [/| and those of our numerical experiments are addressed in greater detail in
Appendix

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Each of our theoretical results is stated with the full set of assumptions, and
complete proofs are provided in the appendix. We have made every effort to ensure that the
arguments are rigorous and correct to the best of our knowledge.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have made every effort to fully disclose all information necessary to
reproduce the main experimental results. Section [ and Appendix [H] provide detailed
descriptions of the experimental setup, and all code required to run the experiments is
included as supplementary material.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide all code as supplementary material to ensure reproducibility. Full
descriptions of the experimental setup are included in Section[6]and Appendix [H] to the best
of our ability, to allow faithful reproduction of the main results.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https !
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All relevant training and evaluation details are described in Section [6] and
Appendix [H] In addition, we provide the full code as supplementary material, which includes
all configuration files and scripts needed to reproduce the results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: All plots involving stochastic components include standard deviation shading
to indicate variability. We also clearly state in the text the number of random seeds and the
amount of data over which results were averaged.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide detailed information about the computational resources used for
our experiments, including hardware specifications, memory, and runtime, in Appendix [H]to
ensure reproducibility.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: To the best of our knowledge, the research presented in the paper fully conforms
to the NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
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10.

11.

12.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
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13.

14.

15.

Justification:
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

 For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Measure-induced Norms and SVDs, Shifted Successor Measures and
Spectral Recoverability

In this appendix we establish the formalism that is used throughout the paper. We start with general
notation.

Notation Given integers m < n, we write [m,n] =: {m,...,n} and in particular [n] =: {1,...,n}.
We write n A m := min(n,w). Vectors are seen as column vectors, measures are identified with row
vectors. We write 1 for the all-one vector, 1; the the indicator vector at 7. Thus we write ]li]l} for the
matrix with only one non-zero entry at coordinate (7, j), equal to 1. We use the notation < for positive
semi-definite inequalities, abbreviated as p.s.d.. We use the usual Landau notations O(-), O(+), etc.
for asymptotic analysis.

A.1 Measure-induced norms and SVDs

Norms with respect to a measure ~Given a measure 1 on [n], let (f,g),, := Ziepn) #(2) £ (4)g(4).
Note that up to a factor n, the usual inner product is recovered by taking the uniform measure for .
Given p € [1, 00|, we define the P norm

1l = { (Seex (@) 1 @)F)" ifp < oo

maxgex | f ()] ifp=oo

For simplicity we may keep the measure implicit and write only | f|,, = | f[ s (,,)- We employ the
term "norm" although |-, define norms only if y has full support. Generally speaking, a lot of
notions considered in the sequel may not be properly defined if 1 does not have full support. Rather
than always requiring the measure to have full support, we take the convention that the results become
trivial when an object is ill-defined because of the norm. In particular, we define gy, = min; (%)
and consider that . = +oo if ;1 does not have full support.

min

Adjoint operator and SVD When considering rectangular A € R™™ we need to define two
underlying measures p, v on [m] and [n]. If n = m, we always take u = v. The adjoint operator
AT e R™" is the unique operator that satisfies (Af, g}, = (f, ATg>H forall f e R™, g e R™. Ttis
explicitely given by
. v(i)A(i, j
A1(i, gy = A4, ™
1(4)

If n = m and = v is uniform, A" = AT is nothing but the transpose of A. Thus every notion that
could normally be defined with a transpose will be here considered with the adjoint instead.

This applies in particular to the singular value decomposition (SVD). The left singular vectors
(¢i)\™, resp. right singular vectors (¢;)4™ of A € R™" are defined as the eigenvectors of
the self-adjoint matrix AA", resp. A'A, corresponding to singular values oy > ... > opam > 0
which we always assume to be in non-increasing order. In matrix form, the SVD writes A = UX V'
where ¥ = Diag((o;)™\™) while U € R™" V € R™*™ are unitary in the sense U'U = UU" = T
and VIV = VV' = I. This implies that U(z,7) = \/u(i)v;(x),V (x,i) = \/u(i)é;(z) for all
i,x € [n], so the i-th column of U,V does not exactly contain the entries of i-th singular vector.
Given r € [nAm], we write [A],. = U,.X,.V,T for the SVD truncated to rank r and [A]s, = A-[A], =
Usr 85, Ul

Norm of a row vector If f € R™ is seen as a column vector, we define the row vector " by
f1(@) = f(i)p(i). This allows to have (f,g), = f'g. Conversely for a row vector p we define P’

as a column vector by p'(4) := p(i)/u(i). We then define £? (1) norms of row vectors by the fact
that Hf"’”zp(u) = Hf||£pr(ﬂ) where p' is the Holder conjugate of p, defined by % + % = 1. In particular
note that for indicator vectors,

. . 1
1Lill 2,y = V (), |1 ng(#) = m ®)
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Matrix norms Given a matrix A € R™" and p, g € [1, oo], we define the operator norm

1A gagy
”AHzp(M),gq(y) =SUp e
rer™ [ Flen ey
f#0

Since the £*°(1+) norm does not depend on a measure, we will write more simply £°°. As for vectors,
we may also write more simply | A[, , when the underyling measures are clear. The |-|, , norm
will also be called spectral norm. Our definition of row vector norms made to ensure the following
property: if p is a row vector then we can also upper bound |pA[, . < |pl, [Al, - For later use, we
also recall the standard fact that

|All,, = |A7] ©9)

which is a consequence of Holder’s inequality.

q'pt’
In the sequel we will be specifically interested in the following norms, that can be distinguished in
two categories:

1. unitarily invariant norms, including the spectral, nuclear and Frobenius norm, which are
respectively the £°°, ¢!, /2 norms of singular values:

n n 1/2
[Alyp=o1, Al =Y 0 |A|F:tr<ATA>”2=(za?) . a0
7=1 7=1

2. "entrywise" norms:
AR\
. 1,
[ Al 00 =max ), [A(i, )], [ Al =max : . an
o el je%:n] B idn] je%:n] n(7)

Unlike unitarily invariant norms, these depend on singular vectors: for the two-to-infinity we can
make the dependence explicit in the left singular vectors: it is easily checked that

IA]3 o = max 3 oivi(2)” (12)
ze[n] i

2
By duality (9), |\A|ﬁ2 = || AT| ., = maxjer;) SRA" 07k (5)%. Note the inequalities

-1/2
Iy < 1lg.co < Vi 1 (13)

lo.2s "l 75 [l oo o0 }» as well as the submultiplicative inequalities
[ABls 00 < [All o 00 | B [ABg,00 < |All5,0 IBll22 -

for all |-, € {-

|2¢w7

Stochastic matrices and invariant measures We will often use an arbitrary measure, but in the
context of finite Markov chains invariant measures are the most natural choices. On top of giving
a probabilistic meaning and making a link with mixing as argued in Section[5] we will be moslty
interested in invariant measures to obtain contraction properties. Given a stochastic matrix P € R™*™,
it is readily seen from (L)) that | P, ,, = 1. On the other hand

[P].. 0 = 11y, = s Z1 20D
: jelm] ey
hence ||PT||°° ., < 1ifand only if vP < p pointwise. If n = m, this forces x to be an invariant
measure. The Riesz-Thorin interpolation theorem then implies that | P[, , < 1 for all p € [1, c0].
In particular this implies that the spectral norm |P|,, = 01 = 1 (corresponding to the all-one
eigenvector and singular vector) and all singular values are bounded by 1.

A.2  Spectral recoverability: Proof of Lemmall]

Proof of Lemmall] From (12) and the definition of the spectral irrecoverability we immediately see

that )
M= [M150= Y o7iti(x)? < 0ra&(M).

i>r+1
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B Sample Complexity Lower bounds for | - |2 .. Guarantees

In this appendix, we provide a minimax lower bound on the estimation error of (non-shifted) successor
measures under a generative model, i.e., when observing independent transitions of the Markov chain.

Definition 5. Let P a subset of stochastic matrices of size n x m. Given P € P and a vector Z € N"
with non-negative integer entries, consider a family (x,y;)%, € ([n] x [m])? obtained by sampling
Z; transitions under P(i,-) for each i € [n], independently of all other transitions. We write Pp for
the law of (24,y:)7.,. Givenamap f: P - R, anorm || on R, & > 0 and 6 € [0, 1], an estimator
M of f(P) is said to be (e, d)-PAC with for P and the norm || if for all stochastic matrix P € P,
Pp [|M - f(P)|| > €] <.

The following proposition shows the sample complexity of estimating of the successor measure is
essentially the same as that of estimating the transition matrix itself.

Proposition 3. Let P € R™" be a stochastic matrix and v, ¢ € [0,1). Suppose M is a (e, 5)-PAC
estimator of M = (I — yP)™! for the norm |l oo, c0 Then P := %(I ~ M) is a (4¢/v,6)-PAC
estimator of P for the ||, ,, norm.

Proof. Suppose ||]\7 -M ||°° ., <e. First we show M almost satisfies the Bellman equation: using
that M = I + yPM ’

|77 (1 ++PTD.. . - [T -2PYAT- )| .
NI =P [AT-DD)
< (147 [Plos,o0)e
< 2e.
Then using ’yﬁ =I-M"
(P =P = [T -M" =P
= |37 -1-PRDMY
<|M-1-yPM|_ M,
<2147
<A4e. 7
O

By the previous proposition, we are led to derive a lower bound on the sample complexity for
estimating the transition matrix.

Theorem 5. For all integer n large enough, for all k € [1,n], there exists a family P, of Markov
chains on [n] which satisfies:

(i) every P € P, is reversible with uniform invariant measure,
(ii) for all P € Py, we have £(P) <k,

(iii) there exists a universal constant C' > 0 such that for all € > 0, if (Xyen) Ze) <

Ce™?max(n, k?), then there exists no (g,8)-PAC estimator for Py, and the ||, ., norm.

In (68, Theorem 2), the authors consider the problem of estimating a rank r transition matrix from a
trajectory and prove a minimax lower bound on the sample-complexity of order 7n/s2. Our lower
bound attempts to mimick this result by replacing the rank r with the spectral irrecoverability, but
only proves a lower bound of order max(n, x%)e~2. Our class of examples is based on block Markov
chains which allows to express the spectral irrecoverability as that of a smaller chain (Lemma [3]
Intuitively, the sample-complexity of 2 is that of learning the smaller chain, while 7 is the complexity
required to learn the partition into blocks. To get a lower bound of order kne~2, we believe it is
necessary to consider a soft partitioning of states, a.k.a state aggregation or mixed membership model
as in (68). However we do not know how to extend the result of Lemma[3|to that case.
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B.1 Block Markov chains

Our class of examples consist of Block Markov chains similar to those considered in (56).

Definition 6. Consider a Markov chain on [n] with transition matrix P. It is a block Markov chain

with k& blocks if there exists a stochastic matrix @) on [k], a partition of [n] into k subsets V1,...,V;
and a stochastic matrix p € R¥*™ such that
Vo,yen]: Plz,y) =QV(x),V(y)p(V(y)y) (14)

where we write V() for the subset of the partition containing x. Furthermore we require that
p(i,z) > 0 implies = € V;, which implies that (T4) writes matricially as P = Qp. We call @ the
inter-block matrix and p the emission matrix.

Lemma 2. Let P be a block Markov chain with inter-block matrix QQ and emission matrix p. Then
Sor all invariant measure i of Q, pp is invariant for P. Secondly, when these measures are taken as
underlying the notions of adjoint, we have pp’ = I and

P=p'Qp.
Proof. Suppose  is invariant. Then we check that for all y € [n],
>, up(@)P(zy) = > p(@)p(i,x)QV (@), V(y)p(V(y),y)
ze[n] i€[k],xe[n]

> w(@)p(i,2)Q, V(y)p(V(y),y)

i€[k],xze[n]

E[:] u()Q(, V (y))p(V (), y)
i€[k

w(V(y)p(V(y),y) = up(y)-

The second and last line have used that p(i,2) > 0 implies x € V;. This is also crucial for the
statement: computing the adjoint of p we have

. 1)p(e, T
(i) = p(@)p(i, x) v
pp(r)
Thus pp’ = I and P(2,y) = ¥, je(x] Leev, Q5 5)p(j,y) = p'@p(2, y) for all 2,y € [n]. O

Our interest for block Markov chains comes from the following.

Lemma 3. Under the assumptions made in the previous lemma, £(P) = £(Q). In particular
E(P) < Hrgin:
Proof. From the lemma, we can thus compute P = p'Q'p and

PP'=p'QQ'p,  P'P=p'Q'Qp.
In particular this shows that if ¢, resp. 1 is a right, resp. left singular vector of () associated with
singular value o then p’¢ , resp. p'1) is a right, resp. left singular vector of P associated with singular

value o. Note also that P is a rank k matrix so all non-zero singular values are obtained this way.
Thus from Definition 3]

k k
§(P) = max 3, oi(p"i(2))? = max Y 03 (¢:(5))* = £(Q).
ze[n] i Jelk] ;3

B.2 Proof of Theorem 3

Our class of examples for the minimax lower bound are made of block Markov chain as described
in the previous section. We consider in fact two different classes: for the first one we fix the block
partition and the emission probabilities, and make vary the inter-block matrix, while for the second we
fix the block partition and the inter-block matrix, and make vary the possible emission probabilities.
We build these using a similar process as for the lower bound for reward-free RL of (31).
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Lemma 4. Consider an integer n > 0 and A,, == {b € {-1,0,1}" : ¥, b; = 0}. If n is sufficiently
large there exists a subset B,, ¢ A,, such that

(i) |Bn| = ™40,
(ii) forallb+ V' € B,

-1
b-v, > n5h,

Proof. If n is odd, we simply set the last entry of all b to 0 (hence the n — 1 in (ii)). Therefore we
suppose now n is even and write n = 2m. We construct the set B at random. Let by € A,, such that
bo(i) = 1if i € [m] and bo(i) = -1 if i € [m + 1,2m]. All the vectors of .A,, can be obtained by
permuting the entries of by. Consequently consider the set

B ={S;by,i€c[N]}

where (o f\il are independent permutations chosen uniformly at random and S;(k,1) = Loy (k) 18
the permutation matrix of ¢;. By union bound and symmetry for all ¢ > 0

P[3b+0b € B, |[b-b'|, 2] < N(N - 1)P[|Sbo - bo|, > t]
where S is the matrix of a uniform permutation. Observe

m 2m
|Sbo — bol, =2 Zl Logym+2 Y, Lo(m

i=m+1
2m
=23 A o)
i=1

where A; j = Licyn jsm+Lism,j<m- Since this matrix has its entries in [0, 1], we can apply Chatterjee’s
concentration inequality for uniform permutations (10, Prop. 1.1) to X = 37i; A;,(;) to obtain

—t2
Pl X -2m|>t] <2 .
(-2l > ) s 20

We deduce that with probability at least 1 — 2N (N — 1)e™"/, all pairs b # b’ € B satisfy ||b— b, >

m = n/2. Thus by taking N < ¢”/*0 this remains larger than 1 — e-®("™) so for m large enough the
set BB satisfies the requirements with positive probability.

We now construct our two classes as follows. Consider integers k, m > 1 large enough, n := km
and the partition [n] = U, [(i = 1)m + 1,im] =t U%_, V;. For the first class, let Q be any reversible
Markov chain on [k] with uniform invariant measure. Then given ¢ € (0,1/3) and a family of
vectors B = (b;)¥, € BX taken from the previously constructed set, define for all i € [k],y € [n] the
emission probabilities:

1+ 3eb;(y mod m)

pp(i,y) = (15)

m
Having e < 1/3 and b; € {-1,0,1}* makes the entries of p non-negative, and the fact that 3" b; (j) =
0 implies that 3., pp(7,y) = 1, so pp defines a stochastic matrix. Then let Py be the block markov
chain with block partition Ui-“:l V;, inter-block matrix () and emission matrix pp. We construct the
first class ’P,Sl) = (PB) pe sk as the collection of such matrices for all emission probabilities.

For the second class, let py be the uniform emission matrix, defined by po(i,y) = 1/mLyey,. We
then want to use the set By, to construct a family of inter-block matrices () g, however we require the
chains to be reversible. A simple way to produce reversible is by considering a random walk on a
network: given a non-directed graph G on n vertices equipped with non-negative weights ¢ = (c¢(e)).
Do)
p(x) o< ¥, c(x,y) proportional to the sum of weights. Thus we will use the set By, to define weights.

Given a family of vectors B = (b;)¥_; € BY define
ep(i,7) =1+ 3eb; (§). (16)

Since e < 1/3, the weights are non-negative and we can define a stochastic matrix Q) g with transition
probabilities proportional to the cp. It is automatically reversible, with invariant measure at ¢ being

defines a reversible Markov chain with invariant measure

on its edges, setting P(x,y) :=
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proportional to 3 e[z ¢ B(1,7) = k, so the uniform measure is invariant. Let Pg be the block markov
chain with block partition Ule V;, inter-block matrix () g and emission matrix py. We construct the
second class 7;]52) = (Pp )BGB;: as the collection of such matrices for all inter-block matrices. Finally

let Py, = P u P,

Lemma 5. For some constant C > 0, for k,m large enough we have

* if (Zuefn] Za) < Ce=2n, there exists no (¢,1/2)-PAC estimator for the class 79,51) and the
”Hoo,oo norm.

* if (Xye[n] Za) < Ce™k?, there exists no (&,1/2)-PAC estimator for the class P}gz) and the

norm.

[ P

Proof of Theorem[5] Given k > 1, let k := | x| and define the family Py, as described above. Every
chain of P € P is a block Markov chain with inter-block matrix () which is reversible with uniform
invariant measure, hence Lemma [2| shows that P’ = P is also reversible with uniform invariant
measure. Then Lemma [3| shows £(P) = £(Q) < k < k. This proves the class P satisfies the
requirements (i) and (ii). Finally LemmaE] shows (iii). ]

The proof of Lemma [5]is based on Fano’s inequality, as stated in (31, Lemma D.10).

Proposition 4 (Fano’s inequality). Let Py, ..., Py; be M probability measures on a space S). For
any estimator j on §)

1 R infp, L+ M KL(P;,Py) +log2
72Pj|:j¢j]21— Poszfl ( J 0) g
M = log M

where the infimum is on all probability measures on €.

Proof of Lemmal[5] We start with P,gl). Consider Pg, Py € 73151). If Pp + Pp there exists x € [n]
such that Pg(x,-) # Pp/(x,-). Then by construction

HPB_PB’||OO7OQZ Z |PB(Iay)_PB'(I7y)|
yeln]
3e

ye[m]
3 3
= f [bv (@) = by, 2 g(l -1/n)

by the second condition of Lemmad] For n large enough this is strictly larger than e. Thus an
(g,0)-PAC estimator of Py, for the ||-| ., norm yields an (g, §)-PAC estimator of B. Given a stochastic
matrix P on [n], let us write Pp for the law of the process generated when sampling independent Z;
transitions at every state 4. Thus by Fano’s inequality (Proposition [

1
1 . [BE] L BeBE, KL(Ppg,Pp,) +log2
— Pp, |B+B|>1-—=
|B£Cn BEZB:bn i [ ] log |B’{C?L

for any stochastic matrix Fy. The process generated by P is a product of independent multinomial
Multinom(Z;, P(i,-)), thus we can compute

KL(Pp,Pg) = x,yze%n] Z,P(x,y)log ( gg z; ) :
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We take for P, the block Markov chain with partition (V;);, inter-block matrix @ and uniform
emission probability po(¢,y) = 1/m1,ey,. Then exploiting the block structure we have

> ZxPB(%y)log(PB(W)

KL(PPB ) IPPO)

z,y€e[n] PO(J:’ y)
_ - oo [PV (¥),9)
- 3 2@V VsV s (2]

DY ZIQB(V(x),z')pB(i,y)10g(173<w).

ze[n] ie[k],yeV; po(’i, y)
Now for every i € [k], by (T3)

> pB(i,y)log(M) = > ﬁrfi(j)log(l+3ebi)

yevi po(%,y) je[m]
9¢%b;(j)?
< Z (35[)1.(!]')4_5(:7))
jelm] m
<9e2,

The second line uses the inequality log(1 + u) < u, the last line is the consequence of having
¥, bi(j) = 0and b;(5)* € {0,1}. Summing over i we get

KL(Pp,,Pp,) <9* Y. Z,
e[n]
so all in all we deduce

; 9¢? Z,) +log?2
S Y ey [B2B]>1- e (Loefn) Z2) + 108

B1.| pegs, log [ By|

>1/2

i (X pepn) Zo) < BB 21082 gy Lemmalog |BE | > k1 /40 = /40 therefore if (3 epn) Za) >
n/40-2log 2

sz there exists no (&, 1/2)-PAC estimator of P,gl). This proves the first statement.

The second statement is proved similarly: as above an (e, §)-PAC estimator of 73122) necessarily yields

an (g, 9)-PAC estimator of B ¢ B,lj. Applying Fano’s inequality with P the matrix with all entries
equal to 1/n, we are now led to compute

KL(Fp, Bp) = Y Z:Qn(V(2), V() log

z,y€[n]

> Y ZaQp(i,5)log (kQp(i.]))

i,jelk] z€Vi

(nQB(V(x), V(y)))

22 Zm%wlog(lwabi(j))

i,5€[k] xzeV;

after which the proof follows the same arguments. O
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C Discussion and proof of Theorem 1]

In this appendix we discuss limitations and possible extensions of our main result, Theorem [I] state a
few key intermediate results used in the proof, and proceed to the proof.

C.1 Discussion

Control of the singular gap We suggested that Theorem I|requires in practice a large gap A, :=
oy — 0r4+1. From the obvious upper bound A,. < o, the best we can hope for is having A, > co,
with a constant ¢ < 1. The following lemma shows that with bounded spectral irrecoverability we can
always achieve A, > co? up to a small look-ahead in the singular values.

Lemma 6. Let A € R™™™. Then for all v there exists v’ > r such that

S (1 _(@-1/e)o,
3¢(A)

)O’r/ and o > G_QJT.

Proof. First we bound YI"; 0; < £(A). Consider now r € [n] and an arbitrary integer [ > 1. If
Orriv1 2 (1= 1/1)opy; forall i € [0, — 1] then

r+l 1
;Uz' >(r-1)o, + oy ;(1 ~1/1) 20 (r-1+1[1-(1-1/)"])

>o(r-1+1(1-¢1))
where we used the bound (1 —1/1)"*! < e717/! < ¢71. We thus get a contradiction if the right hand
side is larger than £(A), which occurs if [ > 1_11/6 (% -r+ 1). Thus by taking [ = [1_21/6 5((;1)]
there must exist ¢ < [ — 1 such that 0,141 < (1 — 1/1)o;. From its expression we can bound

"

l< %, while by taking the smallest possible ¢ we also have
orsi > (1=1/D0o, > e 20,
noting that [ > 2 and using the inequality log(1 - u) > —u/2 for u < 1/2. O

Extension to non-recurrent Markov chains Our result requires v to have full support and to have
its density w.r.t. an invariant measure vy i, bounded from above and below. This apparently rules
out absorbing chains, and more generally chains with transient states where invariant measures do not
have full support. We argue however that our result could also be applied in that case by decomposing
the chain adequately. We can decompose the state space X' = U;-; R; U U;-1 T; into irreducible
recurrent classes R; and irreducible transient classes 7; (for all z,y € 7; there exists a path of positive
probability entirely contained in 7;, but the chain eventually leaves 7;) (see (7). Our result could
then be applied immediately on each R; by taking the corresponding invariant measure, but it could
also be applied to 7; as well. Indeed, an inspection of the proof reveals the only reason we require
the invariant measure is to have contraction properties for P, in 7 (vy iny ), which holds if P; is
substochastic and v is excessive, in the sense v P, > v pointwise. On a recurrent class an excessive
measure coincides with an invariant measure but on a transient class 7; an excessive measure is a
quasi-stationary measure (14), which describes the asymptotic behaviour of the chain conditioned to
never leave 7;. It can be obtained concretely as follows: restricting P, to a transient class 7; gives a
substochastic matrix with non-negative entries, so we can still apply the Perron-Frobenius theorem.
The first left eigenvector is the quasi-stationary measure we are looking for.

Dependence in v and v ;,, We have already explained after Theoremm why we consider two
measures: v is known by the practicioner and used to compute the SVD, while the invariant measure
Vr inv 18 more adapted to the analysis. Our proof makes use of a very rough comparison of the norms
to relate the two and there is potentially room for improvement.

Dependence in the policy 7 The very core of our proof relies on a concentration inequality for
P ¢ R¥*S (Theorem , which is independent of a policy. This is the key argument to obtain an
off-policy result, which could also be used to make the result of Theorem[I|hold simultaneously over
a set of policies (assuming for instance bounded density w.r.t. a reference policy). We are limited
however by the invariance properties required for the measures, so we have preferred to state the
result for a fixed policy only.

33



Dependence in (1 -+)™'  Supposing that k < (1 —+)~!, our estimation error (2) has a dependence
in (1 —~)~2 — which means that the sample complexity of our algorithm for estimating the (shifted)
successor measure with e-accuracy scales as (1 —y)~%. This is probably sub-optimal, as learning
an e-optimal policies (in reward-specific RL) should have a sample complexity in (1 — )™ ().
Further note that if one attempted to apply our result for the family of policies considered in a
policy improvement scheme, we would typically require an additional factor (1 — )~ in the sample
complexity. From these observations, we conjecture that the sample complexity of estimating the
(shifted) successor measure should scale as (1 — )2

Dependence on the uniformity of the measure Our result also features a ratio
MAX (5 q),(s',a’)eX % over all pairs (s,a), (s’,a’). This forbids a highly heterogeneous
measure but we believe this could be an artifact of the proof. For the most part of our argument, in
particular for the concentration in spectral norm (Theorem 7)), we are led to consider a ratio only over
neighbouring pairs, i.e. such that P(s,a,s") > 0, which can be much smaller. The consideration of
a ratio over all pairs come from a rough comparison between the 2 — co and spectral norms in the
leave-one-out analysis.

Bound for the non-shifted successor measure Finally we note that Theorem [I] can be used to
derive a bound on the estimation error of M in |||, ., norm:

H [Mﬂ',k]r - M/’T“oo’oo < C'gestim + gapprox + 21{’7 (17)

This is based on (40, Lemma 24.6). Let X denote the chain with transition matrix P, and let
T ~ G(1 -+) be a geometric variable independent of X taking values in {0,1,...}. Note that
M,=(1-79)E [Pg] and M, . = (1-~)E [Pg”“]. Then writing |z — v|| 1, for the total variation
distance between two measures (i, v, it is simple to notice that

11 =~y) My p - (1 _V)MWHoo,oo - 2%3/@( Py [ X7 =] =Py [ X7k =] ”TV
S2|P[T=-]-P[T+k="]|py
<2ky(1-7)

by (40, Lemma 24.6).

C.2 Main steps of the proof of Theorem |

The strategy to prove Theorem [I|consists in the following steps: we first prove concentration bounds

for the simple estimator ]\/Zﬂ,k in spectral norm and strengthen them to 2 — co norm. We have summed
up the main steps in the diagram of Figure[5]

Thm.8, App. E App. F1 Thm.7, App. F.2 Thm.6, App. D

Concentration

inequality | Control of |Deterministic] Control of  |peterministic] Control of Control of
—p N A~
Stein's contraction "mean-value"| M Leave- M
method properties inequality Tk one-out mk
N -~ b} analysis‘.v\ )
Spectral norm || - || i)y i)

Entrywise norm
b < || p2 oo
Technical concentration ” H[ vt

inequalities, App. F3
Figure 5: Main steps of the proof of Theorem

We focus on the latter part of the proof first, i.e., obtaining bounds in entrywise norms from bounds
in spectral norms. We state a general result for the estimation of a matrix, based on the so-called
leave-one-out analyis (I). The proof is given in Appendix [D}

Theorem 6 (Leave-one-out analysis). Let v a probability measure on [n] with full support, M, Me
R™™ be positive semi-definite self-adjoint matrices w.r.t. v and E := M — M. Write M = UAU",
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M =UAV for the eigendecompositions of M and M respectively. Let r € [n], H, = I/]\:UT and
Ay =M (M) = \py1 (M), with the convention that Ay+1(M) := 0. Suppose there exist A, e > 0 such
that |EUy || 2,y 20y < A€ [ EM |2,y 0 <€ [ M| g2,y 0 and

Ae |Ur||e2(u),e°°)

B Hy - U)o < (||(7THT R

Then there exists a universal constant C > 0 such that if e < A,.[4A

CA HMsz(u),ew €

0~ 5 "
and
CA|M\| HAM”z?(u),E"o €
||[]’\4\‘|7‘ - [M]THéz(y),éw s |>\7'| A'f‘ . (]9)

The previous result requires several controls on the error matrix F in spectral norm. The bound
required on | E|y2(,,) 42(,,) Will be the consequence of the following, which is an analogue of Theorem
[I] for spectral norm. Note that the underlying measure is here required to be invariant (we explain
how go back to an arbitrary measure v in the proof of Theorem|[T).

Theorem 7 (Concentration in spectral norm). Let P € RY*S be the transition matrix of a finite
MDP. Let y be a probability measure on S, 7 a policy and v(s,a) = pu(s)w (s, a), which defines a
probability measure on the set X of state-action pairs. Let k > 0, v € (0,1) and write

8max(k, (1-+)"1) -

Ck?:'y = 1 —

For all policy T, for all t > 0 if v is invariant for Py then

o —t2 min(s’a)N(S,’a,) %
P(I2es = Mrtlny 2y 2 1] < dmexp 8Cior (1 +2C;.,)

Recall that n denotes the cardinality of X. The minimum is here over pairs (s,a),(s',a') € X such
that P(s,a,s’) > 0.

The proof of Theorem [7]can be split in three main steps: we will first prove a concentration inequality
for P using Stein’s method of exchangeable pairs (see Theorem E in Appendix . We will then

extend this concentration result to P, and ]\77r7 & using deterministic arguments in Appendix [F|, where
we will also establish a set of technical concentration inequalities, gathered in the following lemma.

Given [ € [n], let
PO =P+1,P(,-)-1,P(,-), (20)

where 1; denotes the column vector with coordinates all equal to O except for the [-th, equal to
1, and P(l,-) is the [-th row of P. PO s the matrix obtained by replacing the estimation of the
[-th row by the true value of the matrix P, so that PO -E [P | (ngaﬁs/)(s’a)#,sl]. We also write

M\T(rl}e = P\,Sl)(l - ’yﬁg))_l.
Lemma 7 (Leave-one-out concentration). Let P € RY*® be the transition matrix of a finite MDP,

A € RS*P, 1 be a policy and v, p be probability measures on X, [p] respectively. Suppose v is
invariant for Py.. For some universal constants C1, Cy the following holds. Let k > 0, v € [0,1) and

_ Cymax(k, (1-9)7")
_ - ,

Chrpy
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Foralll € [n], and t > 0 we have

P| |94 - T, 4

22(p) 21 ’ (Y97a,s’)(5’a)¢l’s,:|

-t27
<(k+2)(p+1)exp — o | 21
C ~ HAHEZ(p),Z“’

P[0 A= My g Al o) g 2 ]

_tQZmin
<n(k+2)(p+1)exp ——2 | (22)
Ci o 1ALz ) 0
P| |3 -1 A >t
o w20
: Ziv(j)
27 —MINGj N0
S(k:+2)(p+1)exp( 5 12 )+Cgkpnexp (;2 (@) , (23)
CkWV(l) HAHp(p),ew Ey
—t2 min;.; Ziv(7)
P [HMTJL — My, > t] < dnexp ORI . (24)
: 2(),02(v) 8Ch (t+2Ck | P o)

C.3 Proof of Theorem[I]

We now apply the results of the previous subsection to the estimator of the shifted successor measure.
Fix a policy 7, v € (0,1), k > 0 and M, ;, = PX(I - yP;)™!. Recall the estimator My =
PF(I-~P,)~". Since the arguments require self-adjoint matrices let

M := (M(;r,k Mg'k ), M = (M\?r,k Mg’k) (25)
and write E := M- M. Let (0:)14, (G:)}, be the singular values of M j and ]\’Imk arranged in non-
increasing order, and M = UXUT, M =USU" be the eigendecompositions of M, M, corresponding
to eigenvalues (\;)?7, (;\\1)1231 arranged in non-increasing order of absolute values. These are related
as Ag;_1 = 04, Ag; = —0o; for all i € [n]. We need thus to truncate the eigendecomposition of M and
M to rank 2r, however for notational simplicity, we write 7 in subscripts instead of 2r except for
|A2,-|, but this is o,. by what precedes.

Proof of Theorem([l] In this proof we write a < b if there exists a universal constant C' > 0 such that
a < Cb. Set

k,(1- -1 T,inv 9,
€= max(k, (1-7)"") max Y iny (5, 0) log(krn/d) (26)
1- Y (s,a) Zs’,a’yﬂ,inv(3,7 a,)
(s',a")ex

Our goal is to apply Theorem@with M. We thus need to control £l p2),02(0) 1 EM |42,y 4 and
ﬁ Note however these

HE(UTHT -U,) ”22(1/) 4> Which we will bound using Theoremand Lemma

only provide bounds in spectral norm with respect to v iny, While we need a control with respect to
v. We address this issue with a rough comparison of norms: for all f € R, we have

2 dv 2 2 dVﬂ',inv 2
10 < || By VB <[22 15120
which in turn implies the comparisons of matrix norms
dv dl/‘n',inv
[Blez vy, 20 < \’ T ‘ |l 1Ble, e m) 27
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and

dVﬂ',inv

dv
dv

dl/ﬂ,inv 0o

1Bl - </ | 1Bl = 29)

[Ble2uy,6 (29)

”BHEz(Vw,inv)vém s H

dVﬂ,inv

for all matrix B. Write A := \/ ‘ o

concentration inequalities in spectral norms with 1eSpect t0 Vz iny. Note the maximum over all pairs
(s, a) in the definition of £ (Z6) upper bounds the maximum over neighouring pairs in Theorem I
Thus if the values Z , are suffciently large to make & < 1 the theorem and (27) show that

. Thus up to a factor A, we can use the

duw Jinv || oo ’

1Bl 20, i) 2 mime) € 1 El2y,20) S A2 (30)
with probability at least 1 — .
Similarly Equation 22]of Lemma [7]shows that with probability at least 1 — § we have
IEM| g2y 000 S 1M ]2 0 €-

Finally we claim that with probability at least 1 — §

Ae
||e2(y) VA S (”U H, U, “p(y),goo + E ”UTH£2(V),£°°)- (€29
From Theorem [6]and a union bound this will be sufficient to get that
< Aoy [M] g2,y 4= €

JT(UT _JT+1)

|EU, H, -U,)

|| []’\Iﬂ',k)]’f' - [M‘ﬂ'vk]"' Héz(y),oo

with probability 1 — 4. Theorem follows from observing that M|y, e =

max (||M kg2 g HMJT,C Py ), that v iy in the definition of ¢ (26)) can be replaced by v

at the cost of an additional factor A, and using Lemma [] for the approximation error.

Proof of the claim We now prove the claim. Given [ > 1, recall the definition of P() in (20) and
let MO, [7,@, etc. be the matrices obtained as their general counterparts M, U,, etc. but using P®
instead of P. First we use triangle inequality to bound

||E(UTHT - UT)H[Z(V),@» = Il?[%f]( ”E(lv')(UrHr - Ur)”p(l,)

MU.H. - TODHO
SIIE[?I)](”E(L )(UTHT U’r Hr )||g2(y)

NP 7 ) _
max [ B COHD =0 -

The first term is bounded as

|EC)OH, ~TPHD) i,y <[0T E| 4,

0 H =T 1y 20

< Vﬂ,iHV(l)71/2 HEH62(u,r,i,,v),e2(u,r,im)

< |G, - TOHO

T

Ez(’/)»EQ(Vﬂ,in\')

S Vrine(1) e |U.H, - TP HD (32)

) ,£2 (v inv)

with probability at least 1 — §, where in the second inequality we used (8).

On the other hand since (Uﬁl)H ﬁl) - U,) is independent of Y; . Equation 21| of Lemmaproves that
conditional on (Y 4 s) (s,a)+1,s» With probability at least 1 - ¢

|EQOPHD U g,y <e|TPHD U ) 4o - (33)
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The latter norm is bounded as

[T HD = Ul e < 1TOHD = OnHel o g + N0 Hr = Ul g

(]))7£°°
< V;r,liiizmin ”Uﬁl)H?gl) - ﬁT.HT.”e?(V)v[?(Vﬂ',inv)
+|U-H, - UT||Z2(V)7EOQ . (34)

We are thus left with bounding

H’Ujgl)Hﬁl) - UTHTHW(V),Z?(VWJDV) - ||’U\'1Sl)[77(l)+Ur - ﬁrUl-Ursz(l’)»lz(l’minv)
< ||Ur(l)Uv7£l)T - UTU:|‘€2(V),€2(Vw,inv) HUTHfz(V),fz(V)

_ ”UT(z)ﬁr(m _ ﬁrUIngz
1/2
|75

From the Davis-Kahan inequality (Prop. [7)

()02 (Vr inv)
dVTr,inv

dv

TOT 0.0 o, 24,

2|37 - 3707

)2 (v)

owoOT_g,Uf <
” Héz(l/),fz(u) a\,”gl) _3£?1
dv

.

oo

2| (M - IOHYT"

dVx inv

£2(v) 2 (Vr inv)

- O

By Weyl’s inequality (38) for all i € [n] we have ‘3(” - ai‘ < HM\(Z) -

%

M|, ().¢2(y Which is

below Ae up to a constant factor with probability at least 1 — § by (24) of Lemma Hence

@ -5 ) <2A7Tif Ae < A,/2, and so we can bound

AT - FT0) 7
A,

Now comes the point where we use that the maximum in the definition of € involves all pairs z, z’' € X
it has the consequence that

HUy)HT(l) - ﬁTHTHEQ(V),Ez(VW,mv) s E0) B iny) .

Vﬂ',inv(w) + Vrinv (LL") Zl”ﬂ’,inv,min
max >1.
z,x'eX ZxVTr,inv(I,) Vﬂ',inv(l)
Therefore these term compensate each other when taking ¢ = 51/71/ i2nv min 1N Equation of Lemma
[7]which thus implies
v viO N 0) 1/2 73 (1
[T =T ) 20, 1y S rimvomnin 10520,

with probability at least 1 — §. Then using Lemma [§ we bound
1T 2.0 < 2NOHD g,

<2|TDH® - Url,. + 2 Ur g2y 0 -

(),

Combining the previous these inequalities we get

v o [TOHO 0,1, g A

T,inv,min (V)7‘€2(V1r,inv) ~ A

(ITPHD = U oy g+ 10|20 0= )

(35)
and plugging this in (34) yields

= Ae ()= —~
HUTQ)HT(Z) B Uf’”zz(y)A,ZM S E (”Ufgl)Hr(l) B Ur”e?(u),w * HU””W(V),KW) + ”UTHT - UTHﬁ(y),ew ’
(36)

38



so if Ae/A, is sufficently small regrouping the two identical terms yields

—~ -~ A
||U7(I)H7(l) - UT'HEQ poo S ||UTH7' - UT”ez(V)loo + KE HUV’H[?(V),Z‘” ' (37)

),
Plugging this back in (35) we get that
_ =~ —~ Ae =~ Ae  A%?
Ve min [0 HO = OB 2y 20 ) S Ki |U-Hy = Ul 2y 0 * (AE " A;) Ul 0
Ae (1~
S (1T H, = Ul 1 e + 1020 )

All'in all combining (32) and 33) | E(T, H, - U,)] ,,
equation + ex (37), so we obtain

().t is upper bounded by ¢ times the latter

Ae?
< =
b=~ A

— Ae
+e (HUTHT - UT”ez(u),Ew + E HUrHe2(u),£°°)

HE(UTH»,‘ - UT)”@? (”UTHT - U’I"||€2(y)7ét>o + HU”‘H[-’(V),Z"")

—~ Ae
N (L P s LA P

using that Ae < A,./2, which proves the claim.
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D Entry-wise guarantees: leave-one-out analysis

In this appendix we prove Theorem[6] The argument is based on the leave-one-out analysis introduced
by Abbe & al (1)), but our proofs are more aligned with the monograph (13). Overall, Theorem [6]is
obtained after a few modifications in the proof of (13, Theorem 4.4). In all this section, we consider
v to be a probability measure on [n] which for simplicity will be omitted from notation. The norms
|-| with no subscript at all refer to the spectral norm |-, ,.

D.1 Entry-wise guarantees for SVD estimation: proof of Theorem [6]

The theorem will be the consequence of the two following propositions. We use the same setup and
notations as for Theorem@ We recall that H,. = U: U,.

Proposition 5. Provided | EU,|| < A,[2, we have
||EM|2,00( 4|EU,«|) 4| My o | EU| ( 11 )
1+ +

ﬁTH7’ - UT < A,
” ”2,00 |)\T|2 [Ar] |Ar] Ael A
2| E@, H, -U,)|, ..
Ar ]

The following proposition shows how the control of the eigenspace via U.H, - U, implies a control
on the matrix []Tf]r itself for the two-to-infinity norm.

Proposition 6. Provided |EU,.| < A,./8,

5 ~ _ _
|71, = M1, o < 5 N[O Hy = U, o+ 41 o0 | BU (287 + 1),

Proof of Theorem[8] Use Proposition [5]and the assumptions to bound |EU, | < |E| < Ae and

= eMly o 44e\ 4AIM|y e f 1 1

0o« S (1 50) = ()
2 (15 Ae |Ur |5, o0
+|A,,_|(|UTHT_UT||27°°+AT )

If e < A,./4 then 2¢ < |\,| /2 so we can rearrange terms to obtain
2| Mly o (- 44c) 8AIM|ype (1 1
200 S iz |\1F t—
’ |>\r| |)‘T| |/\r|
44 |Ur | 3 o0
Ar A

|\U.H, - U,

Then use the crude bound | U, [, o, < X\ U A, o, = A |M], .- Keeping only the dominant
term in the right-hand side and plugging this bound in Proposition[6] yields the results. O

D.2 Technical lemmas

We now prove Propositions [5|and[6] We start by gathering three basic results that will be used in the
proofs. The first one is Weyl’s inequality, which states that for all matrices M, M € R™", for all

i€[n],
INi(M) = N (D)| < ||M - M| (38)

Then we recall the classical Davis-Kahan inequalities. We refer to Corollary 2.8 of (13)) for a proof.
Proposition 7 (Davis-Kahan inequality). For all r € [n], if H]/\/[\ - M| < A/2 then

Ul iR . 2| - MU,
01,0, - 10,07 - v.07] < LD,
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Finally we will need one more lemma. Given a matrix A with singular value decomposition
A=UXVT, define sgn(A) :== UV".

Lemma 8 ((13, Lemma 4.15)). Forallr > 1,

2
2| E]
A?

|H, —sgn(H,)| < (39)

Furthermore if |E| < A, /2, then
|2 < 2. (40)

We can now move to the proof of Propositions[5|and[6] The following lemma is taken from Lemma
4.16 of (13) and is an intermediate step towards Proposition [5] The only difference is that we do not
assume M to be of rank 7, but this has no consequence on the proof.

Lemma 9. (/3)/Lemma 4.16] Provided |E| < A, /2,

2| MU H, - Ur)||2)oo . 4 ||HUTHZOO |EU, |
|)‘T| ‘)‘7"|2

[0 7, - 570,47, <

and
2|M(UH -0, 4|MU, |EU |EU,.,

+ +
IAr] I\ A

|01, - U], , < @1)

D.3  Proof of Propositions[5|and [6]

Proof of Proposition[5] The proposition is a simple continuation of Lemma[J] The first term of @I}
is bounded using triangle inequality

T, 1, -V, . < [M T, - V), + | -0,
<[ Mly o |(OrHy = U + | EO Hy - U, -
Since U,T U,. = I, one can notice that
|01, = 0| = 0,070, - U
= ||([7TUTT - UTUI)UTH
<G00} -v.Ul|.
Using the Davis-Kahan inequality (Prop. [7) we can thus bound

2| Ml o0 | EU|

|M(T.H, - U, < A

BT H,-U)], - “2)

Similarly the second term of (#I)) is bounded as

”HUT'”Q’DO < HMUT'HQ,OO + ”EUT”ZOO
<[ Mg, 0 + [EU 5,00 - (43)

Finally we bound | EU, |, , < A |EUA 5 o < A |EM], ., so combining @T)) with @2)
and {3) yields the result. O

Proof of Proposition[6] Using the SVD decompositions of M and M,

[mr - [M], = UTKTA: - UTA,«U:
=U, (A, - HAH)) U]+ U-HAH U] - U AU (44)
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Bounding U, (KT - H, A HY) U': Using MU, = U, A, and UM = AU/
H,AH =U'UAH' =U'MU,.H =U'(M + E)U,.H,
=A.H.H +U EU,.H!
and thus U, (A, - H, A H}) U} =U,A, (I - H.H))U; + U,U} EU, H/U,. Then note
0.1, =107,
<[[81), - (M), + 1M, o,

and in particular

[Tl 0 =108 oo <35 (IO = (M 1M )
Thus we can bound
|0 (B = HAHT) T o, < (OWR o [1 = HRB + |, |OFEU, DY
< (3T, - 2L, + 101, ) (11 - B 2]+ 50 |EU )
By the Davis-Kahan inequality (Prop. [7)

4|EU, |
AZ
Then if | E|| < A,./2, Weyl’s inequality implies X, > A, — | E| > \./2 and we can bound

|- 8,1 = |10, <

10, (R, - #,,20) 07, . <2(10T), - [0, .+ 1) IBUL (A0 +37).
If furthermore | EU,. | < A, /8 we can make the factor in front of || [M], - [M], H2 ., smaller than
1/2 so by rearranging terms from {@4) we get
|(31], - [M], ], <4IMly o |EU (A +X1) + 2|0 HAH U - U AU, o (45)

Bounding U, H, A, HU! - U,A,U: One checks easily that
U.H.AH U -UNU' = (U.H.-U,)\, U +U A\, (U, H,~U,) +(U, H,~U,)A (U, H,.-U,)".
The first of these terms can be bounded as

|0t - UAULL, < 10 = Uil I [0S < 00 - 0

the second as
|UA(T-H, - U,.)T||2700 <ULy o |O-Hy = U

_2IM, . |BU|
< A,

using the same bound as for (@2). Finally the third term combines the two bounds:

|(T.H, - U)A(UH, - U, .. < U, H, - UT||2,°° |AN | TH, - U

2 Ml [EUANT-Hy = U,
< A,

Ml [T Hy = U,

<

]

if |EU,|| < A,/8. All in all, this gives

I W s 2| M, o, | BV, |
|\U-H, A HIU} - UAUS |, < 7l |U.H, - U, |, + — A (46)

’ ’ r
Combining the two bounds ([@3) and (#6)) together yields the result. O
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E Concentration in spectral norm for stochastic matrices

The goal of this appendix and the next is to prove Theorem [7] and Lemma [/} Instead of using
off-the-shelf inequalities like Bernstein’s inequality, we establish the concentration inequalities that
we need using Stein’s method of exchangeable pairs and more precisely the arguments of Chatterjee
(10). We thus establish a general concentration inequality for the empirical estimator of a stochastic
matrix in Theorem[8] which to the best of our knowledge is new. This appendix also gives a brief
account of the method of exchangeable pairs for concentration and its extension to matrix inequalities
developed in (52; 44).

E.1 Main concentration inequality

Theorem 8. Ler P € R™™ be a stochastic matrix and i, v two probability measures on [m], [n]
respectively. Suppose that for each i € [n] we have drawn Z; independent samples from P(i,-)
and for all j € [m], let Y;; count the number of samples with value j. Let P(i,j) = Yii/Z; be the
empirical estimator of P. For allt > (
2 . Zipn(g
~t*minge; e
8(t+2[P7] o)

P[“ﬁ_P||Z2(p),52(D) > t] <(n+3m)exp

where the minimum is over all pairs (i,7) € [n] x [m] such that P(i, ) > 0, and the adjoint P is
w.rt. pand v.

E.2 The method of exchangeable pairs

The method of exchangeable pairs consists eventually in establishing a differential inequality on the
moment generating function (m.g.f.) that can be integrated to be combined with Chernoff’s bound. In
the matrix case, the argument can be extended to Hermitian matrices (and to more general matrices
thanks to a classical dilation trick) using the matrix m.g.f.: letting tr := n~! tr denote the normalized
trace, the matrix m.g.f. of a Hermitian random matrix Z € C™*" is

Mz(0):=Etr[e"”], 6eR 47)
We use a lower-case to denote the log of the m.g.f.:
mz(0) :=log Mz (6).

We have the following m.g.f. bounds:

Proposition 8. (52)/Prop. B.2] Let Z € C™"™ be a Hermitian random matrix. Let Ayax(Z), Amin(Z)
denote repectively the maximal and minimal eigenvalue of Z. For all t € R,

P Amax(Z7) 2 t] < ninfexp (-0t +mz(0)) @9
P[Amin(2) < t] < ninf exp (-0t +mz(0)). @

Suppose now Z = ¢(X) where X is a random variable taking values in a Banach space and ¢ is
a map with Hermitian matrix values. We may write simply E [¢] for E [¢(X)]. An exchangeable

pair is simply a pair of random variables (X, X) such that (X, X) @ (X, X) in distribution. The
technique requires next to find a map K = K (X, X) such that

1. K(X,X)=-K(X,X),
2. E[K(X,X)| X]=0¢(X)-E[¢].

where we write E [¢] = E [¢(X)] to simplify notation. Combining the two properties we obtain that
for any function i with matrix values

E[n(X)(o(X) -E[4])] = %E[(h(X) - (X)) K (X, X)].
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Applied to h(X) = e?(¢(X)=El]) this implies that
Er [69(¢(X)*]E[¢])(¢(X) -E [¢])] - Efr [(69(¢(X)*E[¢]) _ 60(¢()?)*E[¢]))K(X7X)] )

One can then notice that E tr [¢(X)69¢(X)] = M(;)(X) (). On the other hand, the right hand side can

be further bounded using mean value inequality, which is straightforward in the scalar case while in
the matrix case one arrives at the following.

Lemma 10. (52)/Lemma B.4] For all 0 € R we have
1, .. — _
Mgy 17 (0)] < 5 0] imE Bt [(sVis (X) + 57 Vie (X)) ] (50)

where
V(X) = SE[(6(X) - ()| X], Vie(X) = ;E[K(X, X)?| X].

The goal is then to obtain positive semi-definite (p.s.d) inequalities on Vy, typically of the form
Vo(X) =4I + B¢(X). Here we write A > B if A - B is p.s.d.. This would result in a differential
inequality on My x)_g[4](¢) that can be integrated to obtain a bound on the log m.g.f.

_ 9
2(1 - /36)

which in turn translates to a Bernstein-like inequality for ¢(X) by taking 6 := t/(y+/3t) in Proposition
&

Theorem A. (52)/Thm. 3.1] Suppose there exist constants 7y, 3 > 0, s > 0 such that

Vo(X) <7 (VI +B(X)), V(X)) <s(y]+B6(X)) as.
Then for all t > 0

mZ(H) <

P [Anax (¢(X)) 2 1] < exp ( 2(%&) )

42
P D (6(X)) 2 1] < exp(;).

The previous arguments require the random matrix ¢(X ) to be Hermitian. The more general case can
easily be dealt with thanks to a Hermitian dilation trick, namely by considering the random matrix

(o *57)

E.3 Exchangeable pairs for independent multinomial variables

We now show how the method of exchangeable pairs can be applied to prove concentration for
functionals of multinomial variables, which is the setting that appears in the case of transitions
observed independently. Let P € R™™ be a stochastic matrix, Z = (Z;);e[,] @ deterministic
sequence of integers, N := 3/ Z; and Y = (V5.)c[] @ random matrix of independent multinomial
variables with Y;. ~ Multinom(Z;, P(i,-)) for each i. We write P(i, j) = Yi;/Z; for the empirical
estimator of the matrix P. All norms || considered in this section are spectral norms with respect to
underlying probability measures y, v on [m], [n].

The first step is to devise a nice exchangeable pair. A very natural one is as follows: let I € [n], J, K €
[m] be three random indices such that J, K are independent conditional on I and with law given by

Zi
N
Yii =~
P[J=j]| I:i,Y]:? =P(i,j), P[K=k|I=iY]=P(ik).

2

P[I=i|Y]=
(51)

ThenletY := Y + 1,5 —1;,. To see why (Y, f/) forms an exchangeable pair, interpret Y;; as follows:
consider NV balls of n different colors are distributed in m urns independently, such that for each ¢,
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there are Z; balls of color ¢, which fall in urn j with probability P;;. Then the number of balls of
color 7 in urn j has the law of Y3, and Yj; is realized by choosing one ball uniformly at random and
putting it in a new urn. It is thus immediate that (Y,Y") forms an exchangeable pair.

Given a function ¢ : R™ ™ — R™*™’ et Aijp(Y) = p(Y + 1,5) — ¢(Y"). Note that if ¢ is an affine
function, A;;¢(Y") does not in fact depend in Y, so we may write only A;;¢.

Proposition 9. Let ¢ : R™™ — R™ "™ be an affine function with matrix values.
(i) Forallt >0,
_¢2
2N (EI,J |A7¢1? +Er i HA1K¢H2)
the expectations Er_j,E; rc being with respect to I, J, K as defined in (51).

(ii) Furthermore, if almost surely ¢(Y") is self-adjoint and A;;¢(Y') = 0 for all i, j, then for all
t>0

Plo(Y) -E[o(Y)]] 2 t] < (n'+m') exp

’ _t2
Pl ~EloM)ll 2] <n exp(zmaxi,j a0l (2 [E 6D )

Proof. In order to apply Theorem[A] we suppose first ¢ to have self-adjoint values and will extend the
first inequality to more general functions by a dilation trick. Note furthermore that we can suppose
without loss of generality that the constant term of the function iz zero. Combined with the affine
assumption, this implies that ¢ is linear and can be expressed as

oY) = DY (i) A0
0.
with A;;¢ = A;;¢(Y") being independent of Y. Averaging over Y shows
E[6(Y)] = ¥ ZP(i,5)Ass.
Y

Then from the distributions of I, J, K (51) we deduce

E[Ao] Y]= o), E[Amo] Y]= LE[G()], 652

From these, we claim that K(Y,Y) := N(¢(Y) - ¢(Y)) satisfies E[ K(Y,Y) | Y] = ¢(Y) -
E[4(Y)]. Indeed the definition of Y implies

P(Y) = (V)= Aryp(Y = 115) — Argd(Y —11)
=Ar5¢0-Argd (53)

so averaging over I, J, K and using (52)) yields the claim.

In view of applying Theorem we are only left with upper bounding with V(YY)
IE[(6(Y)-¢(Y)?) | Y] and Vi (Y) = SE[K(Y,Y)?| Y], but by what precedes Vi (V)
N2V4(Y). Using and the p.s.d-convexity of the matrix square (ie.. ((1 —t)A + tB)?
(1 -t)A? + tB? for all self-adjoint matrices A, B and € [0,1])

IA

Vo(¥) = 1E[ 180~ Arxol? | Y]
<E[[Ao) +[Ane]*| V]
=Ers |Anol* +Erx |Arsg)’
Applying Theorem@with vy=N (]EI,J HAU(;SHQ +E; k HAuqﬁHQ), B =0and s = N gives thus the

first inequality.
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If we assume furthermore all the A;; are psd, the positivity implies we can bound
(Ai;8)% < Ay Ayj < max |ARp] Ay

for all ¢, j. Consequently,
V¢(Y) < H;;alX ”Akl¢” E [A1J¢ + AIK¢ | Y]

=N! max |Ako] (p(Y) +E[¢])
=N! max |Ak| (6(Y) -E[¢] +2E [¢])
by (32). Thus applying Theorem [A]again with s = N but this time v = 2maxy, ; [ Ap6| E [¢] and

B = maxy; | Aki¢| yields the second inequality.

Finally the first inequality extends to the non self-adjoint case by considering the self-adjoint
o 0 Y . .
dilation (V) = (v *), simply noticing that [(Y) - E[¢:(Y)]] = [6(Y) - E[6(Y)]]|
2 2
and |Ai; (V)" = [As o (V)" O

E.4 Concentration of the empirical estimator

We now apply the previous results in order to prove Theorem 8] Note that as a function of Y,
=~ 1
AyP= Z]li]l; (54)
if P(7,7) > 0 and 0 otherwise.

The proof will require controlling the adjoint P*, which leads us to first prove concentration of the
functional vP(j) — vP(j), for each j € [n].
Lemma 11. Forall j € [m], t >0,

P[|vP(j) - vP(j)| > t] < 2exp M (55)
B 2(t+2vP(j))
where i ~ j denotes the fact that P(i,5) > 0.
As a consequence
—t2 min-:-Nj Zn“(])
S , 5~ )
PP oo - 1P |2 ] < 2mesp IS (56)

Proof. Fix j € [m] and let $(Y') := vP(j). This is a scalar function, linear with respect to Y, with
0< Azkd)(Y) = %ﬂ-k:j < max

Thus we can apply the second inequality of Proposition[9]to obtain the first inequality.

The second inequality is a consequence of the first: note that by (TT)) ||1’D\Jf||°<> o = MaXje[m] ”5%)
and so by union bound
PlIP],.. - 1Pl | 27] - P[m[m] [vP() - P ()| 2 ()
—t2 min,..; Zin(g)*
< 2m max exp - V(l).
je[m] 2(tu(d) +2vP(j5))
2 Zip(j)
<o —t“ min;.; V’Zi)J
< 2mexp
20+ 2] P ,00)
O
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Moving to the concentration of P, the inequality of Point |(i)| in Proposition E] does not yield an
optimal result due to the additional factor V. To resort to the second inequality, we need to consider
a p.s.d. matrix. The idea is that for any square self-adjoint stochastic matrix @, I — Q is p.s.d.. Thus
Q =TI -(I-Q) can always be expressed as a difference of two p.s.d matrices, which motivates us to
also express our self-adjoint random matrix as the difference of two psd matrices.

Lemma 12. Let yi be a measure on [n], Q € R™" such that Q" = Q with respect to i, and f € R".
IfQL=0and Q(i,7) <0 foralli+ j, then

QLN =~ 5 u()QGJ) (f(0) - F(G))

2 i,j€[n]
In particular Q > 0.

Proof. Let f € R™. Then
(Qf, f) Zu( )Q(4,5) f() f(4)

- zqu(z,j)f(z) (F0) - F(0))
= 5 SRR () - ) + FG) (FG) - FG))
= -2 S D) () - F(7))* 20

The second equality uses Q1 = 0, the third uses Q' = @ and the inequality arises from the hypothesis
that Q (4, j) < 0 whenever i # j. O

Proof of Theorem 8] We use the standard dilation trick to reduce to the self-adjoint case, i.e. we
prove concentration of the (n +m) x (n + m) matrix ( Ig p ) The concentration is in spectral norm

with respect to the probability measure §(u|[ + [m])» Which gives the same adjoint operators.

Let D1, Dy be the two random diagonal matrices defined by D1 (%) = ¥ jcfm) P(i,7) and Dy () =

[n] v(i)P(i,5)/u(j) = Yieln] Pf(4,1). Note that D; evaluates to the identity matrix, however it
is not equal to the identity as a formal function of the random variable Y. One can then express

0 Iﬁ_(D1 0)_ D, -P
P o) Vo ) (Pt )
and thus

1P Pl Ao (5 5,0 = (10 i) = din (5 50) = (22 ) - 657

Notice that the norm of the diagonal matrix Dy is | Da| = maxc[,,) uﬁ(j)/u(j) = ||JBT||oo s SO
from Lemma[I] we have

D] —#2 min; j Z”(L()j)
Dy 0 E[D,] 0O o
P[Amax(( o DQ)—( 0 E[Dz]))Zt] < Zmexp 2(t+ 2P| o)

—42
smen(serp)

where we write £ := max;.; % Thus it remains to establish the concentration of the matrix

¢ = ( [1’; _f ), for which we will apply PropositionH By Lemma forall f=(f1f2)" e R*™™,

ByoMEN =5 5 AP () - W)
-2 (i) - £
< VQ(ZZ) (V(li) * M(lj)) V() F1()* + () f2(5)*)
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applying Cauchy-Schwarz inequality. =~ Assuming furthermore |f| = 1 we can bound
3 (@) [1(0)* + u(4) f2(5)?) < 1, s0 we deduce

1A56(V)] = ‘SIIED (Ayé(V)1.1)
V(i) + p(d)

Zin(j)

< K.

The above computation also shows that A;;¢(Y") is p.s.d., so Pointof Proposition@applies to
yield that for all £ > 0

P[Amin(¢(Y) ~E[¢]) <t | Z] < WW)GX"(W)'

1/2 1/2
(6]l = IPlys < IPIZ IPILE, =

|P H Y2 and using (57) and (58) we get finally

(1P pl2 0| A< |P 1P 22] 7

P[Amin(0(Y) -E[¢]) <-t/2] Z]
—¢2

—¢2
g?mexp( )+(n+m)exp .
sr(t+2] P ) st +2| P

which yields the result, observing HPT Hoo L 2L O
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F Extension to shifted successor measures and leave-one-out concentration

In this appendix we leverage the concentration for the empirical estimator P ¢ R¥*S established in

Theorem E to deduce concentration for more complex functionals of P. First we exploit linearity
and contraction properties of the map P — P, to obtain concentration in spectral norm for the

policy-evaluated matrix P,. Then we use simple identities to deduce concentration for the shifted
successor measures M ;.. Finally we establish the technical concentration inequalities of Lemma

F.1 Contraction properties of the map P —~ P,

Given a policy 7, consider the following linear operator on vectors:
K.:R* - RS
o= Zaean(s,a)f(s,a).

Note that K can be identified with a S x X matrix, namely K (s',s,a) = m(s,a)ly-s so we can
see that

(59)

P, = PK,. (60)
Given a probability measure 1 on S, let us write 1 x 7 the probability measure on X given by

uxm(s,a):=pu(s)m(s,a). Note any probability measure on X" has this form, as (s, ) is thus the
law of the action conditional of the state.

Lemma 13. For all probability measure 1 on S, policy m,
(i) [Krlloo00 =1,
(ii) | Kl g2 (usmy,e2(y < 1
(iii) forall (s,a),(s',a') € X, P'(s',s,a) = (P;)"(s',d',s,a).
Here P7 is the adjoint of P as an operator £ (1) — (2 (1), while P} is the adjoint of P, which is

an operator €% (= w) — 02 (% ).

Proof. Let p be a probability measure on S and 7 a policy. Point (i) comes from the fact that K is a
stochastic matrix. Then by Jensens’s inequality for all f € R¥

I = 3 ) ( 5 w(s,a>f<s,a>)

acA

< Y u(s)m(s,a) f(5,0)* = | F 72y

(s,a)eX

which implies that | Kr | j2(,,.r) ¢2(,,y < 1- Finally, by definition
_p(3)m(5,0)P(s,a,)

Pi(s',s,a) =
p(s")
_ u(s)m(s,a)P(s,a,s")m(s’,a’)
) pu(s")m(s',a’)
— B W(S,G)Pﬂ—(s,a, Slﬂa,) _ P;(S,,Cl,78,a)
(s, )
and thus [ P =Pzl .- O

F.2 Extension to shifted successor measure: proof of Theorem 7]

The concentration of shifted successor measures will be the consequence of a deterministic mean-
value like bound, itself a consequence submultiplicativity and the following well-known identities:
the telescopic sum formula

Hai—ﬁbi:i(ﬁai)(aj—bj)( ﬁ bk) (61)

1=j+1
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and the resolvent identity:

al-bvt=aM(b-a) = (b-a)a. (62)
Lemma 14. Let ju a probability measure on [n] and consider here || = || 42(,,) s2(,)- Let A, B €
R™"™ with 1 < |B| < |A|, k& > 0,7 € [0, HAH_l) and write ¢y, ,(A) == A¥(I = vA)™'. Suppose
|4~ B < min (12, =J2L). Then

k
8 B[ max(k, (1-~|[B])
1-~[B|

60 (A) — 60 (B)] < ya-p|.

Proof. First decomposing,

ARSI -~A) ' = B*(I -4B) ™ = (A" - B¥) (I -4B) " + B [(I -~7A) ' = (I -vB) ']
+ (A" =BM) [(I -7A) " = (I -yB)™']

submultiplicativity of the spectral norm allows to bound

| ¢k (A) = b (B)| < [ A" = B*| |(T-~+B)™| + | B*| (T -~A) " - (1 -+B)7}|
+|A*¥ - B¥| (T -~A) " - (I-4B)"| (63)

so it suffices essentially to consider the case of powers and successor measure separately. By the
telescopic sum formula (6T)

k . i
4% = BH| < S 1A |4 - Bl BI

1AL _q
- |A-B||B|" (st) -1
Al 4
18]

Next we use that | B| < |A| with mean value inequality and the inequality 1 + z < e” to bound

(";)k—lgk(wy*

T4l _ I3
1B
k-1
A-B
) k(l N ||)
5]
< ke DAL

Supposing now | A - B|| < || B| /k the exponential term is bounded by 3.
On the other hand the resolvent identity (62) implies
(7 =74yt = (1= 4BY | < [T =A) [ 1A - BI|(T-vB)|
. 114-B|
(L=~ Bl A =~(IB]+]A-B[).)

2y|A-B|

Using the assumption that |A — B < I_WTHB” the right hand side is bounded by TA1BD?

the previous bounds in (63) we deduce

k- k k—
3k | B| 1HA—BH+2||B|| |A-B| , 6k|B] ']A-BJ?

Plugging

lér(A) = (B)] <

1-v|B]| (1-~[B][)? (1-~[B[)?
B|*|A-B 2 d|A-B
NLISVS. /[ 81 21)
1-v|B]| L-~[B]  1-~|B]|
which gives the result after using again |A - B| < PWTHBH. O
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Proof of Theorem[]] Let v be a probability measure on X', which can always be written as v =: j1 x 7
for some probability measure 1 on S and a policy 7. Apply Theoremto P e R¥*S to obtain
42 Zs,au(sl)

t M (s,a)~s’ v(s,a)+u(s’)
8(t+2[ P 00)

]P’[HIB—P”Z2 <4nexp

(.2 (0) 2 t]

Then Point (iii) of Lemma shows HPT Hoo o= HPJ, ” = 1if v is supposed invariant. Then from (60)
and Point (ii) of the lemma ’

”ﬁfr - Py ”52@)7@2@) = H(ﬁ_ P)K”H@(y),é?(u)
< HP_ P“p(u),@(y) HKTFHe?(V),EQ(M)
<1P=Plag.e)

thus the concentration of P immediately transfers to P,. Finally we deduce the concentration of
M, . from the deterministic bound of Lemma Supposing v invariant also implies |P| = 1.
Thus for ¢ < 1if | P~ P| < t/Cj, < 1/C},, the conditions of Lemma 14| are satisfied, which
thus implies Hﬁw,k - ka” < Ch o HP— P” < t. Therefore the events {”P_ PH < t/Cy .~} and
{||]T4\7,,;€ - My H >t} are disjoint. O

F.3 Leave-one-out concentration

We now establish the technical concentration inequalities of Lemma[7] The proof strategy is similar

to that of Theorem [7t we first establish concentration for linear functional of P in the following
proposition, to combine them with the contraction properties of Lemma[I3]and the identities

and (62).

Proposition 10. Consider the same setting as in Theorem @ Let A € R™*P and let p be a probability
measure on [p]. Foralll € [n], andt >0

(i) P[|PUYA=POWNA] o,y 2t | (Vidisa] < (p+1) exp (ﬁ)

£2(p), 0%

2[4,

(i) P[|PA-PAl o) o> t] o+ 1) exp (55—,

Proof. For (i), fix I € [n] and ¢(Y") := P(1,-)A e R¥*?_ Since we reason conditional on (V;.)s, ¢ is
in fact here a function of the multinomial variable (Y7;) (] only, so Proposition E] applies with I =
a.s., and N replaced with Z; here. We can then bound

2 2
A _ 14T e
4 Zt

2
HAHE2(p),Z°°
zz

2 2
Al = o Akl <

so applying the point (i) of Proposition ﬁ gives (i). For (ii), noting that deA - PdAH oy =

Maxje[y] || (P(1,-) - P(l, )A)” 20y it suffices to prove concentration of the latter row matrix for
fixed [, which can be done as above, and use a union bound argument. The only difference lies in that
we do not reason conditional on (Y;.);+; anymore, so now we bound

2 1 = . 2
Ers[|Andlag|= & 5 ZiPG.3) 1850l
i,j€[n]
1 P(i, j) 2
=y Z 7 Lit 1A ez )
i,j€[n] g
2 2
. A2y, . | Alle2py e
- NZ, N N Zin
and similarly for E; x |A 1K¢H§2( »)- Applying point (i) of Proposition@ gives (ii). O
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Proof of Lemmal[]] We first by claim that the result of Proposition [10]also applies with P, P, in
place of P and P. The latter proved two inequalities of the form P[|[(P - P)A| > t] < f,(| Al o)
where f; is a non-decreasing function. From (60) we can bound

P[|(Pr - Pr)A| 2 t] =P[|(P - P)K,A| > ]
< fi([ KAl )
< [l Bl oo o0 [A4]12,00)
= ft(HAnz,oo)

using the fact that f; is non-decreasing and Point (i) of Lemma This proves the claim. We will
thus apply Proposition[T0]as if it applied directly to P,. For simplicity we omit the subscript for the
rest of the proof, writing P in place of P;.

The proof of 24]is similar to that of Theorem 8] For other points, we also start by decomposing
My A= MO A=[PF— (PO (1 -7PD) LA+ (POY[(1-7P)™ - (1 -4PD)'] A
+[PF = (POY][(I-~AP) ! = (I -vPD) A (64)

Let B := (I - yP()~1 A. By the telescopic sum formula (BT) the first term can be bounded as

[[P*(t) = (POY ()] Bl o €

k
Bi-17 N _ L)\ B k—i
L AP P - POYPOY B o,
k
_ Bi-1 5 _ Bl N 0N

as (P - PW)(4,-) = 0if j # . Now observe the matrix (P())*~* B is independent of ¥;. so by point
(i) of Proposition [I0[and union bound the probability conditional on (Y;.);; that one norm factor in

the above sum is larger than ¢ is at most k(p + 1) max;c[;] exp 2||(ﬁ(”);f§i|2 . However for
£2(p), £
all 7 € [k]
B \k-i |2 B(1) ki B(1)y-1 A2 _ HAH??(pM“’
H(P ) B”gz(p),gw < H(P ) (I_7P ) ”oo,oo H le(p),f"o - ?

as (1 - y)(PW)k=i(I — yPO)~! is a stochastic matrix. Bounding also [P*1(1,1)| < 1 we get
eventually that

IP’[“[ﬁk(l’,) - (F(l))k(ly')]Bsz(p) 2t | (}/ZV)#Z] <k(p+ l)exp(_tz(l_m).

2k2 | Al ) o
For the second term of (64)), the resolvent identity (62) gives
[(POY: [(1=4P) ™ — (1= POY M (1) A] = [(POY (1 ~+P) (D] [(P - P©) 1,5
1
L

Thus with the same arguments as above point (i) of Proposition[T0|shows

< (P-PW)(1,9B|.

(PO [(1-7P) = (I -4PO) ] (1,)A] 2 t] (Vi)ima] < (0 + l)exp(w)'

2|43 .
Finally the third term of (64) can be bounded as
I[P = (PUOY](1,) [(T=+P) " = (I -PD) 1] A
= [(P* = (POYMYT -4P) ) (1, )| |(P-PD) (1,)B|

<

2 ~ =~
2o 1(P-PO) (o]

52



and is thus controlled as the second term. Combining all three bounds yields[21]
The proof of 22) follows similar arguments, using point( ii) of Proposition [I0]instead.
Finally for inequality (23) the proof is almost the same except there is no mul-
tiplication by 1] on the left, so the factors |P1(1,0)|, [(PD)*F(I-~+P)(1,1)
and |[(P* - (PO)*)(I-~P)™'](1,1)] need to be replaced with ||pi’1(-,l)”£2(y),
H(ﬁ(”)k(l—7?)‘1(-7l)||£2(y) and ||[(13k_(ﬁ<l>)’f)(1—fyﬁ)-1](-,1)||£2(V) respectively. We
bound these terms as
Hi-1 Hi-1 Hi-1 Hi-1 T
”‘DZ ("Z)”p(y) = HP ]ll||£2(y) < HPL Hez(ymz(y) H]llHP(u) = ”‘DZ ”p(y),p(y) v(l)
||(ﬁ(l))k(1_Pyﬁ)_l('al)”[z(y) < ||(P(l))k(l_’YP\)_IHp(V)lQ(U) Vv V(l)

and
(@~ @A -AP) Doy < (1P =2P) Moy 200
" ” (ji(l))k(l _ 7’p)—l Hp(u),ﬁ(r/)) V()

Suppose now that the terms of the right-hand side concentrate: then for some constant C' > 0,
using that v is invariant we would get ||Pi||zz(y) e < C ||Pl||z2(y) ew) < C for all i € [k],
H(F(l))k(l _71’5)_1”@2@)’(2(”) <C ‘|M7r,i| 22(v) < C/(l - ’Y) and ”ﬁk(l - ryﬁ)_l“gz(y) < O/(l -

~). Then on this event reiterating the above argument would eventually give the bounds

[[P* = POY]Bl gy r,y < CVPDRL,
) R R C 1)t
[(POY (1 =~P) " = (L =APD) A () o € ﬂ—yi))Q
2C\/v(l)t

“ [ﬁk _ (jj(l))k] [(I _ 7]/5)—1 —(I- 7]/5(1))—1] AHW(VMQ(,J) < W

-t*(1-7)°2,
2max(k,(1-7)"1)2[ A7

with probability at least 1 — (k+2)(p+ 1) exp ( ), conditional on (Y;.);
(p),£%

and thus also unconditional. We then deduce

= T t°Z
P [HM,TJCA MmkAH > t]mu),e?(p) <(k+2)(p+1)exp ( 202 () | A o )
+P[E|Z € [k}] : H?iil“gz(y)’p(y) > C]

+P[[(POYL=AP) Y o1y 2y > CLO=)]
+P[”pk(1—’YP)_ngz(y),ﬁ(y) >C/(1 —’y)] .

The three remaining terms can be controlled by Theorem [7]and (24)), which gives the second term in
(23). We omit the details. O
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G Local mixing phenomena

In this appendix we prove the results of Section[5] We start by proving Proposition [I]in §G.1] In
§G.2] we explain how bounding the spectral recoverabilty reduces to bounding the 2 — co norm, at
least for normal chains. Then in §G.3] we give a detailed background on functional inequalities for
Markov chains and explain how our results differ from the classical analysis of mixing times. Finally,
in §G.4] we extend these inequalities and prove Theorems [2] [3] i and Proposition [2]

G.1 Singular value bound: proof of Proposition 1]

Proposition [T] will be a straightforward application of the following, more general result. Here we
consider the norms, singular values, etc. to be defined w.r.t. any probability measure.

Proposition 11. Let A € R™™. For all y € (0, HAH;}Q), k>0 i€[n],

LAIQ)S%(A’C(]_VA)-l)SLAk) (65)
1+’YHAH2,2 1_7‘|AH2,2
Consequently ” X H
A
t At F
~v'A > —. (66)
‘ (tZI:c ) o 1+7HAH272

2,

Proof. Using the classical inequality for singular values o,,(A)o;(B) < 0;(AB) < 01(A)0;(B)
(see e.g. (27)) valid for all matrices A, B and i, we get

on((I =vA) Noi(AF) <oy (AF(T - 7A) ) < o0 (I =7 A) )i (A).
Now simply notice o1 ((I — yA)™!) = ||(I—'yA)‘1H2,2 < (1-7]Afy5)" and o1 (I - 7A) =
|1 =~A[5 5 <1+7][Al; . hence
1 1

n I- A_l = - '
o (=97 = 58 > T4 14T,

Summing over 4 and using (T3] yields

=

t>k
Proof of Proposition[l] Apply the previous Proposition with A = P, and note that if the underlying
probability measure is invariant then | Pr |, , = 1. 0O

|4

> > .
» L+l4]

(5]

2,00

O

G.2 Spectral recoverability for chains with normal transition matrices

From Definition [3| and (T2), for any matrix A with SVD A = USV', we can express {(A) =
2
H |A|1/2 H2 where the absolute square root is defined by |A|1/2 = UXY2VT. When A = P?* is an

. . . . 2
even power of P, it is thus tempting to try relating £ (P2F) with ||Pk H 5 o+ HowWever we do not know

how to achieve this, as the singular vectors of P* and P2* may be very different. A case where this
is possible is when we assume the chain to be reversible or more generally normal (12)), in the sense
that PP" = PTP. By the spectral theorem, such matrices are diagonalizable in orthonormal basis,
making the singular vectors coincide with eigenvectors.

Lemma 15. Suppose PP" = P"P. Then for all k > 0,
2
s <[P, .-

Similarly £(May,) < (1 = ~yo1(P))™ | M, ||§ . Where we recall My, := P*(I —yP)™!
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Proof. Let P:=Y; oz@bqu be the SVD of P. By normality and the spectral theorem, the singular
vectors coincide with eigenvectors, so the SVD of P¥is P¥ =¥, o f@/}@ for all k& > 0. Consequently

£(P) = max Y 03 (P™)¢hi(2)? = max Y 0, (P¥) 2 (2)? = | P[5 _.
For the shifted successor measure, the singular values of M}, are Uf (1 -~0;)7* hence
§(Max,) :mszai(Pk)z(l - 0i(P)) i (x)?
<(1-~01(P))” maXZUZ(Pk) ()2
= (1-~o (P))™ ”Pk ”2’00 .

O

We leave as an open problem the question of how to extend this result to non-normal chains, but
consider it as a heuristic proof that having &(P*) bounded should in general be essentially the same

as having ||P’c ||§ ., bounded, up to multiplying k by 2.

G.3 Functional inequalities for Markov chains

From now on, we consider P € R™*" to be the transition matrix of an irreducible Markov chain with
invariant measure v. Using the framework of [A.T] the underlying measure will here be v until further
notice.

Identifying v with a row vector, the rank one matrix 1v is the matrix of the chain at stationarity,
and it is readily seen from (IT]) that HPt - ]lz/H2 o = ”Pt ”2 ., — 1. It makes sense to define the
/%-mixing time as to(g) := inf{t > 0 : ||Pt - ILV||2 .. <&}, which may be infinite. We also write

E,[f] =3, v(z)f(z) and Var,(f) = E, [ f?] - E, [f]*.

Recall the definition of the Dirichlet form
Eppi(f,9)={I-P)f,9),- (67)

Remark 1. We consider the Dirichlet form of the multiplicative reversibilization PP, which appears
naturally when working with discrete-time Markov chains (22). The arguments that follow also
extend, and in fact are simpler, for continuous-time Markov chains, for which we can directly work
with P. We refer to (49) for a comprehensive reference. It is also possible to reduce to considerations
on P only with laziness, i.e. if the chain has a uniformly lower bounded probability to stay put. If
P(x,x) > afor all x € [n], (49, Equation (1.12)) shows that Epp: > 2aEp(f, f).

||2 oo =
[(PH, , = SUp| |, -1 |(P*)"f||,. Therefore it suffices to bound ||(P*)"f|, for all f € R™. Now
for fixed f, it is easy to compute

[P ;= P FI; = =Eppr (P (PP, (68)

(This is really a discrete counterpart of differentiating ”Pt sz)' The goal of using functional

inequalities is thus to obtain a lower bound Epip(g,9) > F( HgHg) valid for all g such that |g[, =1,

that can be "integrated" to get estimates on ”Pt f H2 and eventually on HPt . The most classical

|20
inequalities are Poincaré (22), log-Sobolev (16) and Nash inequalities (17), to which we can also
add the spectral profile technique, which stems from Faber-Krahn inequalities (24). We focus in this
paper on Poincaré, which are the simplest to establish, and Nash inequalities, which served as our
main inspiration and can prove complementary to Poincaré inequalities.
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Poincaré inequality: the classical Poincaré inequality takes the form

vf eR™: )‘Vﬂru(f) < EPP*(f7f)7 (69)

for some constant A > 0. Plugged in and applying the above argument, it implies the decay rate
HPt - ]lu”2 L S(1- M)l (see Corollary 1.14 of (49)). This gives in particular a bound on the
mixing time:

ta(e) < N M og(vpine ™). (70)
For our purpose of applying Theorem [T} we do not require that strong mixing estimates: we could be
content with HPt H 5 oo = O(1), which could occur on time scales much smaller than the mixing time.
The Nash inequalities of (L7) were introduced precisely to get such decay rates, when the Poincaré
inequality alone is not sharp. Nash inequalities are however notoriously difficult to establish.

Nash inequalities: in view of (54), we distinguish two types of Nash inequalities, which we call
type I and type II

* Type I reads

Var, ()24 < CEppi (£, 1) |1 £ (1)
for some constants C,d > 0. Plugged in (68) and applying Lemma 3.1 of (17) yields the
bound o2

. 1
HPk—]11/||2 < C(1+[d])
2,00 k+1

which in turn gives the mixing time bound ¢5(¢) < %.

Using Jensen’s inequality, we also see that implies a Poincaré inequality Var, (f) <
CEp(f,f). Thus Nash inequality can be combined or used in place of the Poincaré
inequality to get rid of the log(v} ) factor in (70). This is generally sharp for "low-
dimensional chains" like random walk on grids, where the constant d that appears in the
Nash inequality coincides with the dimension parameter.

* Type II has the form

2(2+2/d L2 4/d
IFI3¢ 9 <€ (€ppi (1) + 7 171R) 117 )
for some constant C', d,T" > 0. Theorem 3.1 and Remark 3.1 of (17)) show that this implies
the decay
dj2
Vh e [0,T]: “Pt”Q < C1+1/T)(1+[d]) .
2,00 k+1

Unlike the type I inequality, (72)) implies no Poincaré inequality and no mixing time estimate.
Note also that by moving the expectation term of Var, (f) to the right hand side, a type I
inequality implies a type II inequality with a slightly worse constant C' and T' = 1/C.

G.4 Type II Poincaré inequalities and applications

G.4.1 Proofs of Theorems 2 and

As seen above, Nash inequalities, when they can be established at all, provide only a polynomial
decay of the 2 — co norm. To obtain an exponential decay, we consider extending Poincaré inequalities
instead. The clear analogy between and (69) motivated us to develop analogous "type IT" versions
of the Poincaré inequality, that incorporate an additive ¢* term. This is exactly the result of Theorem
[2l which we now prove.

Proof of Theorem 2] We use the argument sketched in the previous section. Let f € R™ be such that
If], =1 and set u; := ”(Pt)Tsz. Note that | (P*)" |, < H(P’f)T”L1 I f
HPTHL1 = | P|. o = 1. Thus ||(Pt)TfH1 <1 for all ¢ > 0. Consequently, the type II inequality (3]
plugged in (68) yields

1» however by duality (9)

Ug — Up—1 < _>\ut—1 + AC
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which in turn gives ut = ||(P’5)T f || < (1= X)!(up — C) + C by an easy induction. Then remark
that ug = HfH; < Vi ||fH1 = me Since this is valid for all f such that | f[; = 1 we deduce
H(Pt>T||1,2=||Pt||2, A=A (in = O+ €. =

Remark 2. The same arguments could be applied by exchanging P and P to give a similar bound
for || (Pr)T || 5 o a8 1s required for Theorem |1} There is one difference however in that we need the

invariance of v to have HPTHN - 1.

Proof of Theorem 5] Let f € R™ and write f, := U,U; f for its projection onto the 7 first singular
vectors. Note that Eppi (f - fr, f) = 0 and hence

Eppi(f, f) =Eppt(fri fr) +Eppi (f = fri f = fr)-

If the underlying measure is invariant, PP is a stochastic matrix so Lemma|12|implies that I - PP" >
0 and thus Eppi (f, f) > Eppi (f = fr, f — fr). Thus the Courant-Fischer theorem (27, Theorem
3.1.2) gives

Arsl Hf‘fr”g <Eppi(f=fe, f= 1) <Eppi ([, f)

where we write \,.;1 = 1 — 02, ;. On the other hand use Holder’s inequality to bound

1715 = 0F = Fos 1) + (Fes £Y < 1S = Fllo 1F o + 1l oo 1 -

Observe then that
1l = |U-ULF] L < MU lg00 1Dy s

so after simplifying by | f|,, we deduce
2 1/2
NI < Eppr (£ )2+ 0

7‘+1

171y

Using (a + b)? < 2(a® + b?), we finally get

A
1S < Epp (£ ) + A [U 3 o0 1617

G.4.2 Combining inequalities of induced chains

In (17), Diaconis and Saloff-Coste showed how to establish type II Nash inequalities from local
Poincaré inequalities. This suggested that type II inequalities are related to a local notion of mixing,
which we establish formally in Proposition[2} Given the definition of induced chains (Definition [4)) it
is immediate that for all f € R™

EMP(fvf)2€V7P5(faf)+5V7PsC(faf)

c (73)
=v(8)Evs,ps(fis: f15) +V(5)Evse Psc (fise, fise)-
On the other hand it is also straightforward that \|f||§p(y) =v(S) ||f‘SHZ(VS) +v(5°) ||f|5c ?p(ysc)

for all p € [1, 00). Our decomposition result is based on these two simple facts.

Proof of Proposition|2] The result is a consequence of the following inequalities:

1£15 0y = V() U islpaguay *+ () [ fise s

£2(vge)
<v(S) [/\élgus,Ps(f|s,f|s)+Cs | fis jl(ys)]
+V(SC) [/\Blngﬂypsc(flscvﬂsc)+CSC flSc jl(usc):l
. - C Cge
Smln()‘Sa)‘S“) 15U,P(f7f) +maX(V(;)7 I/(;C )(||f|s||§1(y) + ||f\SL jl(y))

s Cge

<min(hsAse) 6,0+ 02 S 71

57



The equality uses that .S, S€ are disjoint, the first inequality comes from applying the Poincaré inequal-
ities, the second uses and v(S) Hf‘SHp(VS) = ||f‘SH€1(V), the last inequality is a consequence of

a® +b* < (a+b)%fora,b>0. O

Proposition[2]requires functional inequalities for induced chains, with respect to the induced measures.
It is wrong in general that the induced measures are invariant for the induced chains, but it is true
for reversible chains (34). For completeness, we prove it in the following Lemma, to justify the
consideration of induced chains with induced measures. We recall a chain is reversible if it satisfies
the detailed balance equation, which translates matricially into Pr=P.

Lemma 16. Suppose P is a reversible Markov chain on [n] with invariant measure v. Then for all
subset S c [n] the restriction v|g to S is invariant for the induced chain Ps.

Proof. P is reversible if and only if it satisfies the detailed balanced equation v(z)P(x,y) =
v(y)P(y,x) for all 2,y € [n]. Taking the induced chain on S does not affect the transition probabili-
ties between x # y in S, so the equation still holds for the induced chain and the measure induced by
V. O

G.4.3 The 4-room examples: proof of Theorem [|

We now proceed to prove the bounds for the 4-room environment of Theorem [4]

Proof of Theorem{d| As arandom walk on a graph P is reversible with invariant measure being given
by v(z) = deg(z)/ X, deg(y), where deg(z) denotes the degree of x. Thus we need to consider the

Dirichlet form of PP = P2, The latter is also reversible hence by Lemma |16} so are all induced
chains (P?)i, with the induced measures as invariant measures. Now for each i € [4], (P?)g,

satisfies a type II Poincaré inequality: namely for all f € R“
2 2
Al F 12,y < €2y, (F 1) + Al o)

with A; = 1 - 02((P?)|g, ) the spectral gap of the p.s.d. matrix (P?),g,. This a consequence of the
Courant-Fischer theorem as for Theorem 3] It is thus a simple application of Proposition 2] that the
whole chain satisfies

1-A

2
min; v(V;) HfH[l(V) .

2
(L=N) [ flzq) <Ep2(f, 1) +
with X := min; \;, which by Theorem [2]implies the decay rate
2 1
P! <=Ml +——M—.
1P 0t
This proves the first part of the theorem.
For the second part, suppose that min; v(G;) > c. Then for ¢t > A 'log(v ! ') we obtain
HPtHz o Se+ ¢!, Since the chain is reversible we can use Lemma [15|to bound the spectral
recoverability as well and get £(P?') <&+ ¢~ !. Then Lemma shows that | P?* - [P*'],[, <e
for the smallest r such that 0,1 (P?*") < €%/(¢™! + ). We claim that:
o5(P*) < (1-)\)°%, foralls>0. (74)
Provided the claim holds, this implies that o5(P*") < e72* <12, <2 by the choice if t.

Let us prove the claim Note that by reversibility o5 (P?') = o5(P?)! so it suffices to prove that
1 - o5(P?) > \. From the Courant-Fischer theorem:

1-05(P*)= sup inf M.

. 2
codim W=4 J}E:g H fH 9
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Let W be the subspace orthogonal to the subspace Span(1lg,,i € [4]) spanned by the indicator of

each subgraph. It has codimension 4 so we can lower bound

1-05(P?) > invaw
S B

for this particular subspace. Now decompose f = Z?zl fig,- Asin we can lower bound

4
Ep2(f, f) = 2 v(Gi)Evs, (P2)6, (flass fic:)-
=1

Now observe that for each i, since (f, 1g,) = <f|Gi, ]IGL> =0if f € W, we can lower bound

2
gVGi 7(P2)‘Gz (flG;’ fle) 2 )\'L ||f‘GV1 (2(Vg,) :
Therefore
4 2
Ep(f, 1) 2 3 v(Gi) | fie, 2(va,)
i=1 ‘

2
2 Al

which proves the claim.

O

Remark 3. We note that Theorem {]is quite general and applies to arbitrary decompositions of the
state space. However, our framework is particularly effective in scenarios where there is a significant
gap between the global mixing time of the Markov chain and the local mixing time within each
"room." In favorable cases—such as when each room is an expander graph—this difference can
be substantial. In contrast, if each room is a 2D grid with n? states and the policy corresponds
to a random walk, the local mixing time scales as O(n?), while the global mixing time scales as
O(n?logn). This setup closely resembles the so-called "n-dog" graph studied in Example 3.3.5 of
(54), where two n x n grids are connected at a single corner. In this case, the difference between
local and global mixing is relatively mild. Nonetheless, in our numerical experiments, which include
scenarios resembling this more challenging setting. we already observe significant gains from shifting

the successor measure.
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H Further Numerical Experiments

To complement the theoretical insights and main experimental findings, we provide additional
numerical results that investigate the behavior of shifted successor measures across a wider range of
settings. These experiments aim to probe the robustness and generality of our approach in different
environments, under different data collection policies, and with both model-based and model-free
estimators. All experiments were run on a single CPU and are reproducible within a day. As
mentioned in the main text, all code is available at https://github.com/stestoKTH/shift-SM.

H.1 The 4-room environment

We now revisit the 4-room environment theoretically analyzed in Theorem [ where the state space is
partitioned into four well-connected regions (rooms) linked by narrow passageways. As discussed in
the main text, this structure induces metastable behavior: the chain mixes rapidly within each room,
while transitions between rooms are relatively infrequent. In this section, we additionally make the
Markov chain aperiodic by allowing the agent to remain in its current state with probability 0.1.

Figure [6] illustrates several empirical findings. On the left, we show the 15x15 discretization of
the 4-room domain that we use in this section. In the center panel, we plot the singular values of
the shifted successor measures M j for various values of the shift k. As theoretically predicted,
increasing k leads to a sharper spectral decay, indicating stronger low-rank structure. Notably, for
higher shifts - when all states within a room are reachable - the effective rank is close to 4, matching
the number of rooms.

(1 - 7)4 [ " " 1.0 o
2 .);

— 1] shift & ) % —i
;: 10 e | ie : s E H = =
= o k= =05 =
S o k= - 1 L
k=10 A &

k=20 o =

100 T I | : 0.0
2 4 6 8 0 10 20
index i shift k&

Figure 6: Left: 4-room environment with a 15x15 discrete space; Center: singular values of shifted
successor measures M ; for various shifts k (uniform policy m, discount factor v = 0.97); Right:
entrywise norm differences between P* and its rank-4 approximation (blue circles), and between
M 1, and its rank-4 approximation (red squares). As in Figure we use the standard | - |2, 0o norm,
which coincides with the norm in Section up to a \/n multiplicative factor under the uniform
measure .

On the right, we plot two metrics as a function of k: the entry-wise norms | P* — [P*]4]2 .. and
| M i — [Mr 1 ]4]l2,00. Both metrics decay rapidly with k, consistent with the bounds in Theorem@
The behavior confirms that moderate values of k (e.g., kK = 4 — 10) are sufficient to approximate
P* with a rank—4 matrix. While such a representation may suffice for navigating between rooms,
accurately reaching specific target states within a room may require a higher-rank approximation.
Nevertheless, shifting the successor measure consistently improves the learnability of low-rank
representations.

These results validate our theoretical predictions in a structured setting and demonstrate how temporal
shifting can uncover the environment’s block structure. We next turn to more complex and less
regular domains.

H.2 Additional Navigation Tasks

We now extend the results from Section [6] to additional environments of increasing complexity.
Specifically, we evaluate the impact of shifting and low-rank approximation of successor measures in
two additional mazes: the U-maze and the Large-maze. All three mazes are discretized versions of
the Maze2D environments from (23)).
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https://github.com/stestoKTH/shift-SM

Here we repeat the setup from Section [6]and provide additional details. Unless stated otherwise (as in
Section[H.3), all data is collected using a uniformly random policy. This simplifies the estimation
process: under a uniform data distribution, the invariant measure v is uniform, and thus the measure-
dependent norms introduced in Sectionreduce to their standard variants. In particular, the | - |2 o
norm and the singular value decomposition (SVD) used for low-rank approximation become standard.

Once the successor measures M, j, are estimated, we evaluate policies that act greedily with respect
to them. More specifically, given a current state s and a goal g, the policy selects actions according to:
argmax e 4 2ped M 1(8,a,g,b), as described in Section@ In the low-rank setting, the same greedy
procedure is applied to the rank—r approximation [ M ],. To quantify goal-reaching performance
and evaluate the obtained policy, we report two metrics: accuracy, the probability of reaching the
exact goal (from a random initial state), and relaxed accuracy, the probability of reaching any state
within two steps of the goal.

Figures|[7)and [8|mirror the structure of Figure[]in the main paper. In each case, we compare unshifted
and shifted successor measures across several metrics: spectrum decay (panel b), goal-reaching
accuracy using ground-truth successor measures (panels c—d), performance of TD-learned measures
(panels e—f), and sample efficiency as a function of dataset size (panels g—h).
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Figure 7: Successor measure analysis in the U-maze environment with v = 0.98 and uniformly
random policy 7. TD estimates use 10k trajectories of length H = 100; rank is fixed to 40 in (g-h).
Results are averaged over 5 seeds and 100 random goals and initial positions.

1.0 10 L
: e) (g)
>
3
5 05 0.5
3
o g =
T e =
) 0. ——
0015550 % 100155 50 17 1o 10? 10!
1.0 16
> (h)
(¢}
o
3
o]
is
= © 0.5
5 3
= R
B e |
10 0.0 0.0 0.05———
125 50 75 100 125 150 175 125 50 75 100125150175 "1 %5 50 7 100 125 150 175 10 107 10!
index i rank rank number of trajectories
keshift —— k=1 - k=3 - k=5 k=9 k=17

Figure 8: Same setup as in Figure 7, now for the Large-maze environment. Rank is fixed to 60 in
(g-h). All results are averaged over 5 seeds and 100 random goals and initial positions.

In both environments, we observe a consistent pattern: shifting enhances spectral decay (Figure [7b
and [8p), making the structure more amenable to low-rank approximation. When true successor
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measure vV

measures are available (panels c—d), moderate shift values yield better planning performance at low
ranks, consistent with our observations in the Medium-maze environment. However, beyond a certain
point, excessive shifting discards too much information, leading to worse performance. This effect
is more pronounced when successor measures are learned (panels e—f), likely due to compounding
estimation error over long horizons.

Finally, we evaluate how accuracy varies with the number of trajectories (panels g-h). As in the main
experiments, moderate shifts (k = 3 or k = 5) often strike the best balance between representational
power and sample efficiency. The trade-off seen in Figure ] g—h, where small shifts underexploit
structure and large shifts overburden estimation, persists across these environments.

Overall, these experiments reinforce our findings from Section []and demonstrate the robustness of
temporal shifting across domains. Even in larger and more complex mazes, appropriately calibrated
shifting enables more compact representations, improves planning accuracy, and enhances sample
efficiency.

H.3 Non-uniform Data Collecting Policy

In contrast to the previous experiments that used a uniformly random data-collection policy, we
now evaluate a mixed policy composed of 80% uniformly random actions and 20% averaged goal-
conditioned behavior. Specifically, the latter operates by sampling a goal uniformly at random
and following the optimal policy to reach it, repeating this process for all goals (corresponding to
mp(als) = [smg(als)dpp(g) from Section@with uniform pp). As shown in the leftmost panel of
Figure[9] this results in a non-uniform invariant measure v, with states near the geometric center of
the maze being visited more frequently.
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Figure 9: Left: invariant measure v with respect to M, dashed line represents uniform distribution.
Center/right: accuracy vs. rank for standard SVD and v-SVD, same setting as in Figure[df), with
only the data-collection policy modified.

To account for this skewed distribution, we use the v-
weighted SVD (as described in Section [3.2) when comput-
ing low-rank approximations of M ;. Figure|10[shows
that the reconstructions obtained with v-SVD differ signif-
icantly from those of the standard SVD, especially at low
ranks. However, despite this discrepancy, goal-reaching
performance remains nearly unchanged, as seen in the
center and right panels of Figure[J] 0%

25%
shift k&
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—= k=5
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20%

15%
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All experiments were performed in the Medium-maze
using the same setting as in Section[6] Interestingly, the
results suggest that the uniformly random policy actually
yields slightly better performance at low ranks (compare
with Figure ), suggesting that more uniform exploration
may facilitate learning better goal-reaching representations.

Figure 10: Relative Frobenius differ-
ence between rank—r approximations of
M , using standard SVD vs. v-SVD.

H.4 Model-Based Estimation of Shifted Successor Measures

We now compare temporal-difference (TD) learning with a simple model-based (MB) approach for
estimating shifted successor measures. In the model-based case, we first estimate the transition matrix
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P, from data, and then compute the shifted successor measure M, j, = Yo 7' PL** using a truncated
power series expansion. Figure [TT] (left) reproduces the TD-based results from Figure ] (g) in the
Medium-maze, while Figure [TT] (right) shows the corresponding performance of the model-based
estimator.
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Figure 11: Goal-reaching accuracy in the Medium-maze using TD (left) and model-based (right)
estimation. In both cases, we use trajectories of length 100, collected with a uniformly random policy,
~ = 0.95 and fixed rank r = 40.

We observe that the model-based approach maintains higher goal-reaching accuracy even for larger
shift values k. This is expected: unlike TD, which relies on sparse, temporally aligned supervision
(i.e., observing specific (s¢, at, St+x+1) transitions), the model-based method can leverage all available
transitions to estimate P, making it less sensitive to the horizon length. In particular, long-range
transitions needed for higher shifts are harder to estimate via TD when data is limited, whereas they
are implicitly captured in P, and recovered through matrix powers in the MB estimator.

While model-based estimation proves more robust in this tabular setting, it does not easily scale
to environments with large or continuous state spaces. Storing and computing with full transition
matrices becomes infeasible, making function approximation challenging. In such cases, TD learning
might be more practical and scalable despite its limitations with longer shifts.

H.5 Extension to the Non-Tabular Setting

A natural question is whether the benefits of shifted successor measures observed in discrete maze
environments carry over to more complex settings with stochastic dynamics and continuous state-
action spaces. We believe that learning shifted successor measures may yield similar benefits in
such environments - particularly in cases where learning the standard, non-shifted successor measure
proves challenging.

While we do not provide formal guarantees under function approximation, we believe similar effects
are likely to emerge in practice. This intuition aligns with prior work on hierarchical reinforcement
learning (ex. (50;51)), where high-level policies capture the coarse structure of the task and steer
the agent toward the vicinity of its goal. It would be interesting to explore whether shifted successor
measures could similarly encode such high-level behaviors.

One particularly promising direction is contrastive learning. For example, (21)) samples positive ex-
amples from a geometrically distributed time offset governed by the discount factor . To incorporate
a shift k, one could instead sample the offset from Geom(1 — ) + k, effectively biasing learning
toward more temporally distant predictions.

By contrast, extending these ideas to Forward-Backward (FB) algorithm of (63)) is less straightforward.
A key strength of FB is its ability to learn from one-step transitions (s¢, a, s¢+1) independently of the
data collection policy. How to integrate a meaningful notion of temporal shift into such a framework
remains an open and intriguing challenge.

We see these directions as promising opportunities to extend the benefits of temporal shifting beyond
tabular settings, and hope that the theoretical insights in this work will help guide future progress in
more realistic domains.
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