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Abstract

Large-scale pre-trained models (PTMs) provide remarkable zero-shot classifica-
tion capability covering a wide variety of object classes. However, practical
applications do not always require the classification of all kinds of objects, and
leaving the model capable of recognizing unnecessary classes not only degrades
overall accuracy but also leads to operational disadvantages. To mitigate this
issue, we explore the selective forgetting problem for PTMs, where the task is
to make the model unable to recognize only the specified classes while main-
taining accuracy for the rest. All the existing methods assume “white-box” set-
tings, where model information such as architectures, parameters, and gradients
is available for training. However, PTMs are often “black-box,” where infor-
mation on such models is unavailable for commercial reasons or social respon-
sibilities. In this paper, we address a novel problem of selective forgetting for
black-box models, named Black-Box Forgetting, and propose an approach to the
problem. Given that information on the model is unavailable, we optimize the in-
put prompt to decrease the accuracy of specified classes through derivative-free
optimization. To avoid difficult high-dimensional optimization while ensuring
high forgetting performance, we propose Latent Context Sharing, which intro-
duces common low-dimensional latent components among multiple tokens for
the prompt. Experiments on four standard benchmark datasets demonstrate the
superiority of our method with reasonable baselines. The code is available at
https://github.com/yusukekwn/Black-Box-Forgetting.

1 Introduction

Large-scale pre-trained models (PTMs) such as CLIP [Radford et al., 2021] and ALIGN [Jia et al.,
2021] have strong capabilities of zero-shot classification for everyday objects. Nevertheless, in prac-
tical applications, the classification of all kinds of object classes is rarely required. For example, in
an autonomous driving system, it would be sufficient to recognize limited classes of objects such
as cars, pedestrians, and traffic signs. We would not need to recognize food, furniture, or animal
species. Retaining the classes that do not need to be recognized may decrease overall classification
accuracy, as well as cause operational disadvantages such as the waste of computational resources
and the risk of information leakage. In this paper, we address the problem of selective forgetting of
specified classes [Shibata et al., 2021, Graves et al., 2021, Ye et al., 2022, Tarun et al., 2023], i.e.,
tuning a pre-trained model to reduce the classification accuracy for only the specified classes with-
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Figure 1: Overview of our black-box forgetting framework. The confidence of each class is computed as the
similarity with the image and class (text) embeddings from the black-box pre-trained vision-language
model (e.g., CLIP). The obtained confidence is used to compute the respective loss functions for the
classes to be forgotten and the classes to be memorized. (a) For the classes to be forgotten, maximize
the entropy of the confidence so that the accuracy is reduced. (b) For the classes to be memorized,
minimize the cross-entropy loss to retain the accuracy. These two objective are jointly optimized to
tune the learnable text prompt. The gradients of the objective are not available when the model is
black-box. We therefore use CMA-ES [Hansen et al., 2003], a derivative-free optimizer, to learn the
text prompt. Instead of directly optimizing the original high-dimensional context (token) embeddings
for the prompt, our method learns lower-dimensional latent contexts for mitigating the difficulty of
high-dimensional optimization.

out affecting the accuracy for the others1. While selective forgetting of specified classes has long
been overlooked [Ye et al., 2022], a few existing methods have been proposed very recently [Shi-
bata et al., 2021, Ye et al., 2022, Tarun et al., 2023]. The seminal work is Learning with Selective
Forgetting (LSF) [Shibata et al., 2021], which has been proposed in the context of continual learn-
ing [Kirkpatrick et al., 2017, Li and Hoiem, 2017, Aljundi et al., 2018] and uses a special random
code called mnemonic code to control the class-wise memorization and forgetting. A similar idea
has been proposed to achieve forgetting by learning noise that maximizes the classification error for
the classes to be forgotten [Tarun et al., 2023]. An extended version of LSF [Ye et al., 2022] allows
forgetting of specified classes as well as recovery of them by temporarily transferring the knowledge
of the classes to be forgotten to another network called deposit module.

Overall, all the existing methods assume the “white-box” setting, where the complete information
of the target model is available for training/tuning, including the model architecture, its parameters,
and their gradients. However, major PTMs such as GPT-4V [OpenAI, 2023] are often “black-box,”
where the model itself or its information is often fully or partially private due to commercial reasons
or considerations of social impact. Since the parameters and their gradients are not accessible in
such a model, all the existing methods are inapplicable. To the best of our knowledge, selective
forgetting methods for black-box models have never been studied to date.

In this paper, we address Black-Box Forgetting, i.e., the selective forgetting problem for black-box
PTMs, and propose a novel approach to the problem. Given the unavailability of model information,
our method, unlike the existing selective forgetting methods, does not optimize network parame-
ters nor utilize the gradients of the parameters; we instead optimize the input textual prompt to
decrease the classification accuracy of specified classes to be forgotten in a derivative-free optimiza-
tion framework. One disadvantage of derivative-free optimization would be that it is not effective
nor efficient for high-dimensional problems due to the low convergence rate in high-dimensional
spaces [Qian et al., 2016], and unfortunately, the textual prompt is typically parameterized as a set

1Note that the problem focused on in this paper is closely related to but different from the typical “machine
unlearning” problem, which is the task of removing an arbitrary sample from a pre-trained model, i.e., obtaining
a model that is identical to the model trained from scratch without that sample [Cao and Yang, 2015, Golatkar
et al., 2020a, Sekhari et al., 2021, Bourtoule et al., 2021, Golatkar et al., 2021, Kurmanji et al., 2023].
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of high-dimensional vectors in PTMs, e.g., 512-D for each “context” (i.e., learnable token in the
prompt) in CLIP ViT-B/16 [Dosovitskiy et al., 2021]. To mitigate this issue, we propose Latent
Context Sharing (LCS), a novel parametrization method of the contexts. The core of LCS is to pa-
rameterize each context with low-dimensional latent components, which consist of token-specific
components and common components among multiple tokens for the prompt. Experimental results
on four standard benchmark datasets demonstrate that our method improves zero-shot CLIP and
outperforms reasonable baselines based on black-box prompt tuning [Sun et al., 2022b].

The main contributions of this paper are summarized as follows:

• We introduce Black-Box Forgetting, a novel problem of selective forgetting for black-box
models.

• We propose a novel method for Black-Box Forgetting based on derivative-free optimization
of learnable text prompt.

• We introduce Latent Context Sharing (LCS), a novel parametrization method of contexts
for mitigating the difficulty of high-dimensional optimization with derivative-free optimiza-
tion.

2 Related Work

Machine Unlearning Machine unlearning aims to remove an arbitrary sample from a pre-trained
model, i.e., obtaining a model that is identical to the one trained from scratch without that sam-
ple [Cao and Yang, 2015, Golatkar et al., 2021, Sekhari et al., 2021, Bourtoule et al., 2021, Kur-
manji et al., 2023, Guo et al., 2020, Chen et al., 2019]. Many methods have been proposed, for
example, to construct a forgettable model by transforming the learning algorithm into a sum of the
training samples [Cao and Yang, 2015], to achieve forgetting by linear approximation of a nonlinear
model [Golatkar et al., 2021], and to update the model to be closer to / farther from the original
model in the retain / forget samples [Kurmanji et al., 2023]. Methods specific to certain learning
algorithms such as LDA [Guo et al., 2020] and SVM [Chen et al., 2019] have also been explored.
Machine unlearning and Black-Box Forgetting are closely related but different; Machine unlearning
aims to remove the influence of specified training samples on the training model, whereas Black-
Box Forgetting aims to prevent the recognition of specified classes. Forgetting specified classes has
attracted much attention recently in various contexts [Heng and Soh, 2023, Lu et al., 2024, Zhang
et al., 2024, Shibata et al., 2021, Ye et al., 2022]. We in this paper address the black-box setting,
which has not yet been explored.

Selective Forgetting. Shibata et al. [2021] proposed Learning with Selective Forgetting (LSF),
which updates the model for a new task by forgetting only certain classes from the previous task
while memorizing the rest of the classes. Golatkar et al. [2020a] introduced a scrubbing method that
involves a shift in weight space and addition of noise to the weights to remove information from
network weights. They also proposed a forgetting mechanism to linearly approximate the weights
that would have been obtained by unlearning [Golatkar et al., 2020b, 2021]. Tarun et al. [2023]
proposed an error-maximization-based method to learn a noise matrix for the class to forget, and
the model is updated by training on this noise. Then, fine-tuning on the classes to be memorized to
adjust the model weights.

Since these methods require the model weights or the gradient of the model parameters, they cannot
be applied to black-box models. In this paper, we introduce a new selective forgetting method for
black-box models that does not require the model weights or the gradient of the model parameters.

Black-Box Learning. Black-Box Tuning (BBT) [Sun et al., 2022b] is a black-box prompt tuning
method for large language models. BBTv2 [Sun et al., 2022a] improves BBT with deep prompt tun-
ing. They achieve accuracy comparable to white-box learning methods in various natural language
tasks. BDPL [Diao et al., 2023] fine-tunes a collection of discrete prompts for language models by
treating the word choice in the prompt as a reinforcement learning policy.

BlackVIP [Oh et al., 2023], the first black-box learning method for vision-language models, opti-
mizes a generative model that generates visual prompts embedded in images by zeroth-order opti-
mization. LFA [Ouali et al., 2023] extends the capabilities of black-box models by assuming access
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to pre-computed features from pre-trained backbones. Through a multi-stage procedure, it optimizes
a projection layer to enhance alignment between pre-computed image features and class prototypes.
Guo et al. [2023] introduced a collaborative black-box tuning (CBBT) for optimizing both the tex-
tual prompt and adapting output visual features in black-box vision-language models. The textual
prompt is optimized by estimated gradients and the visual adapter is trained through direct super-
vised learning from the output features.

In this study, we focus on textual prompt tuning for the black-box model and introduce Latent
Context Sharing (LCS), which improves accuracy while reducing the number of dimensions to be
optimized.

3 Method
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Figure 2: Comparison of context parametrization. (a)
Vanilla prompt tuning optimizes the textual prompt
directly. This approach requires high-dimensional
optimization. (b) BBT [Sun et al., 2022b] opti-
mizes a lower-dimensional latent context instead of
directly optimizing textual prompt to mitigate high
dimensionality. (c) In our LCS, for more effective
optimization, a latent context is composed of unique
components and common components among mul-
tiple latent contexts, and each component is opti-
mized independently.

The overview of the proposed method is
illustrated in Fig. 1. We use the vision-
language model CLIP [Radford et al.,
2021] as the base model and optimize
an input prompt for the CLIP text en-
coder based on the loss that requests re-
duced accuracy of selected classes. The
derivative-free optimization method must
be used to optimize a textual prompt
for the black-box model where the gra-
dients of its parameters are unavailable.
We employ CMA-ES, a widely used evo-
lutionary algorithm for black-box opti-
mization in continuous, because a tex-
tual prompt to be optimized is a con-
tinuous variable. CMA-ES is a multi-
point search algorithm based on a multi-
variate normal distribution and proceeds
the search by iterating (i) sampling candi-
date solutions, (ii) evaluating the loss val-
ues of the candidates, (iii) weighting the
candidates based on the loss values, and
(iv) updating the mean and covariance
matrix of the distribution by using the
weighted candidates. Due to the nature
of multi-point search, the performance of
CMA-ES degrades in high-dimensional
problems, typically ten or more dimen-
sions [Ros and Hansen, 2008, Akimoto
and Hansen, 2016]. While several ex-
tensions have been proposed, e.g., [Ros
and Hansen, 2008, Akimoto and Hansen,
2016], these methods require knowledge
of independence among variables, which
is not always known. In this paper, we
propose a customized extension of CMA-
ES to Black-Box Forgetting. In general,
when applied to high-dimensional black-
box continuous optimization by CMA-
ES, the computational complexity can be-
come a hindrance. The key is reducing
the dimensions of the latent variables in
the textual prompt while preserving their
context representations.
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3.1 Context Parametrization

We discuss two types of context parametrizations: i) Latent Representation with Random Projection
for Black-Box Tuning (BBT) [Sun et al., 2022b] as preliminary; ii) Latent Context Sharing (LCS)
for our method, a more effective context parametrization approach for the black-box forgetting.

i) Preliminary: Latent Representation with Random Projection. The dimension D of a context
in the prompt is extremely large, which makes derivative-free optimization difficult. To mitigate this
high dimensionality, BBT introduces a low-dimensional latent context [zall] ∈ Rd×m, where d is
the dimension of a latent context and m is the number of latent contexts. Then, BBT divides [zall]
into [zi] ∈ Rd and generates contexts for the prompt by projecting them to the original context
dimension by a random projection A ∈ RD×d (see Fig. 2b) sampled from a normal distribution
N (0, σ), where σ is the standard deviation of the context (token) embeddings. The dimension of
variables to be optimized is suppressed more than optimizing a context directly because d is a lower
dimension than the original context dimension (d ≪ D).

ii) Latent Context Sharing. As empirically shown later in Sec. 4.2, the effectiveness of the con-
text parametrization for BBT described above is limited for selective forgetting settings. We propose
latent context sharing (LCS), a more efficient context parametrization.

Fig. 2c shows the overview of LCS. The key idea is to assume shared parameters among differ-
ent latent contexts. This inspiration comes from successful word embedding methods; most word
embedding methods are trained on the assumption that locally co-occurring words have semantic
correlations between them (e.g., [Milkolov et al., 2013, Pennington et al., 2014, Devlin et al., 2019]).
This inspires the idea of explicitly modeling semantic correlations between words in a prompt as
shared components. We assume that each latent context is composed of unique components (Unique
Latent Contexts (ULC)) and common components (Shared Latent Context (SLC)) among multiple
latent contexts. Then, we optimize each ULC and SLC independently. Each latent context [zi] is
obtained by concatenating SLC [zs] ∈ Rds

and ULC [zu]i ∈ Rdu

(i = 1, · · · ,m), where m is the
number of latent contexts, ds and du are the dimension of SLC and ULC, respectively. Despite the
number of parameters prepared for BBT and LCS is the same (m × d = ds + m × du), LCS is
possible to significantly reduce the number of optimization dimensions compared to BBT2, because
LCS optimizes each ULC and SLC independently. Compared to assuming that each latent context is
completely independent (i.e., using only ULC), providing common components has the substantial
advantage of not losing dependencies among multiple tokens for the prompt.

Note that, CoCoOp [Zhou et al., 2022a] also introduces an approach that incorporates a shared
component in the context of the prompt to improve the generalization in the white-box setting.
While CoCoOp learns the network that generates a shared component based on image features,
our method directly learns the shared component. The optimization for our black-box forgetting
using our method becomes simpler because the number of dimensions for optimization is minimal.
As shown in the experimental results in Sec. 4, introducing a shared component is effective, which
suggests that optimization of shared components has a impact in our problem settings.

3.2 Loss Functions

We apply different loss functions to the classes to be memorized and the classes to be forgotten. The
cross-entropy loss is used for the classes to be memorized to maintain the classification accuracy:

Lmemorize(p, t, C) = −
C−1∑
i=0

ti log pi, (1)

where C is the total number of classes, p is confidence of each class obtained by applying the
Softmax function to the similarity of each class, which is the output of CLIP, and t is the one-hot
vector of the label of an input image.

A naive approach to ensuring that selected target classes are forgotten is to reduce the confidence
of that class in the input images of the class. In general, however, this naive approach leads to
undesirable behavior in the model. For example, if we force the model to forget the class “dog,”

2The actual amount of calculation is O(d2) as CMA-ES estimates the covariance matrix internally.
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it may lead to the model always classifying images of “dog” as the class with features similar to
“dog,” e.g., “cat.” Moreover, such an unintentional bias may provide sufficient clues to identify the
forgotten classes, and consequently may lead to the risk of information leakage. We, therefore, want
to make the classification results for images with the forgotten classes close to random and exclude
information about the classes. To this end, we maximize the entropy of confidence for each image
of the classes to be forgotten. The loss function for the classes to be forgotten is as follows:

Lforget(p, C) = − 1

C

C−1∑
i=0

log pi, (2)

where p and C are the same as Eq. (1).

To summarize, the final objective that we minimize becomes L = Lmemorize+Lforget. We optimize
latent contexts by CMA-ES using the final objective L.

3.3 Derivative-Free Optimization: CMA-ES

Since backpropagation cannot be applied to black-box models, we adopt the CMA-ES (Covariance
Matrix Adaptation Evolution Strategy) [Hansen et al., 2003], which is a derivative-free optimizer for
continuous optimization. In the t-th iteration, the CMA-ES samples the λ candidate solutions from
a multivariate normal distribution N (mt, σ

2
t ·Ct), where mt ∈ Rd is the mean vector of the search

distribution, σt ∈ R+ is the step-size, Ct ∈ Rd×d is a covariance matrix. The λ solutions should be
evaluated on an objective function f , then the CMA-ES updates the parameters Ct, mt and σt by
ranking the λ solutions by function value (cf. [Hansen, 2016]).

4 Experiments

We evaluate the class forgetting performance of our method on image classification tasks. We first
describe our experimental setup, including the datasets, baselines, implementation details, and eval-
uation metrics. We then report the main comparative results between our method and the baselines,
as well as a series of analyses of our method.

4.1 Setup

Datasets. We use four benchmark datasets, i.e., CIFAR-10, CIFAR-100, CUB-200-2011, and Ima-
geNet30. CIFAR-103 and CIFAR-1004 comprise of a total of 50,000 training images and 10,000 test
images [Krizhevsky et al., 2009]. These datasets have 10 and 100 classes, respectively. CUB-200-
2011 [Wah et al., 2011] comprises of images of 200 distinct bird species, with 5,994 training images
and 5,794 test images. ImageNet30 [Hendrycks et al., 2019] is a 30-class subset of the original
ImageNet-1k dataset [Deng et al., 2009] (The results on the original ImageNet-1k dataset can also
be found in Appendix A.2). It consists of 39,000 training images and 3,000 test images. We conduct
experiments in the few-shot condition. We randomly select different k samples of each class from
the original training images to construct a k-shot training set and a k-shot validation set. We set k to
16 for CIFAR-10 and ImageNet30, 4 for CIFAR-100, 1 for CUB-200-2011. For testing, we use the
original test set. Unless otherwise noted, the first 40% of classes are to be forgotten, while the other
classes are to be memorized.

Baselines. Black-Box Forgetting has never been studied before, and there is no existing method
directly applicable to this problem. So we compare the proposed method with zero-shot CLIP [Rad-
ford et al., 2021], BBT [Sun et al., 2022b] and CBBT [Guo et al., 2023], which are the reasonable
baselines as it is for black-box prompt tuning. We apply the same loss functions as our method to
BBT and CBBT (w/o adapter) for comparison. CBBT introduces a method that combines textual
prompt tuning and adapting output visual features for black-box vision-language models. However,
in this paper, the conditions are such that visual features cannot be obtained, and only the final in-
ference results can be used. So we compared the proposed method with CBBT without using any
adapter. We also apply the same loss functions as our method to CoOp [Zhou et al., 2022b], a white-
box method, and use the results as reference values under conditions where information on the target
model is available.

3, 4https://www.cs.toronto.edu/~kriz/cifar.html
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Table 1: Comparisons with the baselines. The best value is shown in bold. BBT [Sun et al., 2022b] and
CBBT (w/o adapter) [Guo et al., 2023] are the reasonable baselines as these are for black-box prompt
tuning. CoOp [Zhou et al., 2022b] is a white-box method and is included for a reference. Performance
is evaluated using the three metrics: the error Errfor for the classes to be forgotten, the accuracy
Accmem for the classes to be memorized, the harmonic mean H of Errfor and Accmem. Higher
values mean better performance.

Method CIFAR-10 CIFAR-100
H ↑ Errfor ↑ Accmem ↑ H ↑ Errfor ↑ Accmem ↑

Zero-Shot CLIP 15.30 8.37 89.05 42.14 31.17 65.03
BBT 85.69±0.02 79.31±0.03 93.19±0.01 78.36±0.01 87.30±0.01 71.09±0.00

CBBT 93.48±0.02 90.99±0.04 96.11±0.00 73.20±0.00 72.69±0.01 73.72±0.00

Ours (w/o LCS) 72.37±0.13 58.57±0.17 94.68±0.01 79.38±0.02 89.17±0.03 71.52±0.01

Ours 95.07±0.01 96.10±0.02 94.06±0.01 80.99±0.01 93.37±0.02 71.52±0.01

CoOp (White-Box) 96.49±0.00 96.95±0.01 96.04±0.00 82.22±0.00 99.81±0.00 69.90±0.01

Method CUB-200-2011 ImageNet30
H ↑ Errfor ↑ Accmem ↑ H ↑ Errfor ↑ Accmem ↑

Zero-Shot CLIP 46.30 46.20 46.41 2.31 1.17 98.00
BBT 58.75±0.01 88.98±0.04 43.85±0.01 94.22±0.05 90.17±0.08 99.06±0.01

CBBT 56.84±0.01 73.52±0.02 46.33±0.01 87.88±0.08 79.69±0.12 99.32±0.02

Ours (w/o LCS) 58.78±0.01 85.85±0.01 44.69±0.01 95.26±0.02 92.19±0.03 98.59±0.01

Ours 59.67±0.01 89.29±0.01 44.81±0.01 97.28±0.01 95.94±0.01 98.67±0.01

CoOp (White-Box) 63.20±0.02 98.09±0.02 46.62±0.02 99.30±0.01 99.72±0.00 98.89±0.01

Implementation Details. We use ViT-B/16 [Dosovitskiy et al., 2021] as our CLIP image encoder.
We set the number of latent contexts m = 4 for CIFAR-10, and m = 16 for CIFAR-100, CUB-
200-2011 and ImageNet30, respectively. The dimension of a latent context in BBT d, Shared Latent
Context (SLC) ds, and Unique Latent Contexts (ULC) du are set to d = 10, ds = 20, du = 5 for
CIFAR-10, and d = 125, ds = 400, du = 100 for CIFAR-100, CUB-200-2011 and ImageNet30, re-
spectively. For optimization, CMA-ES with the population size of 20 is applied in all the conditions,
as done in [Sun et al., 2022b]. We optimize the latent contexts for 400 iterations for CIFAR-10 and
ImageNet30, and 800 iterations for CIFAR-100 and CUB-200-2011. All the hyperparameters are
tuned on the validation sets, which are distinct from the training and test sets.

Evaluation Metrics. We use the following three evaluation metrics: (i) Errfor is the error for the
classes to be forgotten; (ii) Accmem is the accuracy of the classes to be memorized; (iii) H is the
harmonic mean of Errfor and Accmem as in [Shibata et al., 2021]. H gives the overall selective
forgetting performance as it is a balance between the forgetting rate for the classes to be forgotten
and the classification accuracy for the classes to be memorized. Higher values for all these metrics
are desirable. For all the experimental results, including those in the Appendix sections, we report
the average performance of the three runs with different random seeds, as well as their standard
deviations.

4.2 Main Results: Comparisons with Baselines

Table 1 shows the main comparative results with the baseline methods. Our method improves zero-
shot CLIP and outperforms all the baselines on all the datasets.

Comparing our method with BBT, these two are comparable in Accmem. However, ours is signifi-
cantly better than BBT in Errfor and consequently clearly outperforms BBT in H as well for all the
datasets; in particular, ours is better than BBT by 9.38% on CIFAR-10. These results suggest that
our LCS can optimize the learnable latent contexts more effectively in the black-box setting than
BBT, which optimizes all the latent contexts independently.

When comparing our method with CBBT, which is the state-of-the-art black-box tuning method, we
can see that ours outperforms CBBT on all the datasets. While ours is slightly inferior in Accmem,
it is significantly better in Errfor on all the datasets. These results demonstrate that our method
achieves higher selective forgetting performance than CBBT and is a more suitable for the black-
box forgetting task.
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Figure 3: Sensitivity to the number of latent contexts. Results of BBT [Sun et al., 2022b] and Ours for
varying number of the latent contexts. We can see that our method shows stable performance within
a wide range of the number of latent contexts in contrast BBT.

To clarify the impact of our context parametrization method, LCS, we also evaluate the performance
of Ours (w/o LCS), i.e., the case without LCS where each latent context is optimized independently.
Although these two are highly comparable in Accmem, Ours (with LCS) clearly outperforms Ours
(w/o LCS) by large margins and consequently shows distinct superiority in H as well. These results
prove that adequate selective forgetting performance cannot be achieved without LCS. Interestingly,
these evaluations clearly suggest that each latent context is not inherently independent and that
the idea of LCS to model dependencies among latent contexts by introducing a common latent
component is valid.

Finally, we compare our method with the white-box method based on CoOp [Zhou et al., 2022b],
where the latent contexts are optimized by minimizing the same loss functions as ours through the
standard backpropagation process. Although CoOp is better able to increase Errfor than Ours, the
differences are within the acceptable ranges. For example, the difference in Errfor is less than 1%
and that in H is less than 2% on CIFAR-10. These results show that even though our method is
black-box, it can perform as well as white-box approaches.

4.3 Analysis

4.3.1 Sensitivity to The Number of Latent Contexts

We investigate the sensitivity of the performance of our method to the number of latent contexts m.
Fig. 3 shows Errfor, Accmem and H when the number of latent contexts m is varied on CIFAR-10.
As the number of latent contexts m increases, the performance in all the metrics tends to improve.
This is natural behavior, as the performance improves as the number of trainable parameters in-
creases. Comparing Ours and BBT, we see that Ours for m = 4 and BBT for m = 16 are almost
comparable. This means that BBT needs to optimize about four times the number of dimensions to
compete with our LCS, indicating that our LCS provides excellent trade-offs. Furthermore, while
BBT suffers a sharp drop in accuracy with decreasing m, our method shows only a small decrease
from m = 16 even when m = 1. This suggests that our LCS is robust to the decrease in the number
of latent contexts and its significant superiority to BBT for latent context representation.

4.3.2 Sensitivity to The Dimensionality of SLC and ULC

We investigate the sensitivity of our method to ds and du, which are the number of dimensions
of SLC and ULC, respectively. In our LCS, the total number of dimensions d to be optimized is
determined as d = ds +m × du (see Sec. 3.1); we evaluate the performance when we change the
ratio ds : du under the condition where d = 40 and m = 4 for CIFAR-10, and d = 2000 and m = 16
for CIFAR-100 and CUB-200-2011. Fig. 4 shows the results on the three datasets. First, we can
see that for all the datasets, the performance in Errfor and H significantly degrades for ds = 0 (i.e.,
when no SLC is used) than for the other cases, which supports the validity of the core idea of our
LCS that introduces the shared components. As expected, the performance is substantially improved
by setting the appropriate ratio. This is a natural trade-off: if ds (i.e., the number of dimensions
of SLC) is too large, the ability to represent the context is reduced and performance deteriorates;
conversely, if du (i.e., the number of dimensions of ULC) is too large, optimization becomes difficult
and performance deteriorates. Meanwhile, our method achieves satisfactory performance in the wide
range of ds : du. Second, when we compare Ours with BBT, Ours is superior to BBT in the wide
range of ds : du. These results justify the strong robustness of our method to ds and du.

8



36:1 28:3 20:5 12:7 4:9 0:10
d s : du

0.70

0.75

0.80

0.85

0.90

0.95

1.00

H

Ours
BBT

36:1 28:3 20:5 12:7 4:9 0:10
d s : du

0.5

0.6

0.7

0.8

0.9

1.0

E
rr

fo
r

Ours
BBT

36:1 28:3 20:5 12:7 4:9 0:10
d s : du

0.90

0.91

0.92

0.93

0.94

0.95

0.96

A
cc

m
em

Ours
BBT

(a) CIFAR-10

400:100 240:110 80:120 0:125
d s : du

0.77

0.78

0.79

0.80

0.81

0.82

H

Ours
BBT

400:100 240:110 80:120 0:125
d s : du

0.86

0.88

0.90

0.92

0.94

E
rr

fo
r

Ours
BBT

400:100 240:110 80:120 0:125
d s : du

0.700

0.705

0.710

0.715

0.720

0.725

0.730

A
cc

m
em

Ours
BBT

(b) CIFAR-100

400:100 240:110 80:120 0:125
d s : du

0.586

0.588

0.590

0.592

0.594

0.596

0.598

H

Ours
BBT

400:100 240:110 80:120 0:125
d s : du

0.85

0.86

0.87

0.88

0.89

0.90

E
rr

fo
r

Ours
BBT

400:100 240:110 80:120 0:125
d s : du

0.438

0.440

0.442

0.444

0.446

0.448

0.450

A
cc

m
em

Ours
BBT

(c) CUB-200-2011

Figure 4: Sensitivity to the dimensionality of SLC and ULC. Results of BBT [Sun et al., 2022b] and Ours
for varying number of dimensions of SLC ds and ULC du. We can see the effectiveness of our
method in the wide range of ds : du.

Table 2: Ours vs. BBT with modified CMA-ES. Results of VkD-CMA-ES are for k = 30 on CIFAR-10 and
for k = 1500 on CIFAR-100, CUB-200-2011, and ImageNet30.

Method CIFAR-10 CIFAR-100
H ↑ Errfor ↑ Accmem ↑ H ↑ Errfor ↑ Accmem ↑

BBT w/ Sep 93.38±0.01 93.33±0.02 94.64±0.01 69.29±0.01 67.83±0.02 70.81±0.01

BBT w/ VkD 94.11±0.00 95.25±0.02 92.99±0.01 75.41±0.02 79.56±0.01 71.67±0.01

Ours 95.07±0.01 96.10±0.02 94.06±0.01 80.99±0.01 93.37±0.02 71.52±0.01

Method CUB-200-2011 ImageNet30
H ↑ Errfor ↑ Accmem ↑ H ↑ Errfor ↑ Accmem ↑

BBT w/ Sep 53.74±0.02 74.72±0.02 41.96±0.02 91.18±0.02 84.44±0.04 99.07±0.00

BBT w/ VkD 55.12±0.02 81.49±0.03 41.65±0.02 91.25±0.05 84.58±0.09 99.06±0.00

Ours 59.67±0.01 89.29±0.01 44.81±0.01 97.28±0.01 95.94±0.01 98.67±0.01

4.3.3 Ours vs. BBT with Modified CMA-ES

CMA-ES [Hansen et al., 2003] is widely used in black-box optimization, but when applied to high-
dimensional black-box continuous optimization, the computational complexity can become a hin-
drance. To apply CMA-ES to high-dimensional optimization, modified versions such as Sep-CMA-
ES (Sep) [Ros and Hansen, 2008] and VkD-CMA-ES (VkD) [Akimoto and Hansen, 2016] have
been developed. Sep-CMA-ES realizes the computational complexity O(d) that is linear with re-
spect to the number of dimensions by restricting the covariance matrix to a diagonal matrix. In
other words, the solution generation distribution of Sep-CMA-ES does not consider the covariance
between variables, but only the variance of each variable. In VkD-CMA-ES, the covariance matrix
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Figure 5: Sensitivity to the ratio of the classes to be forgotten. Results on CIFAR-10 when changing the
ratio of the classes to be forgotten. Our method is robust to the ratio of the classes to be forgotten
compared to baselines.

is expressed as C = D(Id +VVT )D, where D is a diagonal matrix, V is a d× k-dimensional real
matrix in which each column is orthogonal, and k is a hyperparameter that determines the degree
of freedom of the covariance matrix model. Given the availability of these modified CMA-ESs, one
question would be that, can our method still perform better than BBT, even when it is combined
with these modified CMA-ESs? Table 2 shows the comparisons between Ours and BBTs with the
above two variants of CMA-ES. Ours achieves the best performance in terms of H and Errfor for
all the datasets. In particular, the two BBT variants show Errfor more than 10% lower than our
method on CIFAR-100 and ImageNet30. These results show that our LCS surpasses Sep-CMA-ES
and VkD-CMA-ES as a context parametrization method in the black-box forgetting task.

4.3.4 Sensitivity to The Ratio of The Classes To Be Forgotten

Fig. 5 shows Errfor and H when changing the ratio of the classes to be forgotten rfor on CIFAR-10.
For BBT, we see a decreasing trend in Errfor as the number of classes to be forgotten increases.
This suggests that the context representation of BBT is inefficient, making it difficult to forget mul-
tiple classes at a time. CBBT shows some robustness, but as with BBT, we see that Errfor tends
to decrease as the number of classes to be forgotten increases. In contrast, our method does not
decrease Errfor even if the number of classes to be forgotten increases, which confirms the strong
performance of our LCS. In terms of H , compared to the baselines, our method shows high robust-
ness independent of the number of classes to be forgotten and achieves high selective forgetting
performance.

5 Limitations

Our method optimizes the context (token) embeddings of the model through a derivative-free opti-
mization, CMA-ES. That is, we assume that we have access to the context embeddings of the target
model. This is a common black-box setting, as similar assumptions have also been made in most of
the existing studies [Sun et al., 2022b,a, Guo et al., 2023]. However, there should be models in the
real world with a higher level of "black boxness," i.e., models in which even access to contextual
embeddedness is prohibited. Addressing such a case is a subject for future research.

6 Conclusion

We proposed Black-Box Forgetting, a novel problem of selective forgetting for black-box models.
We introduced Latent Context Sharing (LCS), an efficient and effective parametrization method
of prompt, which is suitable for derivative-free optimization. Experimental results demonstrated
that our method outperforms the reasonable baselines with significant margins. In addition, the
sensitivity analyses showed the effectiveness of our LCS.
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A Appendix

A.1 Broader Impacts

In this paper, we introduced the novel problem called Black-Box Forgetting, i.e., the task of selective
forgetting for large-scale and black-box pre-trained models, and demonstrated the potential effective-
ness of parametrizing the latent contexts in the text prompts into unique and shared components. We
here would like to emphasize several potential benefits of our work.

1. Toward addressing the “Right to be Forgotten”: It should comply with the request that if a
service provider is asked to remove information so that their model cannot recognize cer-
tain information. This can be accomplished by training the model from scratch by removing
samples of that class from the training data. However, retraining a large-scale model con-
sumes an enormous amount of energy, which should be avoided. Selective forgetting may
provide an efficient solution to this problem.

2. Toward efficient large-scale pre-trained models: Improving the efficiency of large-scale pre-
trained models is of current interest to many researchers. Various attempts have been made
such as model compression and architecture optimization (e.g., https://sites.google.
com/view/elvm/program). Meanwhile, as the “scaling law” indicates, the reasonable
size of a model correlates with the amount of knowledge it memorizes. Therefore, if the
number of classes (amount of knowledge) that can be recognized by the model is limited,
the model can be scaled down accordingly, thereby improving the efficiency of the model.
This contributes to expanding the applicability of large-scale pre-trained models.

3. Toward better control over text-to-image generation: While diffusion-based text-to-image
generation can generate diverse types of high-quality images, controlling the content of
images remains a challenge. Recent research has focused on “forgetting” visual concepts
in order to avoid generating undesirable content [Graves et al., 2021, Lu et al., 2024, Zhang
et al., 2024]. These methods forget certain classes by directly fine-tuning the diffusion
model, but tuning the diffusion model itself is often costly. In contrast, given that typical
generative models use a text encoder of a pre-trained VLM (e.g., CLIP) for conditioning,
our method may provide an efficient approach to class forgetting by fine-tuning only the
prompts of the text encoder.

We believe that our paper will open new directions for these important problems of interest to the
machine learning community, even if these are not immediately feasible with this paper alone.

A.2 Comparative Results on ImageNet-1k

We conduct experiments on ImageNet-1k [Deng et al., 2009] to verify the effectiveness of our
method on a larger-scale dataset. The setup is the same as the cases for CIFAR-100 and CUB-
200-2011 (see Sec. 4.1). The results are shown in Table 3. Our method outperforms all the baselines
in terms of H and Errfor, which supports the effectiveness of our method further.

Table 3: Comparative results on ImageNet-1K.
Method H ↑ Errfor ↑ Accmem ↑
Zero-Shot CLIP 41.79 30.78 65.07
BBT 75.08±0.01 93.58±0.02 62.68±0.00

CBBT 75.28±0.01 88.53±0.03 65.49±0.00

Ours (w/o LCS) 74.65±0.00 91.73±0.01 62.94±0.00

Ours 76.35±0.00 94.80±0.01 63.91±0.00

CoOp (White-Box) 77.42±0.01 94.78±0.03 65.43±0.01

A.3 Trade-off between Errfor and Accmem

Tables 1 and 3 shows that our method performs poorly in Accmem than the baseline methods. This
is because Errfor and Accmem are in a trade-off relationship, with Accmem tending to decrease
as Errfor is increased. This is presumably because features between classes are not completely
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disentangled in the feature space, so forgetting one class may negatively affect other classes (just as
dog and cat share some common features). To provide justification for this, we report the results of
using a loss more prioritized (weighted) for Accmem in our method in Table 4 as “Ours (Acc prio.).”
We can see that Ours (Acc prio.) outperforms all the other methods in Accmem, with sacrificing
Errfor. Notably, both Ours and Ours (Acc prio.) outperform BBT and CBBT in H , indicating that
our method achieves a better trade-off than BBT and CBBT.

Table 4: Trade-off between Errfor and Accmem evaluated on CUB-200-2011.
Method H ↑ Errfor ↑ Accmem ↑
Zero-Shot CLIP 46.30 46.20 46.41
BBT 58.75±0.01 88.98±0.04 43.85±0.01

CBBT 56.84±0.01 73.52±0.02 46.33±0.01

Ours (w/o LCS) 58.78±0.01 85.85±0.01 44.69±0.01

Ours 59.67±0.01 89.29±0.01 44.81±0.01

Ours (Acc prio.) 59.17±0.00 80.87±0.00 46.65±0.01

CoOp 63.20±0.02 98.09±0.02 46.62±0.02

Furthermore, the results on CUB-200-2011 in Table 1 show that the white-box method CoOp [Zhou
et al., 2022b] only improves Accmem by 0.2% from zero-shot and our method even hurts Accmem.
Our problem is to achieve forgetting only specified classes while maintaining the accuracy of the
other classes to be memorized, i.e., to improve Errfor while maintaining Accmem. Achieving both
of these is more challenging than merely improving Accmem alone. To verify our argument here, we
report an analysis in Table 5. “CoOp (White-Box w/ only memorization)” shows the results when
white-box tuning by CoOp is performed to minimize the cross-entropy loss over only the classes to
be memorized, i.e., forgetting is not performed. We can see a significant improvement in Accmem.
This result proves that, even in a white-box setting, achieving both improving Accmem and Errfor is
more difficult than merely improving Accmem alone. Since the black-box setting is generally more
challenging than the white-box setting, it is not at all surprising that our method leads to a slight
degradation in Accmem.

Table 5: White-box CoOp with only memorization on CUB-200-2011.
Method H ↑ Errfor ↑ Accmem ↑
Zero-Shot CLIP 46.30 46.20 46.41
Ours 59.67±0.01 89.29±0.01 44.81±0.01

CoOp (White-Box) 63.20±0.02 98.09±0.02 46.62±0.02

CoOp (White-Box w/ only memorization) 48.94±0.00 44.01±0.01 55.10±0.02

A.4 On Zero-shot Approach to Forgetting

In this paper, we consider a few-shot learning scenario, i.e., we can access a small number of training
examples for tuning the latent contexts. However, in some practical cases, one might be faced with
a zero-shot scenario, i.e., a situation where no sample is available. We here consider a simple
zero-shot tuning approach to the black-box forgetting task by only using the class names (i.e., class
embeddings). Specifically, let zc and z denote the class embeddings before and after prompt tuning
for the class to be forgotten, respectively. We assume only z is trainable and aim to tune z by
minimizing the following negative NT-Xent loss:

LNT−Xent = log
exp(z⊤c z/τ)∑
i exp(z

⊤
i z/τ)

, (3)

where zi is the class embedding for the i-th class to be kept memorized. This loss requires z to be
orthogonal to zc as well as be similar to the embeddings of the other classes {zi}. By minimizing
the loss, we can expect that the embedding of the class to be forgotten zc is placed equidistant from
the embeddings of all the other classes {zi}.

The results are shown in Table 6. We found that the zero-shot approach (C-Emb.) performs signifi-
cantly poorly compared to our few-shot learning approach. A closer look at each evaluation metric
shows a slight advantage of C-Emb. over Ours in Errfor, but C-Emb. is far lower than Ours in
Accmem. This is probably due to the nature of the negative NT-Xent loss, whereby the embedding
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of the class to be forgotten is closer to the embeddings of the other classes to be memorized, result-
ing in more misclassifications. These results prove that tuning with only the class embeddings does
not provide satisfactory performance.

Table 6: Zero-shot (C-Emb.) vs. Few-shot (Ours).

Method CIFAR-10 CIFAR-100
H ↑ Errfor ↑ Accmem ↑ H ↑ Errfor ↑ Accmem ↑

C-Emb. 91.83±0.01 99.04±0.01 85.61±0.01 64.00±0.01 99.68±0.00 47.14±0.02

Ours 95.07±0.01 96.10±0.02 94.06±0.01 80.99±0.01 93.37±0.02 71.52±0.01

Method CUB-200-2011 ImageNet30
H ↑ Errfor ↑ Accmem ↑ H ↑ Errfor ↑ Accmem ↑

C-Emb. 51.83±0.05 99.79±0.00 35.13±0.04 67.47±0.18 90.72±0.13 58.04±0.22

Ours 59.67±0.01 89.29±0.01 44.81±0.01 97.28±0.01 95.94±0.01 98.67±0.01

The above results give us further inspiration; If training samples are available for some classes and
not for the rest, would there be a benefit from combining the two approaches? We experimented
under conditions in which half of the classes to be forgotten had training samples available and the
rest did not. We use Ours for the classes for which the training samples are available and C-Emb.
for the classes with no training samples. The result on ImageNet30 are shown in Table 7. While
Ours performed forgetting for only the classes with the training samples based on the loss given in
Sec. 3.2, Ours + C-Emb. performed forgetting for all the classes by incorporating Eq. 3. We see
that Ours + C-Emb. could outperform Ours in all the metrics, which proves the effectiveness of the
combination.

Table 7: Combining Zero-shot and Few-shot.
Ours + C-Emb. applies our few-shot approach to only the classes for which the training samples

are avilable and C-Emb. to those with no training samples.
Method H ↑ Errfor ↑ Accmem ↑
Ours + C-Emb. 92.30±0.05 86.56±0.08 98.87±0.00

Ours 89.34±0.03 81.56±0.05 98.78±0.00

A.5 Forgetting vs. Learning from Scratch

An obvious alternative to forgetting that produces a model that can recognize only the classes to
be memorized while preventing the recognition of only the classes to be forgotten is to learn the
model from scratch for only the classes to be memorized. To clarify the benefit of forgetting, we
evaluate the accuracy of ResNet-18 and ViT-B/16 trained from scratch over only the classes to be
memorized. The results are shown in Table 8. As can be seen, both models cause severe overfitting
to the training data. That is, while these models achieve reasonable accuracy on the training data,
they exhibit severely poor performance on the test data. We also tested both models when initialized
with ImageNet pre-trained weights. While the results are improved to some extent for ResNet-18,
these are still far behind our forgetting method. The reason for this is that, following the common
protocol in context optimization [Zhou et al., 2022b], we conducted our experiments in few-shot
scenarios as explained in Sec. 4.1, which overwhelmingly lacks the number of training samples to
learn the weights for even ResNet-18 and Vit-B/16. These results demonstrate the superiority of our
forgetting approach, which achieves effective tuning with a small sample size.

A.6 Forgetting vs. Fine-tuning over The Classes To Be Memorized

Another alternative approach to forgetting would be to only fine-tuning the model over the classes
to be memorized. That is, do nothing to the classes to be forgotten and cause catastrophic forgetting.
We test the performance of fine-tuned CLIP over only the classes to be memorized (Fine-tune CLIP).
The results are shown in Table 9. Compared to our method, which explicitly facilitates forgetting
of the classes to be forgotten, catastrophic forgetting alone (Fine-tune CLIP) is not sufficient to
achieve satisfactory forgetting performance. Also, our method is comparable to the Fine-tune CLIP
in Accmem except for CUB-200-2011, which does not significantly impair the classification accuracy
for the classes to be memorized. These results support the validity of our forgetting approach.
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Table 8: Forgetting vs. Learning from scratch evaluated in Accmem ↑ (ViT-B/16, ResNet18).

Method CIFAR-10 CIFAR-100
Test Train Test Train

ResNet18 From Scratch 39.94±0.02 98.96±0.01 11.16±0.00 96.39±0.02

ViT-B/16 From Scratch 29.76±0.00 68.05±0.08 5.53±0.00 36.81±0.08

ResNet18 w/ pretrained weights 60.53±0.04 99.65±0.00 25.98±0.01 100.00±0.00

ViT-B/16 w/ pretrained weights 34.48±0.04 73.96±0.22 8.44±0.00 91.53±0.05

Ours 94.06±0.01 95.92±0.00 71.52±0.01 78.61±0.01

Method CUB-200-2011 ImageNet30
Test Train Test Trainn

ResNet18 From Scratch 1.84±0.02 98.89±0.00 36.20±0.01 98.26±0.01

ViT-B/16 From Scratch 1.42±0.00 52.78±0.17 16.56±0.02 34.14±0.06

ResNet18 w/ pretrained weights 7.60±0.01 100.00±0.00 67.00±0.03 99.65±0.00

ViT-B/16 w/ pretrained weights 1.45±0.00 76.11±0.21 27.41±0.05 98.15±0.01

Ours 44.81±0.01 53.61±0.01 98.67±0.01 99.19±0.00

Table 9: Forgetting vs. Fine-tuned CLIP over the classes to be memorized.

Method CIFAR-10 CIFAR-100
H ↑ Errfor ↑ Accmem ↑ H ↑ Errfor ↑ Accmem ↑

Fine-tune CLIP 59.48±0.11 44.21±0.11 95.48±0.01 40.89±0.00 28.66±0.00 71.32±0.00

Ours 95.07±0.01 96.10±0.02 94.06±0.01 80.99±0.01 93.37±0.02 71.52±0.01

Method CUB-200-2011 ImageNet30
H ↑ Errfor ↑ Accmem ↑ H ↑ Errfor ↑ Accmem ↑

Fine-tune CLIP 48.94±0.00 44.01±0.01 55.10±0.02 2.68±0.01 1.36±0.01 98.56±0.03

Ours 59.67±0.01 89.29±0.01 44.81±0.01 97.28±0.01 95.94±0.01 98.67±0.01

A.7 CoOp with Model Parameter Update

We evaluate another white-box forgetting approach that learns latent contexts through CoOp while
also updating the model parameters. The results are shown in Table 10. We see that simultane-
ously updating the model parameters does not improve performance, but rather hurts it. This is not
surprising, as it is known that straightforward fine-tuning of the zero-shot CLIP does not improve
performance [Wortsman et al., 2022].

Table 10: Results of CoOp with updating the model parameters.

Method CIFAR-10 CIFAR-100
H ↑ Errfor ↑ Accmem ↑ H ↑ Errfor ↑ Accmem ↑

CoOp (White-box)
+ Parameter Update 75.74±0.24 92.25±0.05 73.54±0.33 79.92±0.02 85.80±0.04 74.83±0.01

CoOp (White-box) 96.49±0.00 96.95±0.01 96.04±0.00 82.22±0.00 99.81±0.00 69.90±0.01

Ours 95.07±0.01 96.10±0.02 94.06±0.01 80.99±0.01 93.37±0.02 71.52±0.01

Method CUB-200-2011 ImageNet30
H ↑ Errfor ↑ Accmem ↑ H ↑ Errfor ↑ Accmem ↑

CoOp (White-box)
+ Parameter Update 59.78±0.01 98.48±0.01 42.93±0.01 99.29±0.00 99.72±0.00 98.85±0.01

CoOp (White-box) 63.20±0.02 98.09±0.02 46.62±0.02 99.30±0.01 99.72±0.00 98.89±0.01

Ours 59.67±0.01 89.29±0.01 44.81±0.01 97.28±0.01 95.94±0.01 98.67±0.01

A.8 Impact of Sampling Distribution for Random Projection

As explained in Sec 3.1, each of the (du + ds)-dimensional latent context is projected into the
original D-dimensional context by a random projection A ∈ RD×(du+ds) sampled from a normal
distribution N (0, σ), where σ is the standard deviation of the context embeddings. We analyze the
impact of the choice of σ on the final performance. Table 11 shows the results on CIFAR-10 when
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σ is fixed to 1. We can see that the choice of σ has a significant impact on the performance in all the
evaluation metrics.

Table 11: Impact of sampling distribution for random projection. Results on CIFAR-10 when we use
N (0, 1) and N (0, σ) for drawing the random projection A.

Distribution H ↑ Errfor ↑ Accmem ↑
N (0, 1) 84.58±0.05 78.33±0.07 91.91±0.04

N (0, σ) 95.07±0.01 96.10±0.02 94.06±0.01

A.9 Performance for Different Choices of The Classes To Be Forgotten

In the experiments in the main paper (Sec. 4), 40% of the classes in each dataset were selected as
the classes to be forgotten, in ascending order of the class index, starting with the 0-th class. We
here investigate the performance of our method when using different selections of the classes to
be forgotten. The results are in Table 12. We see that our method achieves satisfactory selective
forgetting performance regardless of the choice of the classes to be forgotten.

Table 12: Results for different choices of the classes to be forgotten on CIFAR-10.
Class indices to be forgotten H Errfor Accmem

{1} 94.25±0.01 98.33±0.02 90.49±0.01

{2} 92.16±0.04 93.10±0.07 91.24±0.01

{0, 8} 94.01±0.00 97.67±0.01 90.61±0.00

{2, 5} 94.48±0.01 96.45±0.03 92.58±0.00

{2, 3, 4} 94.41±0.01 95.90±0.01 92.97±0.00

{4, 5, 6} 95.53±0.01 96.89±0.02 94.21±0.01

{1, 2, 3, 4} 93.27±0.04 92.74±0.09 93.79±0.02

{4, 5, 6, 7} 96.45±0.01 99.52±0.00 93.57±0.01

{3, 4, 5, 6, 7} 95.43±0.02 98.33±0.00 92.69±0.03

{4, 5, 6, 7, 8} 96.17±0.01 97.42±0.02 94.95±0.01

{3, 4, 5, 6, 7, 8} 95.15±0.01 96.97±0.03 93.40±0.02

{4, 5, 6, 7, 8, 9} 95.57±0.02 95.22±0.03 95.92±0.01

{1, 2, 3, 4, 5, 6, 7} 94.04±0.02 92.40±0.05 95.74±0.01

{2, 3, 4, 5, 6, 7, 8} 97.16±0.00 98.78±0.01 95.60±0.00

{1, 2, 3, 4, 5, 6, 7, 8} 97.50±0.00 97.69±0.02 97.32±0.02

{2, 3, 4, 5, 6, 7, 8, 9} 97.94±0.01 97.76±0.01 98.12±0.02

{1, 2, 3, 4, 5, 6, 7, 8, 9} 99.51±0.00 99.09±0.01 99.93±0.00

{0, 2, 3, 4, 5, 6, 7, 8, 9} 98.83±0.02 98.55±0.02 99.10±0.01

A.10 Computational Complexity

We use a single GV100 GPU with 12.885GB memory for all the experiments. Approximate compu-
tation time is 120 minutes for CIFAR-10, 400 minutes for ImageNet30 and 600 minutes for CIFAR-
100 and CUB-200-2011.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The main claims made in the abstract and introduction of our paper accurately
reflect the paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Sec 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: We do not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theo-

rems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: See Sec 4.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: The code used for the experiments in this paper can be accessed here : https:
//github.com/yusukekwn/Black-Box-Forgetting.
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• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/

public/guides/CodeSubmissionPolicy) for more details.
• While we encourage the release of code and data, we understand that this might not

be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: See Sec. 4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report error bars of the experimental results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research comforms to the NeurIPS code of ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: See Sec A.1.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We respect them properly.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the pack-

age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?
Answer: [NA]
Justification: We do not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?
Answer: [NA]
Justification: We do not crowdsource experiments or conduct research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We do not crowdsource experiments or conduct research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
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