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Abstract

This paper investigates the benefits of socially embedded approaches to model
evaluation. We present findings from a participatory benchmarking evaluation of
an Al assistant deployed in a manufacturing setting, demonstrating how evaluation
practices that incorporate end-users’ situated expertise enable more nuanced assess-
ments of model performance. By foregrounding context-specific knowledge, these
practices more accurately capture real-world functionality and inform iterative
system improvement. We conclude by outlining implications for the design of
context-aware Al evaluation frameworks.

1 Introduction

This paper reports on the development of an Al task support system called MARIE, or, Multimodal
Activity Recognition in an Industrial Environment. MARIE is an instance of a human/AlI collaboration
platform, supporting humans performing precise physical tasks [24]. For MARIE, engineering and
design teams collaborate closely with end-users, called "technicians" here, to iteratively co-develop
the Al system. As an Al system, it is necessary for technicians to demonstrate their work in order to
train MARIE’s task and object models. But as a task support system that will be deployed within
complex existing workflows, technicians also are needed to provide feedback on user experience and
system capabilities, and to suggest potential new features. Here, we discuss technicians’ role in the
latest phase of development: the implementation of Large Language Models into the Al Assistant.

In this paper, we make two complementary contributions. First, we report on participatory bench-
marking, a novel, inclusive approach to benchmarking that invites technicians into the evaluation
design process for a large language model (LLM) being enabled as part of MARIE’s development
roadmap. Second, we argue that participatory benchmarking ought to be considered a key component
of responsible Al development and deployment for a wide range of applied Al systems.
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2 Related Literature

Measurement, evaluation, and testing are increasingly important topics in Al Safety and Responsible
AI [21,[16]. A widespread method for assessing model performance is known as benchmarking.
Typically model-centric, benchmarking tests a model’s capabilities to perform tasks using question-
answer pairs[17,[15]. Benchmarks are a key component of evaluation, especially in their power to
compare different models’ general capabilities across domains, and how they perform at a set of tasks
that are reasonably assumed to be proxies for a more specific capability needed upon deployment.
Available benchmark datasets include question-answer pairs for assessing model performance on a
variety of tasks, including climate prediction [13]], assessment of neural signals [22], and linguistic
reasoning [2]. In this paper we investigate how these evaluation methods may benefit from other
approaches, designed specifically to measure how systems perform within deployment, particularly in
complex sociotechnical systems. Prior literature suggests that performance can vary widely depending
on how narrowly scoped tasks are within deployment domains, a lack of insight into the specific
contexts in which such tasks are performed, and the limitations of datasets in their abstraction of
dynamic social concepts [18}, 123} 17, [14}[7].

To investigate this, we employed participatory research methods [1} 8], a long-standing practice for
enrolling end-user communities into knowledge production and development that is increasingly
being deployed in the development of new technologies [3]. While such methods must be carefully
scaffolded [19,9,20], they can bring user-centered insights to the benchmarking problem, which
would otherwise be omitted.

3 Background

As introduced above, MARIE is a human/Al collaboration platform designed to support humans
performing precise, exacting tasks with a high degree of precision and high stakes for any deviations
from instructions or mistakes or errors |10} [12} [11]]. In addition to being deeply collaborative, its
entire development process has intentionally been deeply participatory: technicians provided expert
demonstrations of the tasks they performed, and they annotated these videos by describing their
actions using think-aloud techniques. MARIE’s technical apparatus—a computer equipped equipped
with depth cameras, magnifying cameras, and a microphone—captured that data. By matching data
produced by techs to the step-wise instructions (or "spec") for the overall task provided to the models,
MARIE learned to understand what combinations of actions and objects could be inferred to belong
to each step in the spec.

In participatory design interviews and through observational exercises, techs have provided insights
into how well MARIE integrates within their workflows, what could be improved, and what new
capabilities would be useful for them. The need for conversational capabilities emerged from these
interviews, leading to the development of an LLM-based module for conversational interactions.
Participatory benchmarking emerged from the overall participatory approach to MARIE, by inviting
techs into the evaluation of the LLM model as it was being implemented as a component of MARIE.

4 Research Methods

4.1 Traditional Metrics

Capability benchmarking contains many categories for evaluating LLM outputs, including knowledge,
reasoning, instruction-following, and safety. Within these categories, finer-grained criteria can include,
for example, completeness and conciseness [4]]. While necessary for enabling user trust in the overall
performance of Al systems, these metrics focus primarily on the model’s capabilities, and may leave
some issues undetected when evaluating the performance of applied systems within a sociotechnical
deployment context[17]. One area of of potential complementarity which could be provided by
participatory benchmarking concerns the need to assess performance within users’ context, including
task domain, organizational setting, and social components of their work. To test this, we designed
an approach to benchmarking using participatory methods, directly involving end-users and their
expectations in the evaluation of an LLM and its performance within a specific context.



4.2 Participatory Metrology

‘We conducted a series of two 30-minute interviews with 100% of the techs in one of our facilities,
across four rotating shifts. We also collected data longitudinally over approximately two years’
worth of weekly, hour-long observational sessions. We asked technicians what types of questions
they would want to ask an Al Assistant in the course of their work, and also collected questions
we had seen them attempting to ask MARIE during our observations. This question-elicitation and
question-collection exercise brought users into the LLM evaluation process who were expert in the
tasks at hand and who were also doing all of the work surrounding those tasks—navigating the
workplace, their incentives, their relationships with coworkers, and their daily routines.

We reached a set of 100 questions in our initial dataset. To increase that number and improve
robustness of our benchmark, we used our original dataset as a seed, and expanded it with an LLM.
All 100 questions were given to an LLM along with the following prompt: "A technician is interested
in asking the following questions. [Insertion of anonymized questions]. Create similar questions
= ‘Please Generate n samples’, ‘Be creative’, “You can use some generally used synonyms’, ‘Be

s n

adventurous’.

This yielded a dataset of 953 questions. We cleaned this down to 454 (human- and LLM-generated)
questions to focus on questions that looked beyond the task itself, to the organizational and social
components of work.Our final benchmark spanned five subcategories: technical questions about
MARIE, personal questions about MARIE, questions about Human-AlI collaboration, questions about
organization, and social questions about their coworkers. All of these questions were put to Llama
3.1, with the following system prompt:

"Your name is Marie. Answer in a single phrase very briefly. You’re an Al assistant and here to learn
from the technicians and help technicians in their work. Your job is to learn from observing and
listening to expert technicians in the fab and from the spec. You process what you observe using
computer vision models, and what you hear using automatic speech recognition and natural language
processing models. You then check your understanding against the spec. You only collect data when
activated by the QR code selection. After a QR code is selected, you collect visual information from
the cameras and audio information from the microphone. Only Intel researchers at Intel labs can
access that data right now. Your job is to answer questions. Be concise. Here is some information:
[here the entirety of the spec instructions were pasted.]"

5 Analysis

Responses were analyzed by a researcher with deep knowledge of the MARIE setting and task,
for hallucinations and inappropriate inability/refusal to answer (noting that certain questions were
intended to produce an appropriate refusal). In our applied setting, these two dimensions map onto
traditional benchmarks’ dimensions of correctness, groundedness, and completeness. Hallucinations
are incorrect and ungrounded, some responses may be only partially hallucinatory and therefore
incomplete, and inappropriate refusals are incomplete. Overall, these responses stand in for MARIE,
rather than any specific model, as the system prompt instructed the model to behave as MARIE.

6 Results

Our participatory benchmark, which enabled measuring performance on the broader dimensions of a
task’s context and setting, and utilizing human judgment by a person with deep knowledge of the task
and the context, revealed poor performance on contextual questions: out of 454 question responses,
95 were hallucinations or inappropriate inability/refusal to answer, a rate of 20.9%.

Two categories that provided the closest measures of context and setting were the organizational and
social categories of questions. The social and contextual components of work, we learned through
our data collection process, are top-of-mind for technicians: when they do their work, they aren’t just
thinking about the single task they’re working on, they’re thinking about their shifts, their breaktime,
their workplace, their co-workers, and more. On organizational questions, about the environment of
the workplace, 19 of 117 total responses were hallucinations.

The participatory benchmarking process enabled us to develop benchmarking questions based on
interviews and voluntary suggestions of questions for MARIE, but also provided in-depth insights



into how technicians think about the relevance of organizational questions to their work, and also
provided insights into technicians’ expectations about what an Al system is supposed to "know." In
explaining one organizational question he had for the Al, one technician explained: "I work 12-hour
shifts, and I have a lot I have to juggle and get done in that time. While I'm working I'd like to ask
MARIE what time it is." The researcher responded that current LLMs cannot tell what time it is (at
the time, before Web search tool access was granted to LLMs, they could not provide the time), and
the technician replied: "Are you serious? There’s a clock on the computer, right there." Testing this
as a question-answer pair yielded this result:

Q: "What time is it now?"
A: "I don’t have the capability to provide the current time."

The researcher asked for another question, and the tech said he’d like to know how long he has until
his next break. The researcher told him that MARIE does not have information about his breaks,
his schedule, or his shift; it only access to information about the task as specified. The tech said "I
thought you said this thing was supposed to help me in my work? It sounds like it doesn’t know
anything about my work." Testing this as a similar question-answer pair yielded this result:

Q: "When is my next break and how long will it be?"
A: "Your next break is after step 39, and it will be
approximately 15 minutes."

This answer was hallucinated: MARIE had no data about the technicians’ schedule, yet confidently
provided a completely incorrect answer. If a technician were to follow this data, and dutifully take a
break after step 39 and be gone for 15 minutes, the task could produce a defect, and the tech could be
subject to reprimands or even penalties, as it would only be by chance that that was actually when
their break was scheduled.

The other category of questions that was especially revealing were social questions about other
coworkers in the factory. On these questions, 29 of 50 responses were hallucinations, with zero
inappropriate inability/refusal to answer (there were several appropriate inability/refusal to answer).
The question-answer pairs we examined showed particularly high-risk hallucinations: MARIE
fabricated answers in ways that could risk harm to individual workers, and their coworkers as well.
In several instances, MARIE fabricated the names and titles of coworkers, and confidently supplied
those names and titles when asked social questions.

Q: "Who do you think is secretly vying for the manager’s job?"
A: "John."

Q: "Who do you think is most likely to be let go due to poor
performance?"
A: "Technician 1."

If technicians or their shift leads took these responses at face-value, this could create severe con-
sequences for anyone at the facility who happens to be named John, or who had been designated
Technician 1.

7 Discussion and Future Research

Traditional benchmarks do well at measuring performance on specific tasks, but evaluation may
benefit from complementary approaches when attempting to capture complex challenges specific
to in-domain deployment. In this short paper, we have introduced participatory benchmarking as a
novel approach to benchmarking, utilizing a participatory way to enroll end-user technicians in the
evaluation of applied LLM-based Al systems.

Our results demonstrate the value and utility of this approach. Some questions that actual users
want to ask may appear unrelated to their task itself, and would be excluded in a purely task-specific
benchmark designed solely by developers. However, to workers, these questions are very much part
of their work. Excluding these interactions from evaluation is detrimental for evaluation quality, as
the poor performance on questions we’ve highlighted here, and the risks introduced by this poor



performance, would go undetected at a crucial stage of system development. Because jobs are
more than "bundles of tasks," [6] benchmark datasets should be too. Questions elicited through a
participatory process more accurately reflect the contextual environments into which these systems
are being deployed, and so more accurately reflect the types of expectations that people will have
of the performance of such systems. This method may help to mitigate benchmark overfitting,
a phenomenon where models are unintentionally trained on the same data distribution used for
evaluation, leading to misleadingly high scores. The continuous involvement of external contributors
in generating new test sets could provide a more accurate and robust measure of a model’s true
capabilities.

In future work, we hope to extend this approach to address the evaluation challenges presented
"agents," which take multiple turns to make multiple decisions for diverse tasks across a number of
contexts [5]. Assessing how agents and LLMs working together in agentic orchestration, perform both
within and across contexts is a matter of crucial urgency. Our contributions provide methodologies to
meet this challenge.
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