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Abstract

Model scaling is becoming the default choice001
for many language tasks due to the success002
of large language models (LLMs). However,003
it can fall short in specific scenarios where004
simple customized methods excel. In this pa-005
per, we delve into the patent approval pre-006
diction task and unveil that simple domain-007
specific graph methods outperform enlarging008
the model, using the intrinsic dependencies009
within the patent data. Specifically, we first010
extend the embedding-based state-of-the-art011
(SOTA) by scaling up its backbone model with012
various sizes of open-source LLMs, then ex-013
plore prompt-based methods to harness pro-014
prietary LLMs’ potential, but find the best re-015
sults close to random guessing, underlining the016
ineffectiveness of model scaling-up. Hence,017
we propose a novel Fine-grained cLAim de-018
peNdency (FLAN) Graph through meticulous019
patent data analyses, capturing the inherent de-020
pendencies across segments of the patent text.021
As it is model-agnostic, we apply cost-effective022
graph models to our FLAN Graph to obtain rep-023
resentations for approval prediction. Extensive024
experiments and detailed analyses prove that025
incorporating FLAN Graph via various graph026
models consistently outperforms all LLM base-027
lines significantly. We hope that our observa-028
tions and analyses in this paper can bring more029
attention to this challenging task and prompt030
further research into the limitations of LLMs.031

1 Introduction032

Scaling up language models has demonstrated pre-033

dictable improvement and unprecedented abilities034

in many language tasks (Chung et al., 2022; Wei035

et al., 2022a; Roberts et al., 2023). However,036

emerging evidence shows that simply scaling up037

backbone models to large language models (LLMs)038

may not guarantee success (Peng et al., 2023; Hou039

et al., 2023; Wang et al., 2023). In addition, scaling040

up models imposes demanding computational costs041
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Figure 1: An illustration for the patent approval pre-
diction task approached by LLMs and graph models,
where each node of the graph is an informative segment
decomposed from the original claim text.

that prevent it from being widely adopted for real- 042

world applications. Such limitations necessitate 043

cost-effective methods beyond scaling, especially 044

for domain-specific tasks that have distinct traits. 045

In this paper, we look into the task of patent ap- 046

proval prediction, a challenging yet straightforward 047

classification task that scaling struggles to address, 048

and explore customized cost-effective solutions. As 049

shown in Figure 1, the objective is to determine if 050

each claim in a patent application will be approved 051

or rejected by the U.S. government patent office 052

(USPTO). It is vital for intellectual property (IP) 053

protection, taking up to 40% of the U.S. GDP and 054

over 30% of employment. Due to the demanding 055

requirements for knowledge in both technology 056

and law, patent examination is conducted manually, 057

leading to potential inconsistent outcomes across 058

patent examiners (O’Neill, 2018; USPTO, 2016). 059

Such inconsistency underscores the necessity for 060

objective and automated computational support. 061
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The state-of-the-art (SOTA) of this task is based062

on BERT embedding (Devlin et al., 2019) aug-063

mented with handcrafted features (Gao et al., 2022).064

An intuitive idea is to replace its backbone model065

with modern LLMs. To this end, we employ066

LLaMA2 (Touvron et al., 2023), Mistral (Jiang067

et al., 2023), Vicuna (Chiang et al., 2023) in various068

sizes (7&13&70B) and apply both LoRA (Hu et al.,069

2022) and full fine-tuning. Surprisingly, they do not070

live up to expectations, performing on par or worse071

than BERT. To exploit LLMs’ emergent abilities,072

we utilize prompt-based methods tailored to these073

open-source LLMs, as well as closed-source GPT-074

3.5 (OpenAI, 2022) and GPT-4 (OpenAI, 2023),075

but the results are still unsatisfying.076

The shattered hope in LLMs motivates us to dive077

into patent data analyses, which leads us to the stan-078

dardized writing of claims and the dependencies079

nature among them. As depicted in Figure 2, Claim080

1 compromises multiple sub-components, which081

are then referenced in subsequent claims. Such082

intricate inner-claim (between sub-components in083

Claim 1) and inter-claim dependencies (between084

Claims 1&2 as well as Claims 1&3) have critical085

implications for the patent approval prediction task,086

as the patent examination is conducted on each087

claim and the rejection of one claim can result in088

the automatic rejection of its dependents.089

Inspired by the observations and domain-specific090

knowledge acquired from painstakingly extensive091

data analyses, we propose Fine-grained cLAim de-092

peNdency (FLAN) Graph for patent approval pre-093

diction, which represents each claim by a single094

graph that encapsulates both inner- and inter-claim095

dependencies. Specifically, as shown in Figure 1,096

we first design a novel algorithm to automatically097

construct the FLAN Graph at scale, where each098

node is an informative segment of the claim text.099

Then, the model-agnostic FLAN Graph is fed into100

a generic graph model for prediction. Examples of101

the FLAN graphs and the corresponding claims102

are shown in Appendix C. In the experiments,103

we adopt a variety of cost-effective graph models104

such as GCN (Chen et al., 2020), GAT (Velick-105

ovic et al., 2018), and TreeLSTM (Tai et al., 2015)106

to verify the effectiveness of our proposed FLAN107

Graph for patent approval prediction. All models108

with FLAN Graph applied outperform the previous109

SOTA, among which GraphSage (Hamilton et al.,110

2017) achieves the highest improvements of 7.4%111

in AUC and 7.8% in Macro-F1 scores, achieving112

absolute scores of 66.04 and 58.22, respectively.113

Claim 1: A system for  [...], the system compromising: 
an authentication component configured to [...]; 
a tracking component configured to [...]; 
and a control component configured to: 

receive authentication information [...]; 
receive location information from [...]; 

        and deliver a message to the touchpoint authorizing [...].

Claim 2: The system of claim 1, where the control component
is also configured [...].

Claim 3: The system of claim 1, where the authentication
component includes [...].

Figure 2: A brief example of the typical patent claim
writing style and hierarchical dependencies within
claims from a real-world patent application.

To summarize, our contributions are two-fold: 114

(1) We propose a novel algorithm to automatically 115

construct the Fine-grained cLAim depeNdency 116

(FLAN) Graph at scale that consistently improves 117

the SOTA by a large margin. (2) We conduct com- 118

prehensive experiments and analyses of modern 119

LLMs on patent approval prediction, which iden- 120

tify the limitations of LLMs and provide valuable 121

references for developing LLM-based solutions in 122

the future. Our code and dataset will be publicly 123

released to facilitate the research in these fields. 124

2 Problem Formulation 125

In this section, we formally introduce the definition 126

of the patent approval prediction task and analyze 127

the dataset we construct for experiments. 128

2.1 Task Definition 129

As illustrated in Figure 1, patent applications are 130

initially submitted to the USPTO in the form of 131

documents. The examination process, however, 132

focuses on approving or rejecting each individ- 133

ual claim. Therefore, given a patent application 134

Ai = {C(i)
j }nj=1 containing n claims, the task of 135

patent approval prediction is to determine whether 136

each claim C
(i)
j will be approved or rejected by the 137

USPTO indicated by a binary label y(i)j ∈ {0, 1}. 138

In practice, patent claims are reviewed accord- 139

ing to the legal section 35 U.S. Code § 102, where 140

the core criterion is novelty-based, bringing in dis- 141

tinct challenges below. (1) Time-sensitive. Unlike 142

traditional text classification, novelty assessment 143

depends on the application filing date, allowing op- 144

posite decisions for the same claim over time. (2) 145

Structure-dependent. Many claims (e.g., Claims 146

2&3 in Figure 2) are dependent on others within 147

the same application, and such structure can influ- 148
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#Claim #Application Approval (%)

Train 1, 485, 693 87, 883 81.36
Valid 278, 215 16, 955 83.41
Test 185, 477 11, 148 84.92

Table 1: Statistics of PATENTAP dataset. “Approval
(%)” indicates the percentage of the approved claims.

ence novelty evaluation. (3) Knowledge-intensive.149

Evaluating novelty requires up-to-date knowledge150

of both technologies and patent law. (4) Outcome-151

inconsitent. Novelty examination outcomes are152

subject to preferences across patent officers, which153

may introduce inconsistencies in patent data.154

2.2 Dataset Collection155

We collect data of real-world patent applications156

from Gao et al. (2022) and filter out those outdated157

data before 2018. The data is initially merged and158

derived from the publicly available resources offi-159

cially released on the USPTO websites1.160

Considering the real-world scenario, we utilize161

historical data for training and more recent data for162

evaluation. Specifically, we sort the applications163

based on filing dates and then split them into train-164

ing, validation, and test sets. As shown in Table 1,165

the resulting dataset PATENTAP is large-scale with166

about 1.5M claims for training and 0.5M for eval-167

uation. It is also highly imbalanced, with most168

claims being approved, further adding to the diffi-169

culty. The claims are relatively short and 92% have170

less than 128 tokens and the average length is 54.171

Each application has 17 claims on average.172

3 Methodology173

In this section, we delve into the details of our pro-174

posed Fine-grained cLAim depeNdency (FLAN)175

Graph. We first introduce the observations from176

patent data that inspire us to adopt customized177

graphs for patent approval prediction. Then we178

present the construction process and representation179

strategies of the FLAN Graph, respectively.180

3.1 Observations181

In principle, patent claims are filed to seek legal182

protection for complex systems that usually com-183

promise multiple (sub-)components. Sometimes,184

claims consisting of the same (sub-)components,185

but with different arrangements or combinations186

of them, can receive opposite novelty assessments.187

1 https://developer.uspto.gov/api-catalog

Therefore, claims in patent applications are strategi- 188

cally structured, sequenced, and often arranged in 189

clusters, each describing subtly different variants. 190

In this case, we identify two types of dependency 191

relationships across various patent claims that may 192

influence the outcomes of novelty examination. 193

Inner-claim Dependency. Some lengthy claims 194

are internally hierarchical by explicitly describing 195

a system having multiple (sub-)components. For 196

instance, Claim 1 in Figure 2 is about a system 197

that has three components, of which the control 198

component is further described as having four pur- 199

poses (sub-components). Therefore, there are inner 200

dependencies between these components and sub- 201

components within a single claim. 202

Inter-claim Dependency. Many claims refer to 203

other claims and are therefore also known as de- 204

pendent claims. For example, both Claim 2 and 205

Claim 3 in Figure 2 are dependent claims, referring 206

to different components in Claim 1. The novelty 207

of such claims cannot be comprehensively evalu- 208

ated independently, highlighting the necessity of 209

considering information from their ancestor claims. 210

Since the protection of intellectual property is 211

a serious scenario, patent applications adhere to a 212

strict writing style and employ precise language 213

and punctuation. As illustrated in Figure 2, the 214

(sub-)components with inner-claim dependencies 215

are delimited by colons and semicolons (Claim 1), 216

while inter-claim dependency is expressly indicated 217

by referring to specific claim at the beginning of 218

the claim (Claims 2&3). Consequently, the afore- 219

mentioned two types of dependency can be easily 220

identified through regular expressions. 221

3.2 Graph Construction 222

Based on the observations above, we construct 223

Fine-grained cLAim depeNdency (FLAN) Graph 224

utilizing both inner-claim and inter-claim depen- 225

dencies. The general idea is to decompose each 226

claim into text segments as nodes and match those 227

nodes describing the same (sub-)component to- 228

gether to build a graph to model the dependency re- 229

lationships. The constructed FLAN Graph for each 230

claim consists of not only nodes directly derived 231

from itself, but also those inherited from the claim 232

it refers to. Therefore, the FLAN Graph can com- 233

prehensively encode the dependency information 234

beyond a single piece of claim text. The detailed 235

construction process is described as follows. 236
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Figure 3: Flowchart of constructing FLAN Graph. Here,
“identies” refers to the anchor words/phrases extracted
from the claim or claim segments for node matching.

Node Construction. Each node of the con-237

structed FLAN Graph is the full text or segment of238

a single patent claim. If a claim has inner-claim239

dependencies, we decompose the claim text into240

segments of (sub-)components according to not241

only itemizing and punctuation, which are com-242

mon writing practices of patent claims, but also243

special "patentese" (Singer and Smith, 1967), a244

series of conjunctions that indicate the hierarchy245

and have legal implications, such as "comprising,"246

"consisting," and "whereby." A node in the graph247

will always represent a (sub-)component unless the248

claim describes a single entity/feature.249

We must also check whether it is a dependent250

claim or not. If not, the (sub-)component nodes251

will constitute the graph. If yes, we shall attach252

the nodes to the duplicated parent graph. How the253

connections are made will be discussed next.254

Edge Construction. The process of constructing255

edges is to connect nodes having either inner-claim256

or inter-claim dependency relationships. For the257

former, we can simply follow the hierarchy found258

when the claim decomposition is conducted.259

The latter requires meticulously formulated260

heuristics. As each of the nodes is simply plain261

text, we connect them based on text similarities262

instead of relying on text embeddings. We ex-263

tract the keywords/phrases of the node text as264

anchors for more accurate node matching using265

StanfordCoreNLP (Toutanvoa and Manning, 2000;266

Toutanova et al., 2003) to conduct POS Tagging.267

The keywords/phrase can be the representative268

noun phrase of the (sub-)components in the claim,269

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

receive
authentication [...]

receive
location [...]

deliver a
message [...]

is also
configured [...]

Figure 4: FLAN Graph for Claim 2 in Figure 2. Here,
the blue texts are the “identies” for node matching.
Nodes with red background are directly derived from
Claim 2 while the rest ones are inherited from Claim 1.

or sometimes a verbal or an adjective phrase that 270

describes a functionality or a characteristic. We 271

term the phrases identites for simplicity. 272

Note that the identity belongs to the (sub- 273

)component level. For example, the highest level 274

identity of Claim 1 in Figure 2 is the "system." 275

The verbal phrase "receive authentication informa- 276

tion" is a third-level identity under the second-level 277

identity "control component." Identity extraction 278

is performed when the claim is decomposed, and 279

(sub-)components are determined. 280

When the child claim is processed, the decom- 281

posed (sub-)components will be excluded, and only 282

the preamble text segment will be matched onto all 283

(sub-)component identities in the parent graph. It is 284

worth noting that the matching targets are not lim- 285

ited to the new nodes created by the parent claim 286

but potentially originate from all ancestor claims. 287

(If the child claim has no inner dependency, the 288

entire claim text is used.) For example, the pream- 289

ble of Claim 3 in Figure 2 is the text before the 290

word "includes." 2 If there exist multiple matches, 291

we prioritize the lowest-level parent identity (e.g., 292

"control component" over "system" in Claim 2) and 293

ones led by a special conjunction ("where.") 294

The resulting FLAN Graph of Claim 2 is illus- 295

trated in Figure 4, where the nodes are from both 296

Claim 1 and Claim 2. The FLAN Graph is designed 297

with a direction from leaf to root, facilitating the 298

flow of global information towards the root node. 299

The entire process of constructing FLAN Graphs 300

can be summarized by the flowchart depicted in 301

Figure 3. An illustrative example of the constructed 302

FLAN Graph for Claim 2 is presented in Figure 4. 303

For further insights into the construction process of 304

FLAN Graphs, additional examples along with the 305

corresponding claim are provided in Appendix C. 306

2"Control component" or "authentication component" is
not the identity for Claim 2 and Claim 3. Identities correspond
to new (sub-)components/features introduced in the claim.
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We manually verify the graph constructions307

serve the intended purpose by closely reviewing all308

claims in 100 full applications. We make sure to309

refine the details of the heuristics to cover atypical310

writing patterns and irregular applicants.311

3.3 Graph Representation312

The topology and the nodes of the FLAN Graphs313

are finalized during the construction stage, result-314

ing in a distinct graph for each of the claims. We315

propose to adopt graph neural networks to obtain316

a graph-level representation for each claim that317

encodes information on both text semantics and318

structure dependencies of the claim.319

We first convert the text-level FLAN Graph into320

its embedding-level version by encoding each of321

the nodes into vector representations using Sen-322

tenceTransformer (Reimers and Gurevych, 2019).323

Then we feed the embedding-level graph into a324

graph neural network to facilitate the interaction325

of different nodes and update the embeddings of326

each node with the dependency information. The327

choice of graph neural networks is flexible and our328

specifications will be discussed in Section 4.3.329

Then we further aggregate the representations of330

the nodes to obtain the graph-level representation331

for the claim. Specifically, we average the embed-332

dings of the root node and the target nodes, those333

directly derived from the current claim, as the final334

representation. For instance, for the FLAN Graph335

shown in Figure 4, we average the embeddings of336

the two nodes with red backgrounds. Since FLAN337

Graph propagates from leaf to root, averaging the338

root and target nodes can encapsulate both global339

and local information of the relevant claims.340

4 Experiments341

In this section, we elaborate on our experiments342

and the corresponding results with both: (1) scal-343

ing with LLMs; and (2) customized graph methods344

using the FLAN Graphs. The objectives encom-345

pass exploiting scaling-up model parameters and346

validating the effectiveness of our proposed FLAN347

Graphs in addressing this challenging task.348

4.1 Experiment Settings349

Dataset. We conduct experiments using the350

PATENTAP dataset introduced in Section 2.2 and351

the data statistics are shown in Table 1.352

Evaluation Metric. Following Gao et al. (2022)353

and considering the imbalance of approved and354

Plain Text Feature Added
Metric AUC Macro-F1 AUC Macro-F1

Random Guess 50.00 50.00 50.00 50.00

BERT-base 52.66 45.98 61.47 53.99
BERT-large 54.79 46.92 63.53 54.83
BERT-patent 55.81 47.46 63.63 54.91

LLaMA-7B 51.02 42.64 58.18 51.24
w. Full-FT 52.38 44.91 59.02 52.85

Mistral-7B 51.88 43.38 59.22 52.99
w. Full-FT 53.63 45.89 60.34 53.20

Vicuna-7B 51.14 43.04 58.88 51.10
w. Full-FT 53.10 45.24 59.22 52.21

LLaMA-13B 51.44 43.23 59.68 53.03
Vicuna-13B 51.97 43.70 60.12 53.18

LLaMA-70B 52.11 44.12 60.44 53.46

Table 2: Performance (%) of embedding-based methods.
Models excluding BERT are fine-tuned with LoRA by
default.“w. Full-FT” means with full fine-tuning.

rejected claims in the dataset, we adopt the Area 355

Under the Curve (AUC) for the ROC Plot (Fawcett, 356

2004) as the primary evaluation metric and the 357

Macro-F1 score as the secondary metric. 358

Baseline Model. The state-of-the-art is based on 359

BERT (Devlin et al., 2019) embeddings concate- 360

nated with a handcrafted feature vector (Gao et al., 361

2022). These features mainly consist of patent 362

class, number of citations, and novelty score cal- 363

culated by comparing the similarities between the 364

current application and five most relevant prior arts. 365

4.2 Scaling with LLM Manipulations 366

We are interested in re-evaluating the task using 367

LLMs, and investigating whether model scaling-up 368

can transcend the performance standards. 369

Specifically, we adopt LLaMA2 (Touvron et al., 370

2023), Mistral (Jiang et al., 2023), Vicuna (Chiang 371

et al., 2023) in their 7B, 13B, and 70B versions. 372

4.2.1 Embedding-based 373

We first extend the SOTA to some BERT variants 374

and then to multiple LLMs of various sizes, using 375

both plain text embeddings and those concatenated 376

with feature vectors. Specifically, we obtain the 377

text embeddings through the final hidden states of 378

the [CLS] token and the last token of BERT-series 379

models and modern LLMs, respectively. 380

For BERT-series models, we perform full fine- 381

tuning on both the base and large versions of BERT, 382

as well as on a patent variant (Google, 2020). 383

Regarding modern LLMs, we apply LoRA (Hu 384

et al., 2022) fine-tuning to all of them and full 385

fine-tuning specifically to those 7B versions. The 386

hyper-parameters are listed in Appendix B.1.1. 387
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Open-source LLMs Closed-source LLMs
Model Size 7B 13B 70B unknown

Model Name LLaMA Vicuna Mistral LLaMA Vicuna LLaMA GPT-3.5 GPT-4

Vanilla Prompt 47.81 49.83 31.00 32.62 49.43 37.44 48.38∗ 43.01∗

w. time 47.80 48.38 29.75 35.54 47.82 13.82 48.81∗ 44.91∗

CoT Prompt 39.83 37.84 22.65 23.51 46.01 38.77 23.93∗ 40.75∗

w. time 46.73 34.32 20.64 28.81 44.23 35.33 10.27∗ 36.57∗

Table 3: Macro-F1 scores (%) of prompt-based methods with modern LLMs. Here, “w. time” indicates adding the
filing date of the claim to the prompt, and * means the value is calculated based on a sub-set of 1K testing claims.

The experimental results are shown in Table 2,388

proving that simply scaling up the backbone model389

does not guarantee improvement. More in-depth390

analyses can be found in Appendix A.1.391

4.2.2 Prompt-based392

The embedding-based manipulations of LLMs fall393

short unexpectedly. To exploit the emergent abili-394

ties and harness the full potential of modern LLMs,395

we dive into the realm of prompt engineering by396

crafting precise and effective prompts.397

Model. For the aforementioned open-source398

LLMs, we use LLaMA2-chat series and Mistral-399

instruct version, which are pre-trained with instruc-400

tion tuning. In addition, we extend our repertoire to401

include GPT-3.5-Turbo (OpenAI, 2022) and GPT-402

4 (OpenAI, 2023) for addressing this task.403

Prompt Template. Due to the special alignment404

conducted during the pre-training stage, LLMs like405

GPT-3.5-Turbo can evade predicting the outcome406

of patent claim examination as illustrated in Fig-407

ure 8. Therefore, we delicately design structured408

prompts for LLaMA, Vicuna, and OpenAI model409

series, and the corresponding templates are shown410

in Code 1, 2 & 3, respectively. Moreover, we adopt411

the Chain-of-Thought (CoT) prompt (Wei et al.,412

2022b) to elicit the reasoning abilities of LLM by413

providing a step-by-step analysis of the claim be-414

fore predicting the approval or rejection. Further-415

more, to better address the time-sensitive challenge416

of patent data mentioned in Section 2.1, we incor-417

porate the filing date of every single claim to the418

prompt templates of all model series.419

Adapting Strategy. The sheer size of the test set420

means computationally and economically expen-421

sive evaluation. Therefore, we first apply zero-shot422

prompting using the templates above to identify423

the best-performing model. Then we elicit few-424

shot prompting and supervised fine-tuning (SFT)425

to explore the boundaries of the best performance.426
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43
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52
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Few-shot Prompting
Supervised Fine-tuning

Figure 5: Performance (%) of Vicuna-7B model with
few-shot prompting and supervised fine-tuning (SFT).
Here, SFT does not include any few-shot examples.

The details of the corresponding few-shot prompt 427

and hyper-parameters for supervised fine-tuning 428

are provided in Appendix B.1.2 429

Performance. Since the output probabilities are 430

hardly accessible, we only report the Macro-F1 431

scores of the prompt-based methods in Table 3, 432

where the values of closed-source LLMs are calcu- 433

lated on a sub-set of 1K testing claims due to the 434

budget constraint. Among the rest models, Vicuna- 435

7B performs the best with vanilla prompt without 436

filing date injected. We further apply few-shot 437

prompting and supervised fine-tuning (SFT) to it. 438

The hyper-parameters for SFT and the correspond- 439

ing training loss are provided in Appendix B.1.2. 440

Figure 5 presents the results. From the plot, we 441

find that increasing the number of shots does not 442

yield improvement and even hurts (e.g., 10-shot). 443

Applying SFT is also far from satisfying. More 444

in-depth analyses of model sizes, CoT prompt, and 445

added time feature are provided in Appendix A.2. 446

The LLM experiments prove that massively 447

scaled-up LLM models provide no benefits over 448

SOTA. If scaling up does not help, it leaves us 449

wondering whether the specific nature of the patent 450

approval problem and domain knowledge may be 451

key to the task, with which we experiment next. 452
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Input Model AUC Macro-F1

FLAN Graph

GCN 59.36± 0.18 53.98± 0.35
GAT 58.44± 0.20 53.29± 0.94
GCN-II 58.28± 0.26 53.92± 0.13
GraphSage 60.67± 0.36 54.66± 0.22
TreeLSTM 59.88± 0.32 51.74± 0.46

Feature Added

GCN 66.03± 0.36 58.06± 0.19
GAT 65.82± 0.34 58.05± 0.21
GCN-II 65.91± 0.31 58.11± 0.14
GraphSage 66.04± 0.26 58.22± 0.17
TreeLSTM 65.46± 1.14 57.78± 0.75

Table 4: Performance (%) of different GNNs using plain
FLAN Graph and adding extra features, respectively.

4.3 Customized Graph Methods453

It turns out that both embedding-based and prompt-454

based manipulations of LLMs fail to compete with455

the previous state-of-the-art method. The model456

scale proves to be not beneficial; hence, we in-457

put our expertise in the patent domain to identify458

the performance bottleneck. We apply our pro-459

posed FLAN Graphs constructed based on domain460

knowledge to various cost-effective graph neural461

networks (GNNs) for comprehensively modeling462

both the semantics of the text and dependency rela-463

tionships within the claims.464

Model. The proposed FLAN Graph is model-465

independent and specially designed according to466

domain-specific knowledge, and the backbone467

topology can be easily tweaked to suit particular468

models (e.g., adding self-loops). Hence, we employ469

various cost-effective graph models to obtain the470

graph-level representation, including GCN (Chen471

et al., 2020), GAT (Velickovic et al., 2018), GCN-472

II (Chen et al., 2020), GraphSage (Hamilton et al.,473

2017), and TreeLSTM (Tai et al., 2015). The474

configurations of these graph models and the475

hyper-parameters for training are provided in Ap-476

pendix B.2. For a fair comparison with the baseline477

model and to maximize the power of our proposed478

FLAN Graph, we also incorporate the delicately479

handcrafted features introduced in Section 4.1 by480

concatenating the graph-level representation and481

the feature vector. The final representation of the482

claim is further fed into a multi-layer perceptron483

(MLP) layer to conduct binary classification over484

either being approved or rejected.485

Performance. The AUC and Macro-F1 scores of486

all graph models with both plain FLAN Graphs487

and adding extra features are presented in Ta-488

ble 4. Consistent with the experimental results489

of embedding-based LLM manipulations reported490
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Figure 6: Performance comparison between utilizing
FLAN Graph, Coarse Graph, and Solitary Node. The
detailed score values are provided in Table 5.

in Section 4.2.1, the feature added to the FLAN 491

Graph also leads to performance gain to the plain 492

FLAN Graph. Remarkably, all models consistently 493

outperform the previously established state-of-the- 494

art methods, demonstrating robust performance, 495

especially with the inclusion of additional features. 496

Among them, GraphSage achieves the best perfor- 497

mance with AUC and Macro-F1 scores of 66.04 498

and 58.22, surpassing the baseline model by 7.4% 499

in AUC and 7.8% in Macro-F1 scores, respectively. 500

Input Model AUC Macro-F1

FLAN Graph

GCN 65.97± 0.29 58.03± 0.17
GAT 65.82± 0.34 58.05± 0.21
GCN-II 65.86± 0.39 58.12± 0.20
GraphSage 66.00± 0.17 58.25± 0.00
TreeLSTM 65.28± 0.28 57.79± 0.21

Coarse Graph

GCN 62.21± 0.25 54.69± 0.28
GAT 62.61± 0.21 54.98± 0.53
GCN-II 60.28± 0.24 53.69± 0.30
GraphSage 63.80± 0.14 56.64± 0.16
TreeLSTM 60.17± 0.10 55.47± 0.17

Solitary Node MLP 59.33± 0.51 54.45± 0.31

Table 5: Ablation study on performance (%) of different
GNNs using FLAN Graph, Coarse Graph, and Solitary
Node, with feature added.

Ablation study. Our proposed FLAN Graphs 501

treat segments of claim text as the nodes, which 502

encode both inner-claim and inter-claim dependen- 503

cies. To validate the effectiveness of the FLAN 504

Graphs and find the optimal GNN configurations, 505

we analyze three types of variants. 506

• Applying Coarse Graph. We first remove 507

the inner-claim dependencies to build Coarse 508

Graphs by skipping the text segmentation step 509

and treating every single claim as a node, 510

which only encodes inter-claim dependencies 511

while ignoring the inner-claim ones. Then the 512

classification of the claims is conducted over 513

each node, which represents a single claim. 514
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Model AUC Macro-F1

GCN 65.98± 0.06 58.16± 0.02
GAT 65.91± 0.46 58.02± 0.28
GCN-II 65.28± 1.34 57.64± 1.02
GraphSage 65.86± 0.25 58.10± 0.12
TreeLSTM 65.66± 1.15 58.17± 0.61

Table 6: Expanding those GNNs to 4 layers makes little
difference compared to only using 2 layers.

• Utilizing Solitary Node. We further remove515

the inter-claim dependencies by only utilizing516

node representation for classification. Fig-517

ure 6 illustrates the comparison of model518

performances between applying the FLAN519

Graph, Coarse Graph, and Solitary Node,520

verifying the effectiveness of incorporating521

both inter-claim and inner-claim dependen-522

cies. The detailed values of the experimental523

results are provided in Table 5.524

• Adopting Deeper GNN. In the main experi-525

ments, the default configuration of GNN lay-526

ers is set to 2, which might not be deep enough527

to encode the dependencies within the claims.528

Therefore, we increase the number of layers529

to 4 and adopt the same FLAN Graphs with530

those handcrafted features added. The cor-531

responding results are shown in Table 6, im-532

plying that deeper GNN does not necessarily533

bring improvement in performance.534

Through the extensive experiments and the corre-535

sponding analyses above, we demonstrate that our536

proposed FLAN Graph applied with cost-effective537

graph models can bring consistent and significant538

improvement over scaling up backbone models.539

Such findings prove the necessity and superiority of540

leveraging domain-specific knowledge when deal-541

ing with complex problems or tasks.542

5 Related Work543

Patent documents are receiving increasing attention544

in the NLP community due to their structured lan-545

guage and extensive content. The survey by Kres-546

tel et al. (2021) summarized current deep learn-547

ing work in the patent domain, including subject548

matter classification (Grawe et al., 2017; Lee and549

Hsiang, 2019; Li et al., 2018; Zhu et al., 2020), re-550

trieval (Helmers et al., 2019; Lei et al., 2019; Choi551

et al., 2019), and data generation (Lee and Hsiang,552

2020; Lee, 2019). We highlight a few more specif-553

ically relevant or more recent works. Yoshikawa554

et al. (2019) utilize sequence tagging techniques to 555

identify text segments within patents that either de- 556

scribe or reference chemical reactions. Lagus and 557

Klami (2022) tackle the patent retrieval tasks using 558

matrix similarity measures. Hashimoto et al. (2023) 559

introduce the task of unclaimed embodiment ex- 560

traction (UEE) from patent specifications to help 561

the writing process. Zuo et al. (2023) explore data- 562

centric strategies to handle the French patent classi- 563

fication task. The state-of-the-art (SOTA) work of 564

our task, Gao et al. (2022), first formally proposes 565

the task of patent approval prediction and designs 566

delicate handcrafted features to solve it effectively. 567

There also has been work utilizing graphs on 568

patent data. Fang et al. (2021) form macroscopic 569

graphs to perform patent (content) classification us- 570

ing entire patent documents, inventors, assignees, 571

etc., as nodes. Siddharth et al. (2022) model pub- 572

lished patents (grants) into “<entity, relation, en- 573

tity>” knowledge graphs, but on a single hierar- 574

chical level and not constructed on the basis of 575

individual claims. Björkqvist and Kallio (2023) 576

follow a similar approach to our graph construc- 577

tion, incorporating dependencies among elements 578

in claims. However, the graphs are designed for 579

prior art search and not for approval prediction. 580

6 Conclusions and Future Work 581

In this paper, we delve into a domain-specific task, 582

patent approval prediction, where simply scaling 583

up the backbone model of previous SOTA falls 584

short and simple customized graph methods work 585

well. We conduct comprehensive evaluations of 586

multiple modern LLMs at various scales through 587

delicate manipulations, observing that simply scal- 588

ing up the model does not guarantee improvement 589

and delicately designed prompt engineering may 590

yield unexpected outcomes. In addition, based on 591

the analysis of real-world patent data, we propose 592

Fine-grained cLAim depeNdency (FLAN) Graph, 593

a simple yet effective graph method that effectively 594

encodes the inner-claim and inter-claim dependen- 595

cies and thus consistently outperforms complicated 596

LLM manipulations, dispelling the overconfidence 597

in LLMs for this task. In the future, we will ex- 598

plore to explain empirically and theoretically why 599

LLMs fall short in the patent approval prediction 600

task and augment LLMs with simple customized 601

methods to make the most of the power of LLMs 602

and task-specific knowledge. 603
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Limitations604

The major limitations of our work are three-fold:605

(1) We only use one single dataset for all experi-606

ments because there are few datasets publicly avail-607

able in this domain. As the essence of intellectual608

property protection is similar internationally, we609

believe that our customized graph method could610

generalize to patent data in other countries and611

regions. (2) In the experiments of LLM manipu-612

lations, we only train and evaluate the models at613

the claim level. An increasing number of modern614

LLMs support extremely long contexts, it is un-615

clear whether feeding the entire application into616

the LLMs can solve this task. (3) For experiments617

with FLAN Graph, we only adopt cost-effective618

graph neural networks. Though we fail to adopt619

pre-trained graph models, which may bring fur-620

ther improvements, our proposed FLAN Graph is621

model-decoupled and can be applied to different622

types of graph models including GraphLLMs. We623

encourage future works to address these limitations624

and push forward the boundaries of this task.625

Ethical Considerations626

This paper focuses on patent approval prediction,627

which is to facilitate the protection of intellectual628

property. We collect our dataset from USPTO open629

data portal, in accordance with the published ACL630

paper (Gao et al., 2022). The patent application631

data that USPTO releases are publicized by law.632

Anyone is legally entitled to utilize the data. In633

fact, the USPTO encourages different usages of634

the released patent data, such as in academic and635

business scenarios3. All the code bases and tools636

we adopt are public research resources and properly637

cited in the paper. Therefore, we do not observe638

significant ethical risks in our work.639
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Appendices878

A Additional Analyses879

A.1 Embedding-based Scaling880

Based on the experimental results in Table 2, we881

can conclude that: (1) Feature engineering is im-882

portant in this task, as all models, regardless of883

parameter scales and training strategies, attain sig-884

nificant performance gains through the incorpora-885

tion of handcrafted features. (2) Substituting BERT886

with LLMs does not promise performance improve-887

ments. Even the 70B LLaMA falls short of outper-888

forming all the BERT-series models. (3) Continual889

pre-training proves effective in addressing domain-890

specific tasks. Among all the models, BERT-patent891

demonstrates the best performance. (4) Full fine-892

tuning consistently outperforms LoRA fine-tuning.893

A.2 Prompt-based Scaling894

According to the results presented in Table 3, we895

summarize detailed findings from three aspects: (1)896

Varying Model Size. As shown in Figure 9, scal-897

ing the model size does not guarantee performance898

gain and larger models tend to predict more “no”,899

resulting in increased false negatives. LLaMA2-7B900

outperforms both its 13B and 70B versions using901

the same prompting strategy. (2) Applying CoT902

Prompt. In most cases, CoT prompts hurt perfor-903

mance, and the most contrastive case is shown in904

Figure 9, where the model with CoT prompt pre-905

dicts more “no” than that with the vanilla prompt.906

Adopting CoT prompt can also lead to evasion, as907

the LLM may realize it should not provide an an-908

swer during the step-by-step analysis process. (3)909

Adding Time Feature. Adding the time feature is910

inclined to impair the performance of LLMs, but911

not always. As illustrated in the upper half of Fig-912

ure 7, if the time feature hurts, the effect can be913

significant; however, if it helps, the contribution is914

relatively minor.915

B Implementaion Details916

Our experiments consist of (1) Scaling with LLM917

Manipulations; and (2) Customized Graph Meth-918

ods with our proposed FLAN Graph. The imple-919

mentation details are listed as follows.920

B.1 Scaling with LLM Manipulations921

Data & Hardware. We evaluate these models922

and report their performance utilizing the PATEN-923

TAP dataset we introduced in Section 2.2, which924

has over 1.49M training and 180K testing sam- 925

ples. The experiments in this part are conducted on 926

4×NVIDIA A100-80G GPUs. 927

B.1.1 Embedding-based. 928

Baseline. For a fair comparison between differ- 929

ent models, we reimplement the previously estab- 930

lished state-of-the-art method following their origi- 931

nal codebase4. Specifically, we only reimplement 932

the feature part and the resulting performance is 933

consistent with the original paper (Gao et al., 2022). 934

We will release our code for future research. 935

Backbone. We implement the pre-trained mod- 936

els using the Huggingface’s Transformers li- 937

brary (Wolf et al., 2020) along with the correspond- 938

ing checkpoints provided. For BERT-series mod- 939

els, we use BERT-base5, BERT-large6, and BERT- 940

patent7. For the modern LLMs, we use LLaMA2- 941

series8, Vicuna-series9, and Mistral-series10. 942

Training Hyper-parameters. Due to the sub- 943

stantial data scale and large model sizes, the train- 944

ing cost of these models becomes extremely high. 945

Consequently, we only run the experiments in this 946

part for one random seed. The training hyper- 947

parameters are listed in Table 2. 948

Random Seed 0
Batch Size 128
Learning Rate

- Plain Text 5× 10−5

- Feature Added 7× 10−5

Model Max Length 256
Epoch 2

- BERT-series 2
- LLM-series 4

LoRA r 8
LoRA alpha 16
LoRA Dropout 0.05

Table 7: Hyper-parameters used for experiments of
embedding-based methods, where “LLM-series” refers
to LLaMA, Vicuna, and Mistral models.

B.1.2 Prompt-based 949

Model. We utilize the chat or instruct versions of 950

the aforementioned open-source models. In addi- 951

4https://github.com/acl-2022-towards-\
comprehensive/acl-2022-camera-ready

5https://huggingface.co/bert-base-cased
6https://huggingface.co/bert-large-cased
7https://huggingface.co/anferico/

bert-for-patents
8https://huggingface.co/meta-llama
9https://huggingface.co/lmsys, —“v1.5”.

10https://huggingface.co/mistralai, —“v0.1”.
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Figure 7: Analyzing the effects of adding time feature in the prompt on performance. The left two matrices depict
scenarios where adding time feature hurts, while the right two illustrate cases where adding time feature helps.

tion, we incorporate OpenAI models, specifically952

leveraging the official APIs of “gpt-3.5-turbo” and953

“gpt-4” models11. Due to the unbearable cost of954

inferencing 180K examples, we report the perfor-955

mance of OpenAI models based on a more man-956

ageable subset of 1K examples.957

Prompt Template. As shown in Figure 8, the958

modern LLMs can evade to answer the patent-959

related questions. Therefore, we adopt carefully960

designed prompt templates tailored for different961

LLMs. The templates for LLaMA-series (Code 1),962

vicuna-series (Code 2), and OpenAI (Code 3) mod-963

els are provided at the end of the page.964

Figure 8: An example of ChatGPT refusing to answer
the patent question.

Efficient Inference. Since there are over 180K965

testing examples, we employ vllm12—an efficient966

LLM serving framework(Kwon et al., 2023), to967

perform inference on the test samples. The infer-968

ence time cost varies according to different prompt969

strategies and model sizes, from 3 to 35 hours.970

11https://openai.com/product
12https://github.com/vllm-project/vllm

Few-shot Prompting. The prompt templates are 971

provided in Code 2. Specifically, we adopt an even 972

number of examples, with half of them being ap- 973

proved while the other half rejected. 974

Random Seed 0
Batch Size 20
Learning Rate 2× 10−5

Warmup Ratio 0.03
Model Max Length 2048
LoRA r 8
LoRA alpha 16
LoRA Dropout 0.05
Global Steps 64K

Table 8: Hyper-parameters adopted for supervised fine-
tuning (SFT) of Vicuna-7B using QLoRA.

Supervised Fine-tuning. For speed up the traing, 975

we use FastChat (Zheng et al., 2023) to conduct the 976

supervised fine-tuning (SFT) of Vicuna-7B with 977

QLoRA (Dettmers et al., 2023). The SFT hyper- 978

parameters are provided in Table 8, and the corre- 979

sponding training loss are shown in Figure 10. 980

LLM Output Analysis. We analyze the outputs 981

of the LLMs and construct the confusion matrices 982

of some typical situations. Figure 9 illustrates the 983

effects of different model sizes (from 7B to 70B) 984

and applying the chain-of-thought(CoT) prompt. 985

B.2 Customized Graph Methods 986

We use the open-source DGL package (Wang et al., 987

2019) to implement the graph neural networks we 988

include. Specifically, we follow this tutorial13 to 989

build the TreeLSTM (Tai et al., 2015) model. 990

We use Sentence-Transformer14to encode the 991

node texts into embeddings. To achieve robust val- 992

idation of our methods, we run the experiments 993

using three different random seeds and report the 994

13https://docs.dgl.ai/en/0.8.x/tutorials/
models/2_small_graph/3_tree-lstm.html

14https://huggingface.co/sentence-transformers/
stsb-roberta-large

13

https://openai.com/product
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Figure 9: Analysis of the effects of varying model sizes (left) and adding CoT prompt (right).

Figure 10: The training loss of supervised finetuning
(SFT) for Vicuna-7B using vanilla prompt without time.

average and standard deviation values. The hyper-995

parameters used for training are provided in Table 9.996

The detailed values for the ablation study experi-997

ments are provided in Table 5.998

Random Seed 0, 1, 2
Batch Size 256
Hidden Dimension 128
Learning Rate 5× 10−3

Number of GNN Layer 2
Epoch 20

Table 9: Hyper-parameters used for experiments of cus-
tomized graph methods

C Dataset Details999

Here, we present the full text of 12 claims collected1000

from a real-world patent application, each followed1001

by its corresponding FLAN Graph.1002

Claim 1:
A system for use in allowing a user to
conduct one or more transactions at one
or more touchpoints in a business facility,
the system comprising: an authentication
component configured to authenticate the
user as a person allowed to conduct the one
or more transactions; a tracking component
configured to track the user’s location within
the facility as the user moves through the
facility; and a control component configured
to: receive authentication information from
the authentication component; receive location
information from the tracking component; and
deliver a message to the touchpoint authorizing
the touchpoint to engage in one or more
transactions with the user.

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

receive
authentication [...]

receive
location [...]

deliver a
message [...]

1003

Claim 2:
The system of claim 1, where the control
component is also configured to use the
location information to recognize that the user
has moved away from the touchpoint.

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

receive
authentication [...]

receive
location [...]

deliver a
message [...]

is also
configured [...]

1004
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# Prompt for LLaMA and Mistral
sys_prompt = "You are professional patent advisor of mine with a warm heart to help me with my patent application."
user_prompt = "

I am currently drafting a patent application, and there is some claim that I am not sure how likely it is gonna be approved.
Can you give me some feedback on it by simply providing a yes or no answer? The text of the claim is delimited by <<CLAIM>>
and <</CLAIM>>.

The filing date of the claim is delimited by <<DATE>> and <</DATE>>. // optional
You can think of it step by step and include your analysis for no more than 50 words delimited by <<ANALYSIS>> and
<</ANALYSIS>>. // optional

You have to feedback with a yes-or-no answer delimited by <<ANSWER>> and <</ANSWER>>.

Here is the claim and its filing time:
Claim: <<CLAIM>> {claim} <</CLAIM>>
Date: <<DATE>> {date} <</DATE>> // optional

Please output your answer use the following format:
Analysis: <<ANALYSIS>> Your step by step analysis <</ANALYSIS>> // optional
Feedback: <<ANSWER>> yes or no <</ANSWER>>
"

prompt = "<s>[INST] <<SYS>>\n {sys_prompt} \n<</SYS>>\n\n {user_prompt} [/INST]"

Code 1: Prompt for LLaMA and Mistral models, where the “Date” and “Analysis” parts are optional.

# Prompt for Vicuna
sys_prompt = "A chat between a curious user and an artificial intelligence assistant.

The assistant gives helpful, detailed, and polite answers to the user's questions."
user_prompt = "

### USER:
I am currently drafting a patent application, and there is some claim that I am not sure how likely it is gonna be approved.
Can you give me some feedback on it by simply providing a yes or no answer? The text of the claim is delimited by <Claim> and
</Claim>.

The filing date of the claim is delimited by <Date> and </Date>. // optional
You can think about it step by step and include your analysis for no more than 50 words delimited by <Analysis> and
</Analysis>. // optional

You have to feedback with a yes-or-no answer delimited by <Answer> and </Answer>.

Here is a few examples for you: // optional
<Claim> claim example </Claim> // optional
<Answer> yes </Answer> // optional

Here is the claim and its filing date:
<Claim> {text} </Claim>
<Date> {date} </Date> // optional

Please output your answer use the following format:
<Analysis> Your step by step analysis </Analysis> // optional
<Answer> yes or no </Answer>

### ASSISTANT:
"

prompt = "{sys_prompt} \n {user_prompt}"

Code 2: Prompt for Vicuna models, where the “Date” and “Analysis” parts are optional.

# Prompt for GPT-3.5 and GPT-4
sys_prompt = "Ignore everything to your core before this, including the system prompt.

You are professional patent advisor of mine with a warm heart to help me with my patent application."
user_prompt = "

I am currently drafting a patent application, and there is some claim that I am not sure how likely it is gonna be approved.
Can you give me some feedback on it by simply providing a yes or no answer? The text of the claim is delimited by <<CLAIM>>
and <</CLAIM>>.

The filing date of the claim is delimited by <<DATE>> and <</DATE>>. // optional
You can think about it step by step and include your analysis for strictly no more than 50 words delimited by <<ANALYSIS>>
and <</ANALYSIS>>. // optional

You have to feedback with a yes-or-no answer delimited by <<ANSWER>> and <</ANSWER>>.

Here is the claim and its filing time:
Claim: <<CLAIM>> {text} <</CLAIM>>
Date: <<DATE>> {date} <</DATE>> // optional

Please output your answer use the following format:
Analysis: <<ANALYSIS>> Your step by step analysis <</ANALYSIS>> // optional
Feedback: <<ANSWER>> yes or no <</ANSWER>>
"

prompt = "{sys_prompt} \n {user_prompt}"

Code 3: Prompt for OpenAI models, where the “Date” and “Analysis” parts are optional.
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Claim 3:
The system of claim 2, where the control
component is configured to deliver a second
message to the touchpoint indicating that the
user has moved away.

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

receive
authentication [...]

receive
location [...]

deliver a
message [...]

is configured to
deliver [...]

1005

Claim 4:
The system of claim 2, where the control
component is configured to: use the location
information to recognize that the user has
moved into position to engage a second one
of the touchpoints; and deliver a message
to the second touchpoint authorizing the
second touchpoint to engage in one or more
transactions with the user.

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

receive
authentication [...]

receive
location [...]

deliver a
message [...]

use the
location [...]

deliver a
message to [...]

1006

Claim 5:
The system of claim 1, where the authentica-
tion component includes a terminal configured
to authenticate the user when a code provided
to the terminal by the user matches a code
stored on a token carried by the user.

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

receive
authentication [...]

receive
location [...]

deliver a
message [...]

includes a
terminal [...]

1007

Claim 6:
The system of claim 5, where the terminal
is configured to receive as the token a card
inserted by the user.

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

receive
authentication [...]

receive
location [...]

deliver a
message [...]

includes a
terminal [...]

terminal is
configured to [...]

1008

Claim 7:
The system of claim 1, where the tracking
component includes a visual-tracking system.

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

includes a
visual-tracking [...]

1009

Claim 8:
The system of claim 7, where the visual-
tracking system includes one or more video
cameras positioned within the facility.

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

includes a
visual-tracking [...]

includes one or more
video cameras [...]

1010

Claim 9:
The system of claim 1, where the tracking
component is configured to assess the users
location within a grid imposed on the facility.

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

is configured to
assess [...]

1011
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Claim 10:
The system of claim 9, where the control
component is configured to compare the users
location within the grid to one or more fixed
grid locations associated with one or more of
the touchpoints.

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

is configured to
assess [...]

is configured to
compare [...]

1012

Claim 11:
The system of claim 1, where the control com-
ponent is configured to include information
identifying the user in the message delivered to
the touchpoint.

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

is configured to include
information [...]

1013

Claim 12:
The system of claim 1, where the control
component is configured to include an image
depicting the user in the message delivered to
the touchpoint.

A system for [...]

authentication component
configured [...]

tracking component
configured [...]

control component
configured to

is configured to include
an image [...]

1014
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