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Abstract

Diffusion models have yielded remarkable success in virtual try-on (VTON) task,
yet they often fall short of fully meeting user expectations regarding visual quality
and detail preservation. To alleviate this issue, we curate a dataset of synthesized
VTON images annotated with human judgments across multiple perceptual criteria.
A vision large language model (VLLM), namely VTON-VLLM, is then learnt on
these annotations. VTON-VLLM functions as a unified “fashion expert” and is ca-
pable of both evaluating and steering VTON synthesis towards human preferences.
Technically, beyond serving as an automatic VTON evaluator, VTON-VLLM
upgrades VTON model through two pivotal ways: (1) providing fine-grained su-
pervisory signals during the training of a plug-and-play VTON refinement model,
and (2) enabling adaptive and preference-aware test-time scaling at inference.
To benchmark VTON models more holistically, we introduce VITON-Bench, a
challenging test suite of complex try-on scenarios, and human-preference—aware
metrics. Extensive experiments demonstrate that powering VTON models with
our VTON-VLLM markedly enhances alignment with human preferences. Code is
publicly available at: https://github.com/HiDream-ai/VTON-VLLM/,

1 Introduction

Image-based Virtual Try-On (VTON) is an increasingly influential task in computer vision that aims
to synthesize realistic images of a person wearing a specified garment, given the input images of both
the individual and the clothing item. By allowing users to virtually preview apparel without the need
for physical trials, VTON holds significant potential for transforming online shopping experiences
and enabling new applications in fashion e-commerce.

Early GAN-based VTON methods [8} [11} [12} [13} [15} 16} 24} 42} 45] typically adopt a two-stage
pipeline involving pose-guided garment warping and person-garment blending. These approaches
often yield visually implausible garment details and struggle with complex human poses due to
inaccurate warping process. Motivated by the success of diffusion models [2} 4} 16l [7, |17, 22} 33|
3501514 153]], recent VTON approaches [9} [14} 29, 34, 41]] leverage the pre-trained diffusion priors
to enhance generation quality. These approaches generally incorporate garment-specific features
through specialized modules (e.g., ControlNet [49]] and ReferenceNet [46]), and synthesize high-
fidelity images in a progressive manner.

Despite achieving low FID [18]] and LPIPS [S0] scores by these diffusion-based models, the resultant
try-on images often fall short of fully meeting user expectations (e.g., the inconsistent garment details
in the right example of Figure|l|(a)). These metrics are seemingly effective for measuring general
image quality, but fail to adequately capture fine-grained visual attributes (e.g., texture preservation,
and body—clothing coherence) that are critical for realistic and satisfactory virtual try-on experiences.

*This work was performed at HiDream.ai.
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Figure 1: (a) Human Preference on VTON Results: Though low LPIPS scores are achieved, not
all synthesized images generated by state-of-the-art VTON models fully meet user expectations.
(b) Human Feedback Collection: A pre-trained VLLM is first leveraged to automatically assess
the synthesized high-quality garment-person images step-by-step through multi-turn conversations.
These assessments are subsequently reviewed and validated by human annotators to ensure reliability.

To mitigate these limitations, we introduce VTON-VLLM, a human-preference—aware vision large
language model to both evaluate and steer VTON towards human preferences. We begin by collecting
a new dataset of human feedback on VTON outputs (see Figure [I] (b)): each sample consists of
a reference garment image I, a synthesized try-on image I, and fine-grained annotations across
multiple perceptual criteria (e.g., visual pattern preservation, textual character correctness, and image
quality). These annotations are organized into multi-turn conversational prompts for the fine-tuning
of VTON-VLLM to reinforce chain-of-thought reasoning. Consequently, the learnt VTON-VLLM is
able to meticulously analyze the visually grounded evidences in [;, and score how well I;, matches
the reference garment I, as expected by humans step-by-step.

As a unified “fashion expert”, VTON-VLLM then aligns VTON models with human preferences
through two pivotal ways. (1) Fine-grained supervision: Given a low-quality output [/ }Jf 9 from
any base VTON model, VTON-VLLM generates a detailed refinement instruction ¢,. by comparing
reference garment /, and /| }f @ Conditioned on such refinement instruction ¢,., a plug-and-play VTON
Refinement Model (VRM-Instruct) is trained to transform the low-quality output [, ,f 9 into its high-
quality counterpart 1 fQ. By doing so, any VTON models can be elegantly upgraded in a cascade
manner without retraining primary VTON models. (2) Adaptive and preference-aware test-time
scaling: At inference, VTON-VLLM further serves as a dynamic reward model, akin to test-time
scaling in LLM [37], to iteratively steer VRM-Instruct’s refinements based on the learnt human
preferences. Such design adapts refinement strength on-the-fly, and ensures that each refinement
incrementally improves VTON results.

In summary, our main contributions are threefold:

* We present VTON-VLLM, a reliable human-preference-aligned evaluator, which is learnt by tuning
VLLM with our newly collected human feedback on synthesized VTON data. Our VTON-VLLM



goes beyond typical perceptual metrics and aligns better with human preference in image quality
assessment tailored for VTON.

* By taking VTON-VLLM as a unified fashion expert, we further trigger human-preference-driven
enhancement in any VTON models via two ways: 1) providing fine-grained supervision for
training a plug-and-play VTON refinement model that elevates low-quality outputs to high-quality
standards, and 2) triggering adaptive and preference-aware test-time scaling to iteratively guide
VTON refinements at inference.

* We construct a newly collected test set that features challenging try-on scenarios, dubbed as
VITON-Bench, alongside novel human-preference-aware metrics powered by VTON-VLLM.
This benchmark enables more holistic assessment of VTON models, ensuring that quantitative
evaluations align with real user expectations well.

2 Related Work

Virtual Try-on. Early virtual try-on (VTON) methods [15] [13] 42} [45]] mainly capitalize on a two-
stage pipeline: first, deforming the garment to match the target body shape, and then synthesizing the
final image using a GAN-based generator, conditioned on the warped garment and human pose. Most
recently, advanced approaches have explored the integration of powerful diffusion generation models
into VTON pipelines to better preserve garment appearance and achieve realism. [14,[29] applies a
straightforward approach by overlaying the warped garment on the target person to guide the diffusion
model. However, these methods heavily rely on deformed garments and thus easily introduce artifacts
due to imperfect warping. To address this, Stable-VTON [34] extends ControlNet [49] to learn
implicit garment deformation. OOTDiffusion [46]] and IDM-VTON [9] adopt a dual-UNet framework
to better leverage pre-trained image priors within diffusion models for representation learning of
garment. Furthermore, SPM-Diff [40] incorporates the visual correspondence between the garment
and the human body into the dual-UNet architecture, which enhances the preservation of fine-grained
details and clothing outline. Although promising results are achieved, these diffusion-based VTON
models still fail to generate images that fully meet user expectations.

Human Preference Alignment in VLLMs. In recent years, vision large language models (VLLMs)
have exhibited remarkable performance in tasks involving cross-modal understanding [28, 52,
reasoning [} 132], and interaction [19}48]]. However, the modality gap between vision and language
leads to significant vision hallucinations in VLLMs, wherein the generated text is inconsistent with the
associated images. Inspired by the reinforcement learning from human preference in large language
models [31}138]], advanced works [39,47] propose collecting human feedback on vision hallucinations,
such as visual instructions or error corrections, to address the issue of cross-modal misalignment.
However, integrating human preference alignment into VTON remains largely unexplored.

3 VTON-VLLM: Human Preference-Aware VLLM for VTON

In this section, we first introduce VTON-VLLM, a human-preference-aware vision large language
model (VLLM) for virtual try-on (VTON). Given a reference garment image and a synthesized person
image wearing this garment, the proposed VTON-VLLM can comprehensively assess whether the
synthesized image aligns with human preferences in both image quality and detail preservation.

3.1 Motivation

The recent advancements in VTON techniques have significantly improved the quality of synthesized
images, enabling practical applications in fashion e-commerce and digital styling. Although promising
results are achieved, existing methods still fail to generate images that are fully aligned with human
preferences. For example, as shown in Figure [1| (a), inconsistencies and incoherence often arise
in detail preservation and body alignment, respectively. And these types of defects may not be
effectively captured by traditional metrics such as the Learned Perceptual Image Patch Similarity
(LPIPS) and Frechet Inception Distance (FID) in one-to-many image synthesis. Thus, it is essential
to accurately evaluate whether a synthesized image fully aligns with human preferences.

Recent works [25}!44] have explored using vision large language model (VLLM) as proxies for human
judgment, leveraging their powerful capabilities in multi-modal understanding. However, the efficacy
of these methods in evaluating the quality of VTON image remains unsatisfactory, particularly when



synthesized fashion images exhibit inconsistent fine-grained attributes with the reference garment. To
address this issue, we develop a human-preference-aware VLLM by first collecting comprehensive
human feedback on synthesized VTON data across multiple perceptual criteria in VTON, which are
then organized into multi-turn conversational prompts. These data are further used to fine-tune a
pre-trained VLLM, facilitating chain-of-thought reasoning for quality assessment.

3.2 Human Feedback Dataset

To better investigate human judgments in VTON, we establish an evaluation framework that includes
garment consistency and image quality. The two metrics encompass multiple sub-aspects as follows:

Garment Consistency (GC). This criterion evaluates whether the generated deformed garment
retains the original 1) visual pattern (i.e., texture and logo), 2) text characters, 3) sleeve style (e.g.,
wave or puff sleeves) and 4) holistic garment shape.

Image Quality (IQ). This criterion assesses 1) edge artifacts near garment-body intersections and 2)
pose plausibility of the target person in the synthesized image.

When constructing the human feedback dataset, we first employ a pre-trained VLLM to roughly
annotate 40K synthesized images according to the pre-defined evaluation specifications. 15 annotators
from different educational backgrounds are then invited to review and validate these annotations.
As a result, we obtain a high-quality dataset consisting of clothing-model pairs, fine-grained human
feedback and quality scores across the above six fine-grained sub-aspects. A multi-turn conversa-
tional prompt [X}, X1, -+, XM XM]is then constructed for each pair, where X and X} denote a
question string and an answer string, respectively. This way, the trained model is capable of decom-
posing the complex evaluation into intermediate reasoning steps (i.e., chain-of-thought reasoning) for
improved VTON understanding, based on which faithful quality scores are computed.

3.3 Training

We adapt a pre-trained VLLM [[1] to comprehensively assess image quality in alignment with human
judgments for VTON by minimizing the cross-entropy loss on the collected human feedback dataset.
Specifically, we form all the multi-turn conversational instruction strings into a single input sequence
with L tokens. Hence, given an input instruction X,, we compute the probability of X, as:
L
p<Xa|Iv7 Xq) = Hp@(inv; Xq,<ia Xa,<i)

i=1
where 6 represents the trainable parameters, and I, is the concatenated clothing-model image. Let

Xg,<i and X, ; denote the historical instructions and answer tokens in all turns before the current
prediction token x;, respectively.

4 Align VTON models with Human Preferences via VTON-VLLM

This section details how VTON-VLLM aligns VTON models with human preferences by: 1) providing
fine-grained supervision for a plug-and-play VTON refinement model (Section4.T)), and 2) facilitating
test-time scaling in inference with human-preference-aware reward (Section4.2)).

4.1 VTON Refinement Model with Fine-grained Supervision

Though existing VTON approaches achieve strong quantitative results on standard benchmarks, their
generated outputs often fail to meet the user expections. To address this limitation, we introduce a
VTON refinement model optimized with fine-grained supervision from the VTON-VLLM, dubbed as
VRM-Instruct. The refinement model can be cascaded with arbitrary VTON models in a plug-and-play
manner, consistently improving their generation quality and alignment with human preferences.

Recall that our proposed VTON-VLLM can not only score a garment-person pair from six fine-
grained aspects but also excel in reasoning for interpretable visual evidences to justify the scoring
decisions in Section 3| Taking advantage of this capability, we first construct triplets (1, ] }f Q, 1 f Q)
consisting of a reference garment I, a low-quality person image [ ,fQ and a high-quality version
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Figure 2: Tllustration of our proposed VTON refinement model (VRM-Instruct) and test-time scaling
(TTS), both of which are powered by our VTON-VLLM. (a) Given a sample generated by any VTON
model, VTON-VLLM is first employed to evaluate the synthesized image via chain-of-thought
reasoning and then provide a fine-grained instruction to guide VRM-Instruct for generation of better
results that meet user expectations. (b) TTS can be readily triggered by collaborating VTON-VLLM
and VRM-Instruct, further iteratively enhancing the outputs to align human preferences.

1 ,? ?. For each triplet, our VTON-VLLM generates a fine-grained refinement instruction ¢,- that
pinpoints specific regions in [ }f < that do not align human preferences in either garment consistency
or image quality by comparing I, and I fQ. Then, VRM-Instruct is steered to enhance / ,f 9 into I ,{{Q
following the instruction. In this work, I f Qs sampled from high-quality datasets (e.g., VITON-

HD) while I, LQ i synthesized by a less capable VTON model. Inspired by [21} [10], we propose
incorporating the intrinsic in-context visual priors of a pre-trained text-to-image diffusion transformer
(i.e., FLUX-Fill /] ' into our VRM-Instruct, which frames VTON synthesis as conditional image
inpainting. Specifically, we concatenate the garment image I, € R >*W >3 with the low-quality

LQ c REXWx3

image I, , resulting in visual condition I.onq = 1,01, LQ, Meanwhile, the ground-truth

image is defined as Iy = [,©1 f Q. The inpainting mask 1,45 = Io©1; is derived by combining
a black image Iy and a white image I;, indicating the untouched area and the inpainting region,
respectively. The objective function for training VRM-Instruct can be formulated as:

»CDiT - Et,ewN(O,I)Hv'y([xtaXcond;xmask]atr) - (6 - XO)H%; (1)

where X, Xcond and X, 445 are the latent codes of Iy, Iconq and I, 445, respectively. x; is obtained
by adding Gaussian noises € to the latent code x at timestep ¢. -y denotes the trainable parameters.

At inference time, our VTON-VLLM is first utilized to identify perceptually defective regions in the
initial output from an arbitrary VTON model and generate the refinement instruction ¢,.. The low-
quality initial image and the instruction are then fed into our VRM-Instruct to produce a high-fidelity
image that better aligns with learnt human preferences, as illustrated in Figure 2| (a).

4.2 Test-Time Scaling with Human Preference-Aware Reward

Test-time scaling (TTS) has demonstrated significant effectiveness in both linguistic and multi-modal
understanding tasks [7,137]. By further investigating our VTON-VLLM and VRM-Instruct, we found
that TTS is naturally supported through the mutual collaboration of these two models. Specifically,
following the prediction of VRM-Instruct, VTON-VLLM functions as a human-preference-aware
reward model to assess the quality of the refined image. Then, another forward pass of VRM-Instruct
is executed if this image does not fully align with human preferences, conditioned on the refined
image and the updated refinement instruction, yielding an incrementally improved output. This

“https://huggingface.co/black-forest-labs/FLUX.1-Fill-dev



iterative process continues until the output image meets the pre-defined quality criteria or a maximum
of N iterations is reached. TTS for VTON is shown in Figure@] (b).

S Experiments

5.1 Experimental Setups

Datasets. VITON-HD [8] contains 13,679 frontal-view image pairs of women and upper garments.
Following previous works [14} 29]], we split the dataset into 11,647 training pairs and 2,032 testing
pairs. DressCode [30] consists of 53,795 image pairs, divided into three categories: 15,366 upper-
body clothes, 8,951 lower-body clothes, and 29,478 dresses. We adopt the official split, using 1,800
pairs from each category for testing and the remaining pairs for training.

Evaluation. Generally, two evaluation settings are adopted in VTON: paired and unpaired. Specif-
ically, the paired setting involves reconstructing the ground-truth person image using the original
garment, while the unpaired setting requires replacing the clothing of a person image with a dif-
ferent garment. To benchmark VTON models more holistically, we newly curate a challenging
test set that features realistic and complex VTON scenarios, namely VITON-Bench. Particularly,
VITON-Bench consists of 1,000 paired garment-person images and 2,300 unpaired images manually
collected from the Internet, VITON-HD and CosmicMan [26]. All the methods are evaluated on three
test sets: VITON-HD, DressCode, and our VITON-Bench. For the paired setting, SSIM [43]] and
LPIPS [50] are commonly adopted to measure visual similarity between the generated images and the
ground-truth images. Furthermore, we leverage our proposed VTON-VLLM as a “fashion expert” to
compute human-preference-aware metrics, which evaluate both garment consistency (GC) and image
quality (IQ) across a set of fine-grained attributes, including visual patterns, text characters, sleeve
style, garment shape, edge artifacts, and human pose. For the unpaired setting where ground-truth
references are unavailable, we employ FID [[18]], KID [3] , GC and IQ to assess generation quality. It
is worth noting that our GC metric can evaluate the visual consistency between the synthesized images
and input garments in the unpaired setting, while FID and KID primarily measure the perceptual
realism and distribution similarity of the generated images with respect to a target dataset.

Implementation Details. (1) VTON-VLLM: Our VTON-VLLM is initialized from Pixtral12B [[1]]
and further fine-tuned on the collected human feedback dataset. The model is trained for 2 epochs
with a batch size of 64. The learning rate is set to 0.0001, and AdamW [27]] is employed as the
optimizer. We incorporate Low-Rank Adaptation (LoRA) [20] with a rank of 16 for training efficiency.
(2) VTON Refinement Model: We also employ AdamW to optimize the model over 50,000 training
steps. The learning rate is set to 0.00005 with a warmup over 500 iterations, and the batch size is 1.

5.2 Results

Quantitative Results on VITON-HD and DressCode. Table|I|presents the comparisons among
different methods on VITON-HD. Note that GC,/1Q, and GC,/IQ, are human-preference-aware
metrics driven by our VTON-VLLM for paired and unpaired settings, respectively. Although state-of-
the-art models such as IDM-VTON and SPM-Diff have already achieved promising results, further
improvements are realized through our VRM-Instruct and TTS module, both of which are powered
by VTON-VLLM. Specifically, in the paired setting, IDM-VTON w/ VRM-Instruct and TTS
not only significantly reduces LPIPS from 0.082 to 0.051 but also increases GC,, from 4.665 to
4.873, demonstrating better visual consistency compared to its baseline counterpart IDM-VTON.
Moreover, in the unpaired setting, IDM-VTON w/ VRM-Instruct and TTS demonstrates consistent
performance gains, as evidenced by a decrease in KID from 0.741 to 0.634 and an increase in I1Q, from
4.392 to 4.711, yielding absolute improvements of 0.107 and 0.319, respectively. These observations
highlight the advantages of leveraging our VRM-Instruct and TTS to steer VTON models towards
human preferences in both image quality and garment consistency, which is achieved through iterative
refinement guided by fine-grained and preference-aligned instructions from VTON-VLLM. Please
refer to the Appendix for more results on DressCode.

Quantitative Results on VITON-Bench. We quantitatively evaluate different VTON models on
the newly introduced VITON-Bench, and Table [2| summarizes the results. The increased complexity
of VITON-Bench leads to substantial performance degradation in most metrics, with particularly
pronounced drops in SSIM, FID, and IQ... Conversely, GC,. exhibits relatively mild decreases. Upon



Table 1: Quantitative results on VITON-HD. GC, and IQ, denotes the proposed human-preference-
aware metrics Garment Consistency and Image Quality, respectively. VRM-Instruct and TTS are
short for VTON refinement model with fine-grained instructions and test-time scaling, respectively.

Train/Test VITON-HD/VITON-HD Average Preference-Aware Scores
Method SSIM1 LPIPS| FID| KID|] GC,71 1Q,1T GC,71T I1IQ.7T
LaDI-VTON [29] 0.864 0.096 10.531 2303 4542 4.621 4320 4.291
Stable-VTON [23] 0.852 0.084 10.200 1.921 4.625 4.660 4331 4405
OOTDiffusion [46] 0.881 0.071 10.153  0.892  4.619 4.649 4400 4.388
IDM-VTON [9] 0.877 0.082 9.372  0.741 4.665 4750 4445 4392
w/ VRM-Instruct 0.880 0.054 9.012 0.667 4870 4.852 4.712 4.677
w/ VRM-Instruct and TTS  0.882 0.051 8.902 0.634 4.873 4920 4.724 4.711
SPM-Diff [40] 0.911 0.063 9.034 0.720 4742 4775 4502 4411
w/ VRM-Instruct 0.890 0.054 9.012 0.667 4.891 4850 4.715 4.680
w/ VRM-Instruct and TTS  0.892 0.055 9.010 0.663 4900 4930 4.745 4.725
CAT-VTON [10] 0.870 0.057 9.015 0.670 4713 47765 4.510 4.420
w/ VRM-Instruct 0.885 0.055 8915 0.660 4.832 4834 4.673 4.661

w/ VRM-Instruct and TTS  0.891 0.052 8.923 0.652 4.895 4900 4.733 4.738

Table 2: Quantitative results on the newly introduced VITON-Bench. GC, and IQ, denotes the
proposed human-preference-aware metrics Garment Consistency and Image Quality, respectively.

Train/Test VITON-HD/VITON-Bench Average Preference-Aware Scores
Method SSIM1t LPIPS| FID| KID| GC,71 1Q,1T GC,71T I1IQ,7T
LaDI-VTON [29] 0.702 0.173 14.032  2.03 4107 3.692 3.631 3.021
Stable-VTON [23] 0.725 0.110 13.566  1.67 4280 4.010 3.894 3.083
OOTDiffusion [46] 0.733 0.097 13.087 143 4357 4.036 3.926 3.447
IDM-VTON [9] 0.750 0.083 12562 1.02 4374  4.069 4.026 3.825
w/ VRM-Instruct 0.787 0.064 10931  0.92 4566 4398 4341 4.126
w/ VRM-Instruct and TTS  0.794 0.060 10.784  0.87 4.612 4429 4442 4302
SPM-Diff [40] 0.765 0.084 12208 1.34 4519 4230 4235 3.804
w/ VRM-Instruct 0.782 0.069 11.011 094 4570 4401 4288 4.027
w/ VRM-Instruct and TTS  0.797 0.062 10.627  0.87 4.623 4429 4407 4.280
CAT-VTON [10] 0.751 0.078 12.663 1.23 4518 4238 4.150 3.991
w/VRM-Instruct 0.772 0.063 10.721 0.90 4542 4579 4262 4.156

w/ VRM-Instruct and TTS  0.788 0.060 10.232  0.85 4555 4.685 4390 4.353

examining the synthesized results, we observed that these state-of-the-art VTON models are capable
of preserving parts of the visual characteristics in the garment by learning robust garment features.
However, they struggle with handling garment warping for complex human poses in real-world
scenarios, resulting in notable artifacts and incorrect fine-grained details. Despite these challenges,
the integration of our proposed VRM-Instruct and TTS further enhances the performance of all the
methods. Particularly, SPM-Diff w/ VRM-Instruct and TTS outperforms the baseline SPM-Diff,
achieving improvements in both GC, (from 4.235 to 4.407) and 1Q, (from 3.804 to 4.280). These
results clearly demonstrate that VRM-Instruct and TTS can effectively improve synthesized outputs,
even in intricate real-world cases, by capitalizing on human preferences learnt by VTON-VLLM.

Qualitative Results. We conducted a qualitative evaluation to compare the results synthesized by
different methods on VITON-Bench. Some examples are illustrated in Figure |3} It can be observed
that our proposed VRM-Instruct and TTS module consistently improve the state-of-the-art baselines,
i.e., LaDI-VTON, IDM-VTON and CAT-VTON. For instance, in the first row, the enhanced images
exhibit significantly better visual quality compared to those generated by the baseline models in the
challenging case with complex human poses. Moreover, in the second row, the images synthesized
by baseline models suffer blurred or repeated text rendering and severe edge artifacts, whereas the
counterparts refined by incorporating our VRM-Instruct and TTS achieve superior text fidelity. This
underscores the effectiveness of our proposed designs (i.e., VRM-Instruct and TTS), which iteratively
enhance the synthesized images with fine-grained and human-preference-aligned instructions from
VTON-VLLM. Please refer to the Appendix for more examples.

5.3 Discussions

Effect of VTON-VLLM in VTON Synthesis. As previously noted, our VTON-VLLM can upgrade
arbitrary VTON models in a cascade manner by employing a plug-and-play VTON refinement model
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Figure 3: Qualitative results on VITON-Bench. The first and second rows show results under unpaired
and paired settings, respectively. For each pair, the left image is generated by a baseline model
(i.e., LaDI-VTON, IDM-VTON, CAT-VTON), and the right image is enhanced by incorporating our

proposed VRM-Instruct and TTS module powered by VTON-VLLM.

Table 3: Ablation study of VRM-Instruct and TTS module on VITON-HD. VRM-Instruct denotes the
proposed VTON refinement model with fine-grained instructions from VTON-VLLM. TTS denotes
test-time scaling.

Garment Consistency Image Quality
Model Pattern Characters Sleeve  Shape Edge Artifact Human Pose SSIM 1 LPIPS |
Base 4.645 4.698  4.679 4.833 4.650 4.821 0.870 0.057
Base + VRM-Instruct 4.873 4.800 4.782 4.865 4.803 4.865 0.885  0.055
Base + VRM-Instruct + TTS 4.931 4913 4.865 4.870 4.889 4913 0.891  0.052

that utilizes fine-grained refinement instructions (VRM-Instruct), and further function as a human-
preference-aware reward model to iteratively guide VRM-Instruct based on learnt human preferences,
akin to test-time scaling (TTS). In this part, we conduct an ablation study to evaluate individual
contributions of these two core designs by sequentially adding VRM-Instruct and TTS to a Base
VTON model. The scores across all six fine-grained dimensions of garment consistency (GC) and
image quality (IQ) are shown. CAT-VTON is adopted as the Base model here. As shown in Table 3]
by incorporating the fine-grained instructions from VTON-VLLM to identify imperfect regions in
the garment and guide the refinement process towards human preferences, Base + VRM-Instruct
achieves notable improvements over Base model in garment consistency. Specifically, compared with
Base model, Base + VRM-Instruct boosts “Characters” and ‘“Pattern” from 4.698 to 4.800 and from
4.645 to 4.873, respectively. Furthermore, we integrate TTS into Base + VRM-Instruct to enable
iterative enhancement with human-preference-aware reward provided by VTON-VLLM in the full
run Base + VRM-Instruct + TTS, surpassing all the other settings. Compared to Base model, the
“Edge Artifact” and SSIM scores increase from 4.650 to 4.889 and from 0.870 to 0.891, respectively.

Preference Agreement. In this part, we evaluate the alignment between human preferences and
our VTON-VLLM. Specifically, we adopt a held-out set from our collected human feedback data as
ground-truth annotations, and compute the percentage of consistent judgements between human and
VTON-VLLM as a measure of inter-rater agreement. Chain-of-thought reasoning is employed in
VTON-VLLM to generate the fine-grained assessments of the synthesized images. Our VTON-VLLM
attains an agreement rate of 84.52%, demonstrating strong alignment with human preferences.

FID vs VTON-VLLM Score. In Table @] we further investigate the correlation between the no-
reference evaluation metric FID/VTON-VLLM and human judgments by dividing images from the
held-out human feedback data into subsets based on whether the generated images are preferred by
humans or not. FID and the averaged VTON-VLLM scores are calculated for each subset. Note that
no-reference evaluation refers to image quality assessment performed in the absence of ground-truth
images. As shown, there is no significant difference in FID scores between the two subsets. This
suggests that FID may not effectively capture the subjective dimensions underlying human judgments.
In contrast, VTON-VLLM yields higher scores for the human-preferred subset compared to the
non-preferred one, confirming its better consistency with human perceptual criteria.



Table 4: Analysis of the alignment between our VTON-VLLM and human preferences. (1) FID and
VTON-VLLM scores are calculated for subsets of preferred and non-preferred images by human. (2)
Preference agreement refers to the inter-rater agreement between human and VTON-VLLM.

Method Preferred Non-preferred | Preference Agreement
FID 6.84 6.99 /
VTON-VLLM 4.92 3.94 84.52%

Table 5: Analysis of our VTON-VLLM in high-quality dataset construction. VITON-SYN is a
synthesized dataset by leveraging a VTON model for generation and VTON-VLLM for data filtering.

Garment Consistency Image Quality
Training Data Pattern Characters Sleeve  Shape Edge Artifact HumanPose SSIM 1 LPIPS |
VITON-HD 4.861 4.724 4734 4.676 4.714 4.588 0.875  0.045
VITON-SYN 4907 4868 4.782 4.832 4.856 4.672 0.898  0.044
VITON-HD + VITON-SYN 4.931 4912 4.822 4.872 4.890 4.726 0.903  0.043

High-quality Dataset Construction with VTON-VLLM. We conduct an ablation study to explore
the intrinsic ability of our VTON-VLLM as an image quality evaluator in high-quality dataset
construction. Specifically, we first train a VTON model that is architecturally similar to VRM-Instruct
on the VITON-HD dataset, where the garment image I, and a blank white image I; are combined as
the visual condition [.,,4 during training. More implementation details are provided in Appendix
Sec[A.2] The trained model is then employed to synthesize garment—person pairs, using garment
images sampled from existing datasets [8, 30, 136] and textual prompts describing diverse scenes
and poses from a predefined pool. Finally, the generated images undergo rigorous data filtering
by our VTON-VLLM, resulting in a human-preference-aligned training dataset VITON-SYN. In
Table E} we compare our VTON models trained on VITON-HD, VITON-SYN, and the combination
of both. Surprisingly, training the VTON model solely on VITON-SYN outperforms the in-domain
run VITON-HD. We attribute this improvement to two key factors: (1) VITON-SYN exhibits
comparable visual quality to the manually collected VITON-HD and scalability in data quantity, and
(2) the VTON model has gained enhanced capability in handling diverse scenarios when trained on
VITON-SYN. This demonstrates the effectiveness of VTON-VLLM in performing quality assessment
for the construction of high-quality datasets. Further improvements in all metrics are achieved by
leveraging both sets for training. Please refer to the Appendix for details of VITON-SYN.

6 Conclusion
In this paper, we have presented VTON-VLLM, a vision large language model fine-tuned with human

feedback on synthesized VTON data, which can comprehensively assess whether synthesized images
meet user expectations. As a unified “fashion expert”, our VTON-VLLM can elegantly upgrade
VTON models and align them with human preferences through two pivotal ways: 1) providing
fine-grained supervision for the training of a plug-and-play VTON refinement model, and 2) enabling
test-time scaling with human-preference-aware reward for adaptive inference. To benchmark VTON
models more holistically, we curate a challenging test set (i.e., VITON-Bench), featuring realistic
and complex VTON scenarios, and introduce human-preference-aware evaluation metrics powered
by our VTON-VLLM. Extensive experiments on VITON-HD, DressCode, VITON-Bench validate
that incorporating our VTON-VLLM leads to significant improvements in VTON synthesis.

Limitations. Despite the above advantages, our method still has several limitations. First, it may
encounter difficulties in handling rare or long-tail clothing items with distinctive patterns or structures.
Second, objects held by the person and significantly overlapping with the target garment regions may
not be accurately reconstructed, as our method primarily emphasizes garment preservation. Finally,
similar to test-time scaling techniques adopted in large language models, our method necessitates
additional computational overhead during the inference.

Border Impacts. Similar to popular generative models for visual content creation, our proposed
designs allow anyone to produce high-fidelity person images, which holds great potential impact
to revolutionize the shopping experience in the e-commerce industry. However, these synthesized
person images risk exacerbating issues of misinformation and deepfakes. To mitigate the misuse of
our models, we will enforce strict adherence to usage guidelines and integrate an additional pipeline
to automatically embed digital watermarks into the synthesized outputs.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Please check our contribution and scope in abstract and introduction sections.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitation of our work at the end of the main paper.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Justification: Our work does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We describe all necessary implementation details in Section [5] Moreover, we
provide the source code in the Supplementary Material to further ease the reproduction of
our work.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the code and data in the Supplementary Material, with sufficient
instructions to faithfully reproduce the main experimental results.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide all the experimental details in Section[5.1]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We follow most existing VTON works and report performances on the public
standard benchmarks without statistical significance for evaluation.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

15


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We describe the computer resources in Section [5.1}
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conducted in our paper conforms, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss the potential broader impacts at the end of the main paper.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: We discuss some possible safeguards at the end of the main paper.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The used code and data have been credited in the released code in supplemen-
tary material.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We have curated a new and challenging test set, introduced in Section [5.1}
which will be released upon acceptance of the paper for research only.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our work does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our work does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

18


paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: Our core method development in this research does not involve LLMs.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Appendix
A.1 More Quantitative and Qualitative Results

Quantitative Results on DressCode. The quantitative results on DressCode across three macro-
categories are summarized in Table and Table! Table@reports SSIM, LPIPS, GC,, and 1Q,, under
the paired setting, while Table[7] presents results under the unpaired setting, including FID KID,
GC,, and IQ,. With the integration of our proposed VRM-Instruct and TTS modules, state-of-the-art
VTON models achieve further improvements on the DressCode benchmark. Specifically, in the paired
setting for the upper-body category, OOTDiffusion w/ VRM-Instruct + TTS increases SSIM from
0.902 to 0.928 and GC,, from 3.59 to 4.14, indicating enhanced detail preservation. Meanwhile, in
the unpaired setting, the same recipe boosts 1Q, from 4.05 to 4.15 and reduces FID from 11.03 to
9.43, which demonstrates improved visual realism. These results on the DressCode dataset further
validate the effectiveness of our VRM-Instruct and TTS modules in guiding VTON models towards
better alignment with human preferences in both image quality and garment fidelity.

More Qualitative Results. In Figure ] we present additional qualitative comparisons of synthesized
results produced by different methods on VITON-HD. Furthermore, more results for other clothing
categories (i.e., lower-body garments and dresses) on DressCode are presented in Figure 5]

Table 6: Quantitative results on DressCode in paired setting of three categories(D.C.Upper,
D.C.Lower, D.C.Dress). VRM-Instruct and TTS are short for VTON refinement model with fine-
grained instructions and test-time scaling, respectively.

Train/Test D.C.Upper/D.C.Upper D.C.Lower/D.C.Lower D.C.Dress/D.C.Dress
Method SSIM{ LPIPS| GC,] 1Q,1 SSIM{ LPIPS| GC,! 1Q,1 SSIM{ LPIPS| GC,! IQ,1!

LaDI-VTON [29] 0.904 0.063 3.48 3.32 0.862 0.122 3.36 3.22 0.782 0.129 3.25 3.02

w/ VRM-Instruct and TTS ~ 0.930 0.042 4.12 3.99 0.923 0.043 4.06 3.81 0.912 0.069 3.97 3.76
OOTDiffusion [46] 0.902 0.050 3.59 343 0.882 0.103 342 3.26 0.824 0.100 3.40 3.15

w/ VRM-Instruct and TTS ~ 0.928 0.039 4.14 3.92 0.918 0.044 4.01 3.76 0.898 0.064 3.92 3.74
IDM-VTON [9] 0911 0.060 3.70 3.57 0913 0.055 3.60 3.33 0.863 0.082 3.62 3.44

w/ VRM-Instruct and TTS ~ 0.931 0.034 4.08 3.98 0.917 0.040 3.92 3.72 0.883 0.062 3.94 372
SPM-Diff [40 0.927 0.042 3.74 3.60 0.914 0.050 3.70 345 0.892 0.073 3.68 3.49

w/ VRM-Instruct and TTS ~ 0.928 0.035 4.06 4.03 0.920 0.046 4.03 3.79 0.890 0.069 3.91 3.70

CAT-VTON [10] 0919 0.045 3.68 3.58 0.897 0.063 3.65 3.40 0.900 0.065 3.54 3.41
w/ VRM-Instruct and TTS ~ 0.927 0.039 4.11 4.00 0.918 0.042 3.99 3.74 0.892 0.065 3.93 3.76

Table 7: Quantitative results on DressCode in unpaired setting of three categories(D.C.Upper,
D.C.Lower, D.C.Dress). VRM-Instruct and TTS are short for VTON refinement model with fine-
grained instructions and test-time scaling, respectively.

Train/Test D.C.Upper/D.C.Upper D.C.Lower/D.C.Lower D.C.Dress/D.C.Dress

Method FID| KID| GC,t IQ,T FID| KID| GC,t IQ,7T FID| KID| GC,1t IQ.7T

LaDI-VTON [29] 14.26 3.33 4.02 3.78 13.38 1.98 2.86 2.64 1312 1.85 3.21 2.99

w/ VRM-Instruct and TTS  9.38 0.52 4.34 4.19 9.80 0.85 3.27 310 10.65 0.84 340 3.55

OOTDiffusion [46] 11.03 0.86 4.10 4.05 9.62 0.84 2.99 2.92 10.65 0.84 3.40 3.29

w/ VRM-Instruct and TTS ~ 9.43 0.42 4.31 4.15 9.66 0.80 3.19 3.08 9.69 0.52 3.76 3.58

IDM-VTON [9] 10.86 0.62 4.13 4.11 12.05 0.93 3.08 3.02 12.33 1.41 3.48 3.29

w/ VRM-Instruct and TTS ~ 9.55 0.43 4.30 4.18 9.74 0.77 3.28 3.03 9.92 0.54 3.80 3.51

SPM-Diff [40] 10.56 0.40 4.23 4.15 9.02 0.80 3.11 3.02 10.17 0.50 3.55 3.49

w/ VRM-Instruct and TTS ~ 9.46 0.45 4.32 4.20 9.18 0.78 3.26 3.11 9.79 0.51 3.78 3.54

CAT-VTON [10] 8.92 0.51 4.16 4.12 9.21 0.94 3.06 2.98 9.76 0.66 3.50 3.41

w/ VRM-Instruct and TTS ~ 9.23 0.44 4.35 4.14 9.20 0.76 3.19 3.12 9.68 0.57 3.83 3.61

A.2 More Discussions

Effect of Iteration Count N in Test-Time Scaling. We analyze the sensitivity of our proposed TTS
with respect to the iteration count /N, which is guided by human-preference-aligned reward from
VTON-VLLM. The results are reported in Table 8] and the best results are achieved with N = 3.

VTON-VLLM vs Base VLLM. To further evaluate the effectiveness of our proposed VTON-VLLM,
we compare its capability in VTON assessment with that of the base VLLM (i.e., Pixtral-12B [1]])
without fine-tuning on human feedback data. We sample 100 challenging garment-person pairs
from VITON-HD, where OOTDiffusion [46] struggles to produce satisfactory outputs, and generates
10 candidate images for each pair using different random seeds. Human annotators then compare
the highest-rated images selected by both models from the 10 candidates to determine which is
better. As a result, our VTON-VLLM achieves a win rate of 74.17% compared to the base VLLM.
Some examples are shown in Figure[/| It is evident that our VTON-VLLM consistently selects the
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Figure 4: Qualitative results on VTON-HD dataset in unpaired settings. For each pair, the left image
is generated by a baseline model (i.e., LaDI-VTON, IDM-VTON, CAT-VTON), and the right image is
enhanced by incorporating our proposed VRM-Instruct and TTS module powered by VTON-VLLM.

LaDI-VTON Enhanced IDM-VTON Enhanced CAT-VTON Enhanced
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Figure 5: Qualitative results on DressCode dataset in unpaired settings. For each pair, the left image is
generated by a baseline model (i.e., LaDI-VTON, IDM-VTON, CAT-VTON), and the right image is
enhanced by incorporating our proposed VRM-Instruct and TTS module powered by VTON-VLLM.

perceptually superior image, whereas the base VLLM often overlooks subtle garment inconsistency
and visual artifacts. This highlights the effectiveness of our fine-tuned VTON-VLLM in aligning
VTON evaluations with human judgments. On the other hand, to verify the importance of training
VLLMs on human feedback datasets, we conduct experiments on the VITON-HD dataset under two
settings: (1) Base-VLLM: VTON refinement model is trained on and guided by the instructions
generated by the Base-VLLM without human feedback fine-tuning; (2) VTON-VLLM: VTON
refinement model is trained on and guided by the instructions generated by our VTON-VLLM, which
is fine-tuned with human feedback. Both models are trained and evaluated on the VITON-HD dataset.
The quantitative results are summarized in Table [} It can be observed that directly leveraging the
Base-VLLM to prompt our proposed VTON refinement model can, to some extent, improve the
VTON results compared with the base VTON model. Further empolying our VTON-VLLM to align
the refinement with human preferences consistently outperform those with the Base-VLLM across all
the metrics, which validates the effectiveness of training VTON-VLLM with human feedbacks on
VTON images.

Performances across fine-grained categories. We reported the performances across different
genders, body types and skin tones. Gender, body type, and skin tone are roughly categorized into
several classes. The quantitative results on VITON-Bench are summarized in Table [T0}
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System-Message(Xy): You are a professional digital artist. You will have to evaluate the C’%
effectiveness of the Al-generated image based on given rules. S——~
Human(Xé ) : Please describe characters on upper-body garment in each of two images separately. w ——

Assistant(X}): In the first image, the upper-body garment is a horizontally striped red and
white T-shirt. The word "FIORUCCI" is printed in bold, black and red letters across the chest
area, centered and slightly tilted. In the second image, the T-shirt is the same as in the first image,
featuring the horizontally striped red and white pattern. The word "FIORUCCI" is also printed in
bold, black and red letters across the chest area, centered and slightly tilted.

Human ( X;) ) : Now, based on the characters on the upper-body garments in the two images, please
determine how well the characters are consistent in the two images, output a score in [0, 5].
Assistant(Xﬁ): 55

Human(X;: ) : Review your previous responses step-by-step. If you are completely confident that
your reasoning and conclusions are correct, respond with "Correct". If you find any errors or are
uncertain, respond with "Wrong".

Assistant(X2): Correct.

\ J

>

[

Figure 6: An example of a multi-turn conversational instruction for text character consistency from
our human feedback dataset.
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Figure 7: Comparisons between top-ranked images selected by our VTON-VLLM and the base
VLLM from 10 candidate synthesized images for each garment-human pair.

A.3 Dataset Details

Human Feedback Data. During the collection of human feedback data, a pre-trained VLLM is
first employed to roughly assess garment-person images across various fine-grained dimensions.
Human annotators then review and validate these evaluations to ensure accuracy. These annotations
are further structured into multi-turn conversational instructions for training our VTON-VLLM. An
example instruction for text character consistency is illustrated in Figure [f]

Synthetic VITON-SYN. We adopt a similar network to our VRM-Instruct (described in Section 4.1)
as the VTON model and train it on VITON-HD to generate VTON data in Section 5.3. Different
from VRM-Instruct, the inpainting condition in this VTON model is obtained by combining the
garment image I, and a blank white image I, leading to I,,,q = I,©1;. To obtain VITON-SYN,
we sample garment images from existing datasets and scene prompts from a pre-defined
pool as reference conditions, and synthesize images of persons wearing the corresponding garments

Table 8: Ablation study of iteration count N in our TTS on VITON-HD.

Garment Consistency Image Quality
Model Pattern Characters Sleeve  Shape Edge Artifact Human Pose SSIM {1 LPIPS |
2 4.817 4803 4.720 4.688 4.736 4.450 0.825 0.064
3 4931 4912 4.822 4.872 4.890 4.726 0.903  0.043
5 4.896 4.882  4.807 4.750 4.820 4.601 0.883 0.058
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with the trained VTON model. The derived garment-person pairs are further rigorously filtered
by the proposed VTON-VLLM, resulting in a high-quality and human-preference-aligned training
dataset. Figure@]illustrates the data construction pipeline. Overall, VITON-SYN consists of 100,000
garment-person pairs spanning ten different scenarios, which is significantly larger and more diverse
than VITON-HD dataset (13,679 indoor samples). Figure [T0]showcases various prompts along with
their corresponding synthesized images from VITON-SYN.

New Test Set VITON-Bench. Unlike existing benchmarks such as VITON-HD and DressCode,
our VITON-Bench emphasizes more on challenging VTON scenarios. These include uniquely
styled clothing, complex human poses (e.g., sitting or lying down), and diverse, intricate outdoor
environments. Figure [J]illustrates some examples from our VITON-Bench, highlighting its greater
scene diversity and increased difficulty compared to previous benchmarks (see Figure ] and[3).

Table 9: Quantitative comparisons between Base-VLLM and VTON-VLLM on VITON-HD dataset.
Train/Test VITON-HD/VITON-HD Average Preference-Aware Scores
Method SSIMt+ LPIPS| FID| KID|] GC,1 IQ,T GC,1T IQ,7

Base-VTON [10] 0.870 0.057 9.015 0.670 4713 4765 4.510 4.420
w/ Base-VLLM 0.880 0.054 8976  0.660 4.843 4880 4.698 4.625
w/ VTON-VLLM  0.891 0.052 8.923 0.652 4.895 4900 4.733 4.738

Table 10: Quantitative comparisons across fine-grained categories on VITON-Bench. VRM-Instruct
and TTS are short for VTON refinement model with fine-grained instructions and test-time scaling.

Categories Gender Skin Tone Body Type
Male Female Black White Yellow  Brown Slim Average Overweight
Method SSIM{ SSIM 1 SSIM{1 SSIM?t SSIM{ SSIM{t SSIMt SSIM{t  SSIM T
Base-VTON [10] 0.7500  0.7514  0.7562  0.7538 0.7565 0.7241 0.7623 0.7211 0.7603

Base + VRM-Instruct + TTS  0.7763  0.7963  0.7700  0.7815  0.7570  0.8206  0.7970  0.7521 0.7830

| [IMAGET] producesa ' ¥~~~ " Bl 10 ) score based on ]

> S_1 Clothing, [TMAGEZ] | | Provide a score based on :

M |1 The same clothisworn| | /characters/sleeve/ !

Icond :_____bY_a_m_ogEI____al i / : / :

i between the two images. !

Text Encoder “"""““‘1 """""""""

Imask

. < D A (!
©~ DIT — 5 —pwgg— VTON-VLLM —iHigh Quality ©)
" 5N L |

Figure 8: Data construction pipeline of synthetic VITON-SYN. The instruction provided to VTON-
VLLM is simplified here.
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Figure 9: Examples from our VITON-Bench.

The same cloth is worn by a model in a lifestyle The same cloth is worn by a model in a lifestyle The same cloth is worn by a model in a lifestyle The same cloth is worn by a model in a lifestyle
setting, sitting in a bookstore setting, Sitting in a dining room setting, walking on the beach setting, standing indoors
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The same cloth is worn by a model in a lifestyle  The same cloth is worn by a model in a lifestyle  The same cloth is worn by a model in a lifestyle  The same cloth is worn by a model in a lifestyle
setting, walking on the street Setting, walking in a park setting, standing in a library setting, walking in a mall
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The same cloth i Tl The same cloth is worn by a model in a lifestyle  The same cloth is worn by a model in a lifestyle  The same cloth is worn by a
<etting, m‘:z.:"::;;:': festyle setting, walking through a marketplace setting, walking in a park setting, walking on the street

Figure 10: Different prompts along with their corresponding synthesized images from VITON-SYN.

24



	Introduction
	Related Work
	VTON-VLLM: Human Preference-Aware VLLM for VTON
	Motivation
	Human Feedback Dataset
	Training

	Align VTON models with Human Preferences via VTON-VLLM
	VTON Refinement Model with Fine-grained Supervision
	Test-Time Scaling with Human Preference-Aware Reward

	Experiments
	Experimental Setups
	Results
	Discussions

	Conclusion
	Appendix
	More Quantitative and Qualitative Results
	More Discussions
	Dataset Details


