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Abstract

While machine learning systems can be highly accurate in their training environments, their
performance in real-world deployments can suffer significantly due to distribution shifts.
Real-world distribution shifts involve various input distortions due to noise, weather, device
and other variations. Many real-world distribution shifts are not represented in standard
domain adaptation datasets and prior empirical work has shown that domain adaptation
methods developed using these standard datasets may not generalize well to real-world dis-
tribution shifts. Furthermore, motivated by observations of the sensitivity of deep neural
networks (DNN) to the spectral statistics of data, which can vary in real-world scenarios,
we propose Fourier Moment Matching (FMM), a model-agnostic input transformation that
matches the Fourier-amplitude statistics of source to target data using unlabeled samples.
We demonstrate through extensive empirical evaluations across time-series, image classifi-
cation and semantic segmentation tasks that FMM is effective both individually and when
combined with a variety of existing methods to overcome real-world distribution shifts. Code
is available at https://github.com/kiranchari/FourierMomentMatching,

1 Introduction

DNNSs are known to suffer significant drops in accuracy when deployed in real-world environments different
from their training distribution. For example, systems trained to classify time-series signals of electroen-
cephalogram (EEG) data undergo distribution shifts between hospitals as well as patients. Acoustic classifiers
are susceptible to changes in recording device such as mobile phones as well as changes in background noise.
Image classifiers encounter many corruptions in the wild including noise and weather changes that degrade
performance. Standard domain adaptation datasets usually comprise tasks with extreme shifts between
photos and synthetic target domains such as sketches or between digit datasets. Prior work has shown that
domain adaptation methods developed using these datasets may not have the same level of performance in
real-world scenarios, highlighting the need for methods effective on a variety of real-world shifts (Sagawa
et al., 2022} Xie et al., |2021; Miller et al.l 2021} |Djolonga et al., [2021} | Taori et al., |2020)).

Real-world distribution shifts across modalities have often been analysed in the Fourier-domain. For example,
prior work has analysed multiple common image corruptions in the Fourier-domain (Yin et al.; 2019)). Many
time-series signals are also amenable to spectral analysis. In audio, frequency-domain analysis is common
via the spectrogram. Relatedly, recent work has shown that DNN performance is highly sensitive to shifts
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Figure 1: Importance of Fourier phase vs amplitude in natural images. a,b) Examples of natural images. c)
Image which has the phase spectrum of image a, and the amplitude spectrum of image b. d) Image which
has the phase spectrum of image b, and the amplitude spectrum of image a. Images c and d are perceptually
similar to the image the phase spectrum was taken from, which indicates that the phase spectrum is more
important for preserving image semantics.

in the Fourier-statistics of data (Jo & Bengio| 2017). Hence, in this paper, we approach the problem of
adapting to real-world distribution shifts in the Fourier-domain.

A fundamental result in the Fourier analysis of natural images is that amplitude spectra follow a 1/f
relationship, where f is frequency (Hyvérinen et al) [2009). This means that amplitude falls off inversely
proportional to frequency. Hence, if all natural images have amplitude spectra that approximately have a 1/ f
shape, they cannot carry too much information about the signal or image and thus phase information is key
to preserving image semantics. This view can be demonstrated by experiments in which we take the phase
spectrum of one natural image and the amplitude spectrum of another image via their respective Fourier
transforms. We then compute the inverse Fourier transform of this combination of phase and amplitude
spectra to determine which image it turns out to “look” like. Figure [I] demonstrates such an experiment
where we can see that the images turn out to resemble the image from which the phase spectrum was taken.
Similar results holds for other types of signals e.g. audio[[] (Oppenheim & Lim)|, [1981). However, DNNs have
been shown to be sensitive to spurious shifts in amplitude spectra statistics between train and test data.
This motivates our approach to match amplitude statistics while leaving the phase information intact.

We thus propose an efficient model-agnostic input transformation, Fourier Moment Matching (FMM), that
matches first and second-order Fourier-amplitude statistics of source data to those of the target data. Our
method is also easily applied in different modalities, e.g. time-series and image datasets, using the Fast
Fourier Transform (FFT) and does not require any changes to the model architecture. In summary, the
main contributions of our work are as follows:

1. We propose a novel and model-agnostic input transformation, Fourier Moment Matching
(FMM), which matches the first and second-order Fourier-amplitude statistics of source to tar-
get domains using unlabeled data

2. We demonstrate through extensive empirical evaluations on real-world distribution shifts across time-
series, image classification and semantic segmentation tasks that FMM is effective as a standalone
method and can also improve the performance of existing domain adaptation methods

2 Background

2.1 Unsupervised Domain Adaptation

Unsupervised domain adaptation (UDA) is a commonly studied setting that assumes access to labeled
samples from a source domain and unlabeled samples from a target domain where we wish the model to
perform well. We consider the standard setting where source and target domains have the same label space
Y ={1,2,3..., K}, K being the number of classes. In this work, we focus on real-world time-series and
image-based tasks with distribution shifts, as these are relevant to the practical deployment of machine
learning models.

Thttps://colab.research.google.com/drive/19FmN-HMIs6_6TLxJnHAQhbMI69nsOVwwPusp=sharing
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2.1.1 UDA Algorithms

UDA methods commonly perform distribution matching between domains or domain-invariant learning,
generally in the embedding space of a deep neural network. CORAL (Sun et al.,[2016) and DeepCORAL (Sun
& Saenko|, [2016]) match second-order statistics between domains while HoMM (Chen et al., [2020) matches
higher order moments. DDC (Tzeng et al.,[2014), DAN (Long et al.,[2015) and JAN (Long et al.l 2017 utilize
maximum mean discrepancy (MMD) to reduce the gap between source and target distributions. MMDA
(Rahman et al.) combines CORAL and MMD with conditional entropy minimization, which increases the
classifier’s confidence on unlabeled data. DANN (Ganin et al.; 2016)), ADDA (Tzeng et al.,|2017)) and MCD
(Saito et al. 2018) learn domain-invariant features using adversarial learning. CDAN (Long et al., |2018])
uses class-conditional adversarial learning to learn aligned features between domains. DIRT-T (Shu et al.,
2018) uses virtual adversarial training, a teacher model as well as conditional entropy. MCC (Jin et al.,
2020) also uses entropy-regularization to encourage the model to be confident on unlabeled data, but with
an instance dependent weight that discourages over-confidence on samples that are likely to be misclassified.
MCC further minimizes instance-weighted confusion between classes. Margin Disparity Discrepancy (MDD)
(Zhang et al., |2019)) is a feature-based domain adaptation method which finds a representation of the input
features that minimises the disparity discrepancy (DD) between source and target domains. CoDATS (Wilson
et al.l |2020)), a method for time-series data, uses adversarial training with weak supervision. AdvSKM (Liu
& Xue, [2021)) uses adversarial spectral kernel matching for non-stationary time-series data. We further
consider the following self-training or self-supervision methods benchmarked in the WILDS (Sagawa et al.,
2022) framework for real-world distribution shifts: Pseudo-Label (Lee| [2013), FixMatch (Sohn et al.l {2020)),
Noisy Student (Xie et al., 2020) and SwAV (Caron et all [2020). While many existing methods have been
effective on standard UDA datasets, they have been found to be less effective on real-world distribution
shifts (Sagawa et al., [2022). Hence, it is highlighted in [Sagawa et al.| (2022) that new methods specifically
designed for real-world distribution shifts are needed.

2.2 Approaches in the Fourier-domain

The Fourier-transform produces an amplitude and a phase spectrum, which together completely represent any
signal. The amplitude and phase spectra contain different information about the signal (Oppenheim & Lim),
1981). Generally, changes in the amplitude spectrum alters the signal but does not affect its interpretation
while altering the phase spectrum affects the interpretation of the signal. Hence, we propose a phase-
preserving transformation for domain adaptation to real-world shifts. Relatedly, many works have used
frequency analysis to analyse the generalization performance of models (Zhang), 2019; [Vasconcelos et al.
2021; Krishnamachari et all 2022; Tsuzuku & Satol, 2019; [Yin et al.| [2019). DNNs have been shown to
rely on the frequency statistics of the dataset they are trained on. When tested on data with shifted
Fourier-statistics, DNNs suffer significant performance degradation (Jo & Bengiol [2017)). Shifts in frequency
statistics are common due to various reasons such as noise, distortions and other real-world variations between
domains, and are a contributing factor to poor generalization of computer vision models (Yin et al., 2019).
A related work in domain adaptive semantic segmentation is Fourier Domain Adaptation (FDA) (Yang &
Soatto, [2020), which proposed a transformation that replaces low-frequency amplitudes in source images
with those of a randomly chosen target image. FDA also employs entropy minimization and self-training. In
this work, we consider statistics of all frequencies in the Fourier-domain instead of swapping low-frequencies.

3 Fourier Moment Matching

We now describe Fourier Moment Matching, a domain adaptation method operating in the Fourier domain
using unlabeled source and target domain samples. Let Dy = {z%} be the set of labelled source domain
samples with labels Ly = {y}, and 3’ € {1,2,...,C}. Let D; = {2} be unlabelled target domain samples
with 2%, 2¢ € RP. Let F be the Discrete Fourier Transform (DFT), and F~! be the inverse DFT. The output
of F(z) is complex-valued and has the same dimensionality of z. For example, if z € RP, F(z) € CP.

Let A% A! be Fourier-amplitudes of source and target samples, respectively, i.e., AL = [|F(z%))|| and
Al = ||F(x}))|]- Let ps, pe be mean vectors of A% and A¢ i.e., us = E[AY], uy = E[A}]. Cy, Cy are the sample
covariance matrices of A, and A, respectively where C,, C; € RPXP . Let N denote the sample size of the



Published in Transactions on Machine Learning Research (08/2023)

Step 1: Compute statistics of source and target domains Step 2: Train on FMM-transformed source data

DFT 3 "u}.‘. i FMM 3 i
—» # _’(us,z‘s) : o il | : —> : :

Amplitude Spectra | o _________________ e

DFT :7 77777777777777777 :
—> * > (u,2) ! . | Predict by
: — : Trained Classifier
1 I
| I
| I
| I

Amplitude Spectra

Figure 2: Overview of Fourier Moment Matching to mitigate real-world distribution shifts.

source domain samples and M denote the sample size of target domain samples. FMM matches moments
of the source Fourier-amplitude distribution to those of the target domain using a whitening-dewhitening
procedure. First, moments of the Fourier-amplitude distributions of unlabeled source and target data are
computed individually. These statistics are then used to whiten and de-whiten the source data to match
target statistics (Algorithm . FMM operates in the input space and does not impose any restrictions on
model architecture. We propose two variants of FMM that match either the first-order moment or both first
and second-order moments. We describe the two variants of FMM below. The overall FMM algorithm is
visualized in Figure [2l We note that although the transformation of source images (Step 2 of Algorithm
can be performed offline before training, the FMM transformation is efficient enough to be computed online
as part of the data-augmentation pipeline. Both online and offline methods lead to the same results and can
be chosen based on the computational complexity associated with the dataset at hand. We used the online
implementation in our experiments below.

3.1 First-Order FMM

The first-order moments of the amplitude distributions of source and target data are us and p., respectively.
First-order FMM transforms the mean of the source amplitudes to that of the target domain, i.e. FMM(A?%)
= AL = s + -

3.2 Second-Order FMM

Second-order FMM matches both the first and second-order moments of the amplitude distributions of source
and target data. The mean and covariance of the source amplitudes are transformed to match that of the

target domain, i.e. FMM(AY) = (AL — pg) x Co? Ct1/2 + i

3.2.1 Estimating high-dimensional covariance matrices

While sample covariance is an unbiased estimator of the population covariance, in the low sample support
scenario, i.e., when the input dimensionality D is large compared to the sample size n, estimation error
can be high especially when dealing with arbitrary non-Gaussian distributions. Moreover, the resultant
sample covariance matrix is singular (non-invertible) since it has rank at most n (when D > n), even though
the true covariance matrix is invertible. A simple solution is adding the identity matrix scaled by a small
value, we used 1 x 1073), to the estimated sample covariance matrix. Moreover, second-order FMM requires
computing the inverse and matrix square roots of covariance matrices, which are D x D matrices. The space
and time complexity of these operations can grow as O(D?), which can be infeasible for high-resolution input
on standard machines, e.g. ImageNet-size images. Hence, for high-dimensional input, we use block-diagonal
approximations (Appendix Figure|7)) of the covariance matrices. The size of the block sub-matrices, b, along
the diagonal must be chosen based on available computational capacity and the sample size. A block diagonal
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Algorithm 1 Fourier Moment Matching

1: Input: D, = {z,'} are labeled source domain training samples with i € {1,2,...,N}. D; = {z} are
unlabeled target domain samples with j € {1,2,..., M'}. A model f with initial parameters 6.

2: Step 1: Compute Fourier-statistics for source and target data (us, Cs, pt, Ct)
L ; L 4 j
3 ps = 2 [IF ()l and pe = 57 32 [|F (=)

1= Jj=

4:Cs=N11%(Ilf(xi)I—MS)(If(ffi)ll—us)T and Ct:Mlli(Ilf(w{)ll—m)(lf(fﬂ?)l—ut)T

=

6: Step 2: Transform source data to match statistics of target data in Fourier domain

7. fori=1to N do

8 Al =||F(z)]] {compute DFT-amplitudes}
9: P! = phase(F(zl)) {compute DFT-phase}
10:  if FMM: 1st Order then

e FMM(AD) = A% - po

12:  else if FMM: 2nd Order then
13 FMM(A) = (Al — ) x CTY2 x % 4y,

14:  end if

5. al=F 1 (FMM((AY), PY) {inverse-DFT'}
16:  Store FMM transformed source data z°

17: end for

18: Step 3: Standard training on FMM transformed source data

19: T' = training iterations

20: for j =1to T do

21:  Sample K labeled and FMM-transformed source domain images
22: fori=1to K do

23: Compute classifier loss £(x%, %)

24:  end for

25:  Update classifier f(-;6) to minimize loss

26: end for

27:
28: Step 4: Standard evaluation on target domain data

29: for j =1 to M do
30:  predict f(x];0)
31: end for

approximation significantly reduces the computational costs of inverting and square-rooting the covariance
matrix, which are needed to perform second-order FMM. Computing the inverse or square-root of block-
diagonal matrices simplifies to operating on the individual block sub-matrices (Appendix Figure ), which
significantly reduces memory and computational requirements. In case of very low available computational
capacity or sample size relative to the input dimensionality, a diagonal covariance matrix (equivalent to b=1)
can be used that excludes off-diagonal covariance terms.

4 Experiments

We first describe experimental settings for benchmarks below (Section [4.1)). We then validate that FMM is
more effective than existing methods in overcoming shifts in the Fourier-domain using an artificial Fourier-
shift (Section [4.3)). We then perform unsupervised domain adaptation experiments using classification tasks



Published in Transactions on Machine Learning Research (08/2023)

containing real-world distribution shifts across time-series (Section , image classification (Section
and semantic segmentation (Section [£.6). In all experiments, ERM (empirical risk minimization) refers to
the non-adapted baseline model trained on labeled source data. “ERM + FMM” (or just “FMM?”) refer to
standard training on source data that have been transformed using FMM. We also combined FMM with
existing domain adaptation methods. For example, “DANN + FMM” refers to training using the DANN
(domain adversarial neural network) method on source domain samples that have been transformed using
FMM. We also include results for “Oracle” models on each task. The “Oracle” model refers to a supervised
classifier trained on labeled target domain data and uses the same architecture as the domain adaptation
methods. It is included only to provide an estimate of the upper-bound performance achievable by domain
adaptation methods. As an additional baseline, we benchmarked moment matching in input-space, i.e.,
matching statistics of source to target data in the pixel-domain for images or raw waveform of time-series
and audio data. We observed that FMM could outperform input-space moment matching significantly,
demonstrating the advantage of matching statistics in the Fourier-domain (results in Appendix .

4.1 Experimental settings
4.1.1 Time-series classification

a. Sleep-stage classification: We benchmarked methods on a real-world sleep-stage classification clas-
sification task using electroencephalography (EEG) data. We adopted the Sleep-EDF dataset (Goldberger
et al., |2000)), which contains EEG readings from 20 healthy subjects. The source and target domains in
this task refer to EEG readings from different subjects in the Sleep-EDF dataset. Studies have shown that
EEG signals vary across subjects due to factors such as subject-fatigue, difference in electrode placement,
impedance etc. (Buttfield et al., |2006; Li et al.,|2010). This significantly hampers the accuracy of automatic
sleep-stage classifiers. Hence, the problem setting is to train on labeled EEG readings of one subject (source
domain) and evaluating on EEG readings from another subject (target domain). We selected a single channel
(i.e., Fpz-Cz), and 10 different subjects to construct five cross-domain (cross-subject) scenarios as proposed
in (Ragab et al.l|2023). We used the widely used 1D-CNN as the backbone network for all methods (Ragab!
et al., 2023)) (see Appendix for details). All methods were trained for 40 epochs with a batch-size of
128. The Adam optimizer with fixed weight-decay (le-4) and (81, 82) = (0.5, 0.99) was used to train all
models. For each method, learning rate and other hyper-parameters were chosen using an extensive random
search including 100 hyperparameter combinations per method and a target validation set (see Appendix
for details). Input samples were 3,000 time steps in length and were consistently pre-processed across
methods for fair evaluation. FMM was implemented using the 1-dimensional Fast Fourier Transform (FFT)
of the input. When adding FMM to other methods, we added the FMM transformation to their input
pre-processing pipelines. We used the AdaTime library for training and evaluation (Ragab et al.l 2023); we
report results averaged across three random seeds.

b. Acoustic scene classification: We benchmarked UDA methods on real-world distribution shifts
between recording devices for an acoustic scene classification task. We used the TAU Urban Audio (Heittola
et al., [2020b) dataset as provided in the development set of (Heittola et al., |2020al). The development set
contains data from 10 cities and 9 devices: 3 real devices (A, B, C) and 3 simulated devices (S1-S3). The
main recording device comprises a Soundman OKM IT Klassik/studio A3, electret binaural microphone and
a Zoom F8 audio recorder, referred to as device A. The other devices are commonly available customer
devices: device B is a Samsung Galaxy S7, device C is iPhone SE. The devices were used to record audio at
10 different acoustic scenes, e.g. airport, park, street-traffic (see Appendix@ for details). We used 10 hours
of labeled training data from device A as the source domain, while the smaller datasets of the other devices
were used as target domains. The audio is provided at 44.1kHz and each sample is 10 seconds long (each
input is an array of length 441,000). As is standard, the input was converted to a MelSpectrogram (see
Appendix for details) and fed to a ResNet18 model. FMM was performed on the raw audio input using
the 1-dimensional FFT. We report results averaged across all source-target pairs and three runs with different
random seeds. We used the same method specific hyper-parameters from the sleep-stage classification task.
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4.1.2 Image classification

We benchmarked methods on four image classification tasks involving real-world distribution shifts. We
evaluated methods on unsupervised domain adaptation from clean (source) to corrupted (target) images
in (CIFAR10—CIFAR10-C and ImageNet—ImageNet-C (Hendrycks & Dietterich, 2019)). We randomly
sub-sampled 50 classes in ImageNet-C to create ImageNet50-C in order to reduce computational costs (see
Appendix for details). We used the Transfer Learning Library (Junguang Jiang et al.| [2020) for bench-
marking methods. On CIFAR10, we trained all models for 150 epochs using an initial learning rate (Ir) that
produced the best target domain validation set performance, selected from {0.1,0.01,0.001}, and Ir decayed
by a factor of 0.1 every 50 epochs. On ImageNet50, we trained all models for 90 epochs with an initial learn-
ing rate that produced the best target domain validation set performance, selected from {0.1,0.01,0.001}, and
Ir decayed by a factor of 0.1 every 30 epochs). For each method, hyper-parameters were selected on one task
and applied to other tasks, requiring the hyper-parameters to generalize across tasks (see Appendix Table
112)). This selection strategy is practical and widely adopted by many competitions. We performed the FMM
algorithm on the input using 3D-FF'T across the three color channels. When combining FMM with other
methods, we additionally fine-tuned Ir and the trade-off parameters for methods. We used the ResNet50
architecture for training on CIFAR10 and ImageNet50. For benchmarking on iWildCam-WILDS (Beery
et al., [2020; [Sagawa et al.l [2022)) we used the Transfer Learning Library to train DenseNet121 architectures
initialized with ImageNet-pretrained weights and finetuned for 18 epochs. Hyper-parameters including learn-
ing rate and trade-off parameters that produced the best target risk were chosen per method (see Appendix
Table [13). For benchmarking on Camelyonl7-WILDS (Bandi et all, [2018), we used the WILDS (Sagawa
et al.,|2022)) library and the provided commandﬂ Following the protocol in the WILDS framework, we used
the model with the best validation domain performance, averaged across ten runs with different random
seeds. We used the default model architecture and hyper-parameters for each method as used in WILDS.

4.1.3 Semantic segmentation

For semantic segmentation, we used the Transfer Learning Library library to train models using ERM, FDA
(Yang & Soattol [2020) and AAdvENT (Vu et al., 2019). We used the DeepLabV2-ResNet101 architecture and
hyper-parameters found for each method using a target domain validation set (see Appendix Table . For
training HRDA (Hoyer et al., [2022), we used its official GitHub repository (https://github.com/lhoyer/
hrdal) using the default architecture, hyper-parameters, and averaged results across three runs as done in
the HRDA paper.

4.2 Selection of FMM mode

Applying FMM to a task requires selecting the statistics that are matched, i.e. first-order vs second-order
FMM. In second-order FMM, we must also select an approximation of the covariance matrix, e.g. diagonal,
block-diagonal or the full-covariance matrix. While both the sample mean and covariance are consistent
estimators of the true parameters, computing statistics using limited datasets in practice introduces estima-
tion errors. Hence, the FMM mode for a task is treated as a hyper-parameter chosen using the validation
set used to choose hyper-parameters of other UDA methods as well. On the high-dimensional ImageNet50-
C dataset (D=150,528; N=65,000; M=2,500), it is not possible to perform operations such as inversion
on the full covariance matrix due to memory restrictions on standard machines, necessitating the use of
block-diagonal approximations. Moreover, we observed that using large block-sizes (b) at small sample sizes
(N<20,000) can introduce significant estimation error that deteriorates FMM performance (Figure|3)). Hence,
the benefit of matching more statistics can be offset by estimation error at small sample sizes. On the other
hand, first-order FMM and smaller block-sizes (b) were robust at small sample sizes (we report results using
b=50 below). When combining FMM with other methods on ImageNet50-C, we used second-order FMM
with a diagonal covariance approximation (b=1). On the lower dimensional CIFAR10-C dataset (D=3,072;
N=50,000), second-order FMM using the full-covariance matrix achieved the best accuracy generally (see
Appendix Table [I5). On the small Sleep-EDG (EEG) dataset (D=3,000; N=14,000; M=6,000), first-order
FMM was chosen and on the acoustic scene classification task (D=441,000; N=3,600), we chose second-order

%https://worksheets.codalab.org/worksheets/0xb148346a5e4f4ce9b7cfc35c6dcedd63
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Figure 3: Effect of sample size on different modes of FMM for adaptation to ImageNet50-C (Gaussian Noise).
The input-dimensionality (D = 150, 528) here is large compared to the sample size. b is the block-size in the
block-diagonal covariance matrix approximation.

Target ‘ Oracle ‘ ERM FMM MCC MCD ADDA CDAN DANN

r=11 92.2 73.1 91.9 58.0 7.3 83.4 84.5 84.4
r="7 88.2 176  87.5 447 63.2 74.5 75.5 75.8
r=25 82.4 149 814 411 54.1 64.3 63.3 64.2

Table 1: Domain adaptation performance (accuracy) from clean to Fourier-filtered CIFAR10. Smaller r
corresponds to more filtering.

FMM with a diagonal covariance (b=1) approximation. On the high-dimensional iWildCam-WILDs dataset
(D=602,112), we used second-order FMM with =50 for standalone FMM and b=1 when combining FMM
with other UDA methods. On the Camelyonl17-WILDS dataset, we again used second-order FMM with
b=20 for standalone FMM and b=1 in combination with other UDA methods. On the semantic segmenta-
tion tasks, where the images have very high-resolution (D=3,145,728) we used second-order FMM with a
diagonal covariance approximation (b=1).

A rule of thumb in practice is to first apply first-order FMM, which is expected to contain the least statistical
estimation error, as a first approximation. Further optimisation can be then done by using larger block-
diagonal approximations of the covariance matrix depending on the available sample size. Another factor
that may affect FMM’s performance is the Fourier-sensitivity (Krishnamachari et al) |2022) of models,
which shows that model performance is more sensitive to some frequencies than others. Hence, matching the
statistics of frequencies that a model most relies on may affect its performance more than other frequencies.
We leave the study of the performance of FMM in relation to the Fourier-sensitivity of models for future
work.

4.3 Validating FMM on artificial Fourier-shifts

DNN s rely on superficial Fourier-statistics of their training datasets (Jo & Bengiol |2017)), which motivates our
approach to match frequency statistics using FMM. To validate this, we generated visually similar Fourier-
filtered CIFARI1O0 test images using filtering in frequency space to artificially shift the Fourier-statistics of
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images (see Appendix [A| for examples and details). This operation modified the frequency statistics of
the test samples compared to the train samples by setting high-frequencies to zero. A model trained on
data with non-zero high-frequencies significantly degraded in performance suffering up to ~60% absolute
drop in accuracy when evaluated on the filtered images (Table . This demonstrates that mismatched
frequency statistics between training and testing degrades performance. When we applied FMM (second-
order), the model was able to adapt to the shifted unlabeled data more effectively than other UDA methods
we evaluated and nearly matched Oracle performance. This demonstrates that other UDA methods are not
able to completely overcome the distribution shift in the Fourier-domain as effectively.

4.4 Benchmarking on time-series classification

We benchmarked methods on two time-series classification tasks with real distribution shifts.

4.4.1 Sleep-stage classification

We benchmarked methods on the Sleep-EDF dataset (Goldberger et al., [2000) to categorize EEG signals
into five stages i.e. Wake (W), Non-Rapid Eye Movement stages (N1, N2, N3), and Rapid Eye Movement
(REM). We benchmarked canonical UDA methods that can be applied to time-series tasks, as proposed in
(Ragab et al, 2023). Standalone FMM, i.e., ERM + FMM, performed better than all other UDA methods
on this task (Table . Moreover, when combined with all other methods evaluated, FMM significantly
improved their performance. The best performance across methods was achieved by the combination of
MMDA and FMM with an accuracy of 77.0% (see Appendix Table [L0| for results on each pair of source and
target domains). We include results with mean and standard deviation across runs in Appendix

4.4.2 Acoustic scene classification

For acoustic scene classification, we used the popular TAU Urban Audio dataset (Heittola et al., [2020b)).
FMM outperformed other adaptation methods when evaluated as a standalone method, i.e. ERM + FMM.
FMM also improved other methods when added to the input as pre-processing (Table . The best perfor-
mance was achieved by the combination of CDAN, an adversarial learning method, and FMM (see Appendix
Table [11] for results on each pair of source-target domains). We include results with mean and standard de-
viation across runs in Appendix [J]
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Figure 4: FMM bridges the visual gap between source (CIFAR10) and target (CIFAR10-C) images. CIFAR10
(top-row), CIFAR10-C (middle-row) and corresponding FMM transformed images (bottom-row).
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Sleep-EDF ‘ TAU Audio
Method Standalone Method + FMM ‘ Standalone Method + FMM
Acc. F1 ‘ Acc. F1 ‘ Acec. F1 ‘ Acc. F1
ERM 64.5 54.4 74.1 61.7 24.2 19.1 30.3 27.8
DANN 70.3 59.2 72.5 61.0 26.1 25.1 36.4 35.3
DeepCORAL 69.3 57.7 74.5 63.0 26.7 24.0 33.0 31.8
MMDA 72.3 614 77.0* 65.3% | 22.2 20.3 29.8 29.6
DIRT-T 68.4 58.1 73.5 62.1 28.5  24.6 34.4 33.0
CDAN 71.2  59.6 76.1 63.3 29.9 284 38.9* 37.9*%
HoMM 70.1 58.3 74.3 62.4 28.7 27.1 34.6 33.4
CoDATS 67.0 58.5 72.0 60.2 27.3 254 33.1 31.1
DDC 69.4 57.8 74.5 62.9 27.1  24.5 34.1 32.8
AdvSKM 74.1  62.4 74.7 62.8 28.6 25.6 33.0 31.9
Oracle 87.5 776 | 875 776 | 452 448 | 452 44.8

Table 2: Performance on Sleep-EDF (EEG) and TAU (audio) datasets. Results are in bold if FMM improves
performance when added to baseline method. Results with * are best across all methods. Results were
averaged across all source-target domain pairs and three runs with different random seed.

Target ‘ Oracle ‘ ERM + FMM ‘ MCC + FMM ‘ MCD + FMM ‘ ADDA + FMM ‘ CDAN + FMM ‘ DANN + FMM
Contrast 92.3 56.3 92.8% 19.0 72.8 43.9 66.6 28.4 76.0 29.6 76.7 27.3 76.9
Elastic Transform | 90.0 73.2 76.1% 68.0 72.1 70.5 66.5 72.3 74.8 3.7 74.8 73.9 74.4
Pixelate 91.8 41.0 73.5 60.3 73.4 75.6 69.4 77.6 78.5 79.0 78.4 79.2 79.4%
JPEG 88.0 73.5 7T 75.3 72.3 76.8 71.9 79.5 7.7 81.0 78.8 80.8* 80.8*
Defocus Blur 92.1 54.9 87.9% 47.5 7.7 70.0 72.4 72.1 79.1 73.5 80.2 73.8 80.4
Glass Blur 88.6 49.5 64.7 60.7 62.0 64.8 58.7 70.3 67.6 71.2 66.0 T1.T* 66.4
Motion Blur 93.0 67.3 87.6* 50.0 70.9 65.9 67.3 67.5 75.2 68.3 75.7 68.7 76.2
Zoom Blur 92.5 65.2 84.0* 49.0 70.3 65.9 71.2 71.8 77.2 71.2 79.3 72.1 79.6
Snow 92.9 75.8 87.8% 57.6 73.8 69.2 71.9 69.2 76.1 69.5 76.5 70.2 76.3
Frost 92.7 65.5 85.9% 55.0 72.0 68.1 68.4 69.2 75.6 69.0 75.2 69.6 76.7
Fog 93.1 74.2 89.6* 23.0 63.4 56.5 63.6 47.9 70.1 47.4 68.7 47.2 69.3
Brightness 93.7 92.0 92.4% 65.1 81.2 73.5 79.7 72.5 83.2 73.5 84.7 73.8 84.0
Gaussian Noise 88.8 31.5 77.3% 64.6 68.4 72.0 65.7 4.7 74.9 75.6 72.8 76.3 73.7
Shot Noise 90.0 37.9 78.1% 65.0 68.3 72.2 68.0 76.4 4.7 76.6 74.9 76.9 74.8
Impulse Noise 93.7 33.8 83.9% 44.2 59.0 63.0 58.2 67.6 64.9 66.8 64.6 67.9 65.4

Table 3: Unsupervised adaptation performance (accuracy) from CIFARIO (clean) to CIFAR10-C dataset
for each corruption (severity 5). Results are in bold if FMM improves performance when added to baseline
method. Results with * are best across all methods.

4.5 Benchmarking on image classification
4.5.1 Adapting to common image corruptions

We benchmarked methods for adaptation from CIFAR10 and ImageNet to images with common corruptions
in CIFAR10-C and ImageNet-C, respectively (Hendrycks & Dietterich, [2019)). These corruptions represent
real-world distribution shifts that image classifiers encounter in the wild such as noise, weather and compres-
sion artifacts (Appendix Figure @ FMM significantly bridged the visual gap between clean and corrupted
images (Figure 4] and significantly outperformed benchmarked UDA methods on many corruptions and also
improved other methods when combined with them (Table . Notably, on some target corruptions, some
common UDA methods had worse performance than the unadapted baseline ERM model, i.e, the domain
adaptation method actually hurt performance. This is in agreement with observations made in (Sagawa
et al.,|2022)) of the deteriorated performance of common adaptation methods on some real-world distribution
shifts. On ImageNet50-C, a significantly higher resolution dataset compared to CIFAR10-C, FMM was both
effective standalone, i.e. ERM+FMM, and when combined with other methods (Table |4)) across most target
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Target | Oracle | ERM  + FMM | MCC + FMM | MCD + FMM | ADDA + FMM | CDAN 4 FMM | DANN 4 FMM
Contrast 698 | 516  74.0 | 145 66.0 | 487  53.8 | 687 716 | 613  74.7* | 716 728
Elastic transform | 719 | 66.3 712 | 639 629 | 570 556 | 7L1  TL8 | 740% 732 | 726 722
Pixelate 769 | 784  80.8 | 708 7L3 | 659 662 | 788  79.5 | 79.9  8L3* | 785  80.8
JPEG 778 | 69.8 737 | 664  67.5 | 6L4 61 746 766 | 754 761 | 763  76.8*
Defocus blur 770 | 550 747 | 494  66.4 | 551 587 | 704  76.6% | 69.8  76.6* | 7LO 744
Glass blur 757 | 59.7 689 | 582 675 | 57.7  6L4 | 732 751 | 738  76.0 | 755  TT.2*
Motion blur 772 | 662  77.2% | 5.7  67.4 | 569  6L2 | 749  T6.4 | TA6  77.2* | 750 758
Zoom blur 784 | 634 681 | 60.8 66.8 | 57.0 580 | 713 749 | 733  75.9% | 73.6 744
Snow 728 | 468 577 | 312  49.2 | 470 472 | 624 658 | 562  64.8 | 660  68.8
Frost 704 | 518 621 | 255 473 | 469 501 | 624  67.2 | 57.6  66.1 | 627  68.2
Fog 760 | 518  76.9% | 253 557 | 540 585 | 67.0 722 | 663  7L6 | 652  7TL2
Brightness 792 | 779 785 | 636 68.0 | 654 655 | 775 782 | 772 764 | 79.0% 775
Gaussian noise | 77.2 | 490  63.3 | 477 495 | 541 524 | 719 7LO | 70.6 706 | 720  73.6*%
Shot noise 768 | 441  54.6 | 464  49.2 | 547 516 | 723* 704 | 685 702 | 716  7LO
Impulse noise 700 | 3.8 549 | 449 444 | 504 470 | 67.7  69.2 | 682 666 | 70.5% 685

Table 4: Unsupervised adaptation performance on ImageNet50-C dataset (severity 2). Results are in bold
if FMM improves performance when added to baseline method. Results with * are best across all methods.

corruptions. The best performance was often achieved by a combination of FMM and another method (Table

).
Method Standalone ‘ Method + FMM Method Standalone ‘ Method + FMM
Test Acc. | Test Acc. Test Acc. | Test Acc.
ERM 72.6 74.9 ERM 82.0 84.1
MDD 73.5 5.7 CORAL 77.9 82.0
CDAN 71.2 73.0 DANN 68.4 70.2
JAN 68.7 5.4 P.seudo—Label 67.7 74.7
DAN 69.5 76.4* FixMatch 71.0 83.9
DANN 70.1 72.6 Noisy Student 86.7 86.6
SwAV 91.4* 91.0
Oracle 96.5 ‘ 96.5
L Table 6: UDA performance on WILDS-Camelyonl7
Table 5. UDA performance on WILDS-iWildCAM dataset. Results are in bold if FMM improves perfor-

dataset. Results are in bold if FMM improves perfor-
mance when added to baseline method. Results with
* are best across all methods.

mance when added to baseline method. Results with
* are best across all methods. Results were averaged
across 10 runs with different random seeds.

4.5.2 Animal species classification

We benchmarked methods on domain adaptation between different camera traps in the WILDS-iWildCAM
dataset. The task involves classifying animal species in images taken at different camera traps (domains),
creating variation in illumination and background. We found that FMM consistently improved the perfor-
mance of methods (Table . The best performance was achieved by the combination of DAN with FMM
with an accuracy of 76.4%.

4.5.3 Tumor identification across different hospitals

We further benchmarked methods on domain adaptation between hospitals for a tumor identification task
using the WILDS-Camelyon17 dataset. The task is to classify image patches as tumor or normal tissue on
data from different hospitals (domains), which can differ in their patient demographics and data acquisition
protocols. We benchmarked methods evaluated in WILDS (Sagawa et al. 2022) and found that FMM
significantly improved the performance of ERM (42.1%), CORAL (+4.1%), DANN (+1.8%), FixMatch
(+12.9%) and Pseudo-Label (+6.0%). FMM did not improve or worsen the performance of Noisy Student
and SwAV on this task.
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4.6 Benchmarking on semantic segmentation

We benchmarked methods for domain adaptive semantic segmentation from Cityscapes to FoggyCityscapes
(Cordts et al.,|2016)) and Synthia (Ros et al., 2016) to Cityscapes. We combined FMM with baseline methods
and observed improved performance on both datasets (Table . Notably, FMM improved the performance
of FDA, which replaces only low-frequencies, demonstrating the benefit in matching statistics across all
frequencies instead of only low-frequencies as in FDA. FMM also improved the performance of ERM and
AdvENT (Vu et all[2019) across both tasks. On Synthia to Cityscapes, FMM improved the performance of
HRDA (Hoyer et al., 2022), the current state-of-the-art method, to achieve a new improved mloU of 66.2%
(across 16 classes) or 72.7% (across 13 classes).

5 Discussion and future work

Here we discuss further analysis of our proposed method and its applicability to different tasks. We observed
that there was a correlation between the degree of Fourier-shift between source and target domains and
the performance improvement provided by FMM on ImageNet50-C (Appendix . This suggests that the
degree of shift maybe indicative of the performance gain that FMM could provide. We also evaluated FMM
on standard domain adaptation tasks such as SVHN — MNIST and Office-Home (Appendix . As these
domain-shifts cannot be captured in the Fourier-amplitude spectrum alone, FMM was less effective here.
Hence, FMM maybe better suited for the types of natural distribution shifts that we have considered rather
than drastically different domains. We also investigated the effectiveness of matching only low-frequency
statistics using FMM. However, we found that matching statistics across all frequencies provided better
performance than matching only low-frequency statistics (Appendix [H)). Finally, we further experimented
with test-time adaptation using FMM i.e. matching frequency statistics from target to source domains at
test-time rather than from source to target domains at training-time. This approach is suitable when it is
not possible to re-train models on the source domain but we wish to adapt models at test-time. We found
that test-time FMM could improve performance over ERM in many cases, although not as effectively as
train-time FMM. We leave exploration of the test-time adaptation setting to future work (see Appendix
for preliminary results and discussion).

‘mIoU ‘ Road S.walk Build. Wall Fence Pole Tr.Light Sign Veget. Terrain Sky Person Rider Car Truck Bus Train M.bike Bike
Cityscapes — FoggyCityscapes

ERM 51.2 95.3 70.2 64.1 3.9 352  30.7 33.3 51.1 42.3 44 32.1 64.4 47 86 64.4 564 211 43.1 60.8
ERM + FMM 59.6 | 96.5 74.8 72.0 33.2 43.0 39.6 46.5 60.3 67.1 51.4 56.3 67.5 50.1 88.8 69.2 65.6 38.0 48.7  63.5
AdvEnt 61.8 96.8 75.1 76.4  46.2 426 393 43.6 58.9 74.3 50.1 75.9 67.3 51 89.4  70.5 647 399 47.9 65

AdvEnt + FMM 64.5% | 97.0 76.5 82.0 430 44.8 413 48.2 61.5 81.4 54.3 78.9 68.6 52.0 90.3 71.7 73.6 43.6 50.8 65.1

FDA (8=0.001) ‘ 61.9 ‘ 96.9 7.2 753  46.5 42 39.8 471 61 2.7 54.6 63.8 68.4 50.1  90.1 72.8 68 35.5 50.8 64.2

FDA (8=0.001) + FMM | 64.2 96.9 76.5 77.3 45.0 45.4 40.9 48.7 60.9 76.1 54.8 67.6  69.1 50.9 90.3 721 74.4 56.2 52.5 65.1
FDA (8=0.05) 64.7 | 96.9 76.2 82.7 426 458 429 48.1 615 820 53.5 73.6 684 51.1  90.5 735 734 504 50.4 655
FDA (8=0.05) + FMM 65.0 | 96.9 76.5 826 422 453 432 48.4 61.9 818 53.7 755 68.7 51.5 904 702 74.1 55.2 51.6 654
Synthia — Cityscapes
ERM 40.2 57.0 20.8 75.8 - - - 8.7 18.0 75.0 - 83.5 53.3 176 53.2 - 22.2 - 12.2 25.3
ERM + FMM 45.8 | 78.6 31.1 80.0 - - - 10.8 18.7 771 - 83.5 52.2 18.4 69.8 - 28.9 - 16.5 29.3
AdvEnt 46.1 78.8 34.3 79.8 - - - 9.2 14.7 79.5 - 85.1 52.5 20.0 73.9 - 32.5 - 12.1 26.7
AdvEnt + FMM 47.1 | 80.6 33.9 81.0 - - - 10.2 15.3 79.6 - 84.1 48.2 19.8  79.0 - 31.5 - 17.9  30.9
FDA (5=0.001) 44.6 | 68.9 275 75.8 - - - 14.0 184  77.0 - 82.2 48.9 19.5 777 - 29.1 - 9.8 30.6
FDA (8=0.001) + FMM | 45.3 | 78.9 34.1 77.6 - - - 104 176 779 - 82.7 473 15.8 725 - 33.1 - 10.6  30.1
FDA ( ).05) 42.4 26.5 75.3 - - - 7.4 15.8 74.6 - 79.4 48.9 17.3 715 - 31.9 - 7.5 28.2
FDA (8=0.05) + FMM 44.1 71 2 29.0 77.3 - - - 12.7 18.6 76.4 - 79.4 44.3 16.9 70.8 - 30.7 - 15.5 30.4
HRDA 724 | 85.2 417 88.8 - - - 65.7 60.9 853 - 92.9 79.4 52.8  89.0 - 64.7 - 639  64.9
HRDA + FMM 72.7% | 85.3 50.5 87.4 - - - 65.2 63.5 85.6 - 93.7 76.5 54.8 88.8 - 65.2 - 64.5 64.7

Table 7: Benchmark for domain adaptive semantic segmentation in Cityscapes to FoggyCityscapes and
Synthia to Cityscapes. Results are in bold if adding FMM to the baseline method improves performance.
We report mloU across 13 classes for Synthia to Cityscapes to be consistent with the literature. Results for
classes not found or evaluated in the Synthia dataset are replaced with -’ Results marked with '*’ are best
across methods.
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6 Conclusion

Matching frequency statistics between domains is a simple and efficient approach to mitigate many real-world
distribution shifts. Hence, we proposed Fourier Moment Matching, an input transformation that matches
Fourier-statistics from source to target domains using unlabeled data. We demonstrated using extensive
empirical evaluations across time-series and image tasks that FMM can improve the performance of existing
methods and can also be used as a standalone method for many real-world distribution shift scenarios. We
hope our work motivates further study on mitigating and analysing real-world distribution shifts using the
Fourier domain.
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A Fourier-filtering

A.1 Radial Fourier-filtering

The mask radius r determines Fourier components that are preserved with larger radii preserving more
-) to denote Euclidean distance. The
mask is applied on the Fourier transform of each image, denoted X, followed by the inverse transform, i.e.
Xrittered = F “Y(F(X) ® M,), where ® is the element-wise product. Fourier-filtering is performed on each

components. We use (¢, ¢,) to denote the centre of the mask and d(-,

color channel independently. Formally, the radial mask M,. is:

L

0, otherwise

M, (u,v) = {

r=11 unfiltered

r=7

i{n

il |
£

r=5

—

Figure 5: First image in each row is the mask in Fourier space (lowest frequency at centre). White pixels
preserve and black pixels set Fourier components to zero. Top row are original CIFAR10 images, other rows

are Fourier-filtered with different radial masks.

18

ifd((u,v), (cy,c)) <7

r




Published in Transactions on Machine Learning Research (08/2023)

B Input-space moment matching

We trained models with input-space moment matching (termed IMM) (see Table [8 below) using the same
architecture as FMM. While IMM could improve upon the unadapted ERM baseline, the FMM transform
resulted in better accuracy, especially on time-series classification and noise distortions.

Method Sleep-EDF | TAU Audio | CIFAR10 — CIFAR10C
Acc. F1 ‘ Acc. F1 ‘ Noise ‘ Blur ‘ Weather ‘ Digital

ERM 64.5 544 | 242 19.1 | 344 | 59.2 76.9 61.0

ERM + IMM 654 549 | 23.8 18.2 | 63.1 | 77.0 85.2 78.1

ERM + FMM 74.1 61.7 | 30.3 27.8 | 79.8 | 81.1 88.9 80.0

Table 8: Performance on Sleep-EDF (EEG), TAU (audio) and CIFAR10C. ERM+IMM is a supervised
classifier trained on input-space moment matched (IMM) source samples.
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C Time-series: Sleep Stage Classification

C.1 Method hyper-parameters

We used hyper-parameters found for each method by |Ragab et al.| (2023). Hyper-parameters were chosen
using an extensive random search involving 100 hyper-parameter combinations. The hyper-parameters that
produced the best target risk were chosen in our experiments. The chosen hyper-parameters are listed in

Table [

C.2 Architecture

As used in [Ragab et al.[(2023), the network is a 3-block CNN with each block comprising a 1D convolutional
layer, followed by a 1D Batch Normalization layer, a ReLLU non-linearity and a 1D MaxPooling layer. The
convolutional layer in the first block has a kernel size of 25 and stride 1. The implementation can be accessed
in the GitHub repository released in [Ragab et al.| (2023)).

Table 9: Hyperparameters for Sleep Stage Classification.

Method Hyperparameter Value
ERM Learning Rate 5e-4
DANN Learning Rate 5e-4
Source loss weight 8.30
Domain loss weight  0.324
Deep CORAL Learning Rate 5e-4
Source loss weight 9.39
CORAL weight 0.19
DDC Learning Rate 5e-4
Source loss weight 2.951
Domain loss weight  8.923
HoMM Learning Rate 5e-4
Source loss weight ~ 0.197
Domain loss weight  1.102
CoDATS Learning Rate le-2
Source loss weight ~ 9.239
Domain loss weight — 1.342

Method Hyperparameter Value
AdvSKM Learning Rate Se-4
Source loss weight 2.50

Domain loss weight 2.50

MMDA Learning Rate 5e-4
Source loss weight 4.48

MMD weight 5.951

CORAL weight 3.36

Conditional Entropy weight  6.13

CDAN Learning Rate le-3
Source loss weight 6.803

Domain loss weight 4.726

Conditional Entropy weight  1.307

DIRT-T Learning Rate 5e-3
Source loss weight 9.183

Domain loss weight 7.411

Conditional Entropy weight  2.564

VAT loss weight 3.583
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| mean | 0-—-11 | 12—=5 | 161 | 7218 | 9—14 |
Method ‘ Acc. F1 ‘ Acc. F1 ‘ Acc. F1 ‘ Acc. F1 ‘ Acc. F1 ‘ Acc. F1
ERM 64.5 544 | 544 470 | 712 507 | 544 520 | 625 57.7 | 79.9 64.5
ERM + FMM 74.1 61.7 | 70.0 55.0 | 67.1 516 | 762 63.9 | 75.6 71.2 | 819 66.7
DANN 70.3  59.2 | 56.3 43.7| 73.6 60.1 | 672 583 | 742 685 | 80.3 655
DANN + FMM 72.5 61.0 | 60.2 475 | 714 586 | 782 635 | 75.2 70.7 | 774 643
DeepCORAL 69.3 57.7 | 542 41.9 | 69.0 538 | 68.7 588 | 742 685 | 80.6 65.5
DeepCORAL + FMM | 74.5 63.0 | 67.7 559 | 680 543 | 783 653 | 758 718 | 826 67.7
MMDA 723 614 | 52.6 41.9 | 80.7 656 | 714 59.8 | 77.1 723 | 79.6 67.3
MMDA + FMM 77.0 65.3 | 67.2 533 | 787 67.2 | 77.1 645 | 76.6 717 | 854 69.6
DIRT-T 68.4 581 | 33.0 29.2| 75.7 627 | 748 613 | 741 685 | 847 687
DIRT-T + FMM 73.5 62.1 | 53.5 414 | 747 63.6 | 80.6 652 | 73.2 674 | 857 729
CDAN 712 59.6 | 485 39.7 | 80.7 659 | 69.8 59.6 | 77.1 69.1 | 79.9 63.9
CDAN + FMM 76.1 63.3 | 62.0 49.2 | 771 642 | 80.6 65.1 | 76.5 70.5 | 843 67.7
HoMM 701 583 | 523 389 | 71.6 573 | 692 58.6 | 75.0 69.2 | 82.6 67.5
HoMM + FMM 74.3 62.4 | 641 508 | 69.9 56.7 | 787 652 | 76.7 724 | 82.0 67.1
CoDATS 670 585 | 37.8 330 73.0 60.3] 692 60.3| 749 681 80.2 709
CoDATS + FMM 72.0 60.2 | 63.1 489 | 665 513 | 7L0 622 | 77.5 70.7 | 81.8 67.7
DDC 69.4 57.8 | 543 421 69.0 53.7 | 689 589 | 743 68.6 | 80.7 656
DDC + FMM 74.5 62.9 | 67.8 559 | 67.8 540 | 783 65.0 | 75.8 718 | 82.6 67.8
AdvSKM 741 624 | 687 59.1| 742 585 | 729 613 | 72.0 659 | 826 67.3
AdvSKM + FMM | 74.7 62.8 | 678 55.1 | 69.8 56.7 | 75.7 61.1 | 785 741 | 817 66.7
Oracle | 875 77.6 | 85.3 68.0 | 86.5 76.4 | 89.1 83.6| 83.8 785 926 816

Table 10: Domain adaptive acoustic scene classification performance on Sleep-EDF dataset. Results are in
bold if FMM improves performance when added to baseline method. Results are averaged over three runs
with different random seed.
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D Time-series: Acoustic Scene Classification

D.1 Melspectrogram Pre-processing

mel_spectrogram = MelSpectrogram(sample_rate=44100, n_fft=2048, hop_length=1024,
n_mels=128, f_min=0.0, f_max=44100/2, mel_scale="htk", norm=None)

‘ mean ‘ A—B ‘ A—=C ‘ A — Sl ‘ A — 82 ‘ A — S3 ‘
Method ‘ Acc. F1 ‘ Acc. F1 ‘ Acc. F1 ‘ Acc. F1 ‘ Acc. F1 ‘ Acc. F1
ERM 217 167 | 265 222 321 272 | 214 151 200 154 | 207 156
ERM + FMM 30.4 28.0 | 362 35.6 | 314 29.6| 299 27.0| 27.0 21.9| 272 250
CDAN 28.8 271 | 376 36.4 | 469 443 ] 225 204 | 189 17.6 | 234 232
CDAN + FMM 38.4 37.3| 41.1 39.8| 463 449 | 352 351 | 326 31.5| 393 382
CoDATS 26.2 246 | 30.1 29.3 | 41.8 396 | 22.6 203 | 192 17.0 | 229 208
CoDATS + FMM 30.1 27.5 | 36.6 36.0 | 335 315 | 31.6 29.7| 293 27.0| 343 315
DANN 25.8  24.7 | 352 341 | 437 419 ] 195 184 | 149 148 172 165
DANN + FMM 35.1 34.0 | 41.9 41.6 | 41.6 394 | 353 33.9| 292 27.7| 339 341
DDC 25.2 228 | 308 29.0 | 388 358 20.7 17.5| 209 17.6 | 243 225
DDC + FMM 33.6 32.3 | 379 375 | 39.1 382 | 295 284 | 294 258 | 346 342
HoMM 281 263 | 349 33.9| 433 404 | 239 223 180 169 235 221
HoMM + FMM 34.3 32,9 | 378 369 | 403 392 | 32.0 324 | 289 26.3| 338 324
MMDA 21.9 201 | 274 26.0 | 36.8 329 149 13.6| 136 12.2| 184 166
MMDA + FMM 28.6 28.0 | 324 32.8 | 441 433 | 221 229 | 225 220 | 281 269
AdvSKM 26.8 238 | 339 325 | 415 381 ] 226 19.1| 233 200 | 21.6 182
AdvSKM + FMM | 83.1 32.0 | 36.2 36.1 | 39.7 385 | 26.6 246 | 284 26.6 | 343 336
DeepCORAL 25.0 226 | 299 284 | 424 391 | 196 16.7| 21.1 17.6 | 20.7 181
DeepCORAL + FMM | 32.8 31.6 | 36.6 36.4 | 374 36.9 | 30.8 290 | 27.3 246 | 329 32.1
DIRT-T 277 240 | 387 347 45.7 406 | 196 17.8 | 147 104 | 23.7 193
DIRT-T + FMM 33.3 31.8 | 404 38.6 | 44.8 434 | 268 259 | 292 269 | 30.6 30.1
Oracle | 452 44.8 | 526 51.1 | 514 50.7 | 403 39.4 | 424 429 | 394 39.8

Table 11: Domain adaptive acoustic scene classification performance on TAU Urban Audio dataset. Results
are in bold if FMM improves performance when added to baseline method. Results are averaged over three
runs with different random seed.
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E Image Experiments

Clean Impulse Noise Glass Blur Pixelate JPEG

Figure 6: a) Mean (first order moment) of Fourier amplitude-spectrum, i.e., E[||F(z))]||2], of clean CIFAR10
images in log-scale. b,c,d,e) Difference between means of the Fourier-amplitude spectra of clean and corrupted
images (severity 5) in CIFAR10-C, absolute values are in log-scale.

Full Covariance Matrix Block Diagonal Approximation
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Figure 7: Block diagonal approximation of Fourier amplitude covariance matrix. a) CIFAR10 covariance
matrix absolute values (low-frequencies in top-left). The top-left diagonal sub-matrix comprises ~60% of
the total I; norm. b) Block diagonal matrices can be inverted or square-rooted by operating on individual
diagonal sub-matrices. This reduces peak memory requirements compared to operating on the entire matrix.
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E.1 ImageNet50

Randomly chosen ImageNet classes in ImageNet50, which contains 65,000 training images each of size
224x224:

n01440764, n01484850, n01494475, n015631178, n01632777, n01665541, n01687978, n01695060, n01749939,
n01775062, n01795545, n01818515, n01820546, n01824575, n01833805, n01914609, n01924916, n01930112,
n01950731, n01978455, n01984695, n02007558, n02012849, n02018795, n02037110, n01443537, n01514668,
n01514859, n01537544, n01592084, n01608432, n01677366, n01698640, n01728572, n01729977, n01735189,
n01740131, n01753488, n01770081, n01773157, n01773549, n01773797, n01774384, n01843383, n01955084,
n02018207, n02027492, n02028035, n02058221, n02077923.

23



Published in Transactions on Machine Learning Research (08/2023)

Method  Hyperparameter ‘ CIFARIO-C ‘ ImageNet50-C
| Standalone | Method + FMM | Standalone | Method + FMM

Baseline Learning rate 1x 107t 1x107! 1x 1071 1x 107t
Momentum 0.9 0.9 0.9 0.9
Batch size 128 128 64 64

Weight decay 5x 1074 5x 1074 1x107* 1x107*
Epochs 150 150 90 90
Step-LR (epochs) 50 50 30 30

MCC Learning Rate 5x 1073 1x107! 5x 1073 5x 1073
trade-off (A) 1.0 0.1 1.0 0.5
temperature 2.5 2.5 2.5 2.5

MCD Learning Rate 1x1073 1x 107! 1x1073 1x 107!
trade-off (A) 1.0 0.1 1.0 0.1
trade-off-entropy 0.03 0.03 0.03 0.03

ADDA Learning Rate 1x1072 1x 1072 1x 1072 1x 107!
trade-off ()) 0.1 0.1 0.1 0.5

CDAN Learning Rate 1x 1072 1% 1072 1x 1072 1x107!
trade-off ()) 1.0 1.0 1.0 0.5

DANN Learning Rate 1x 1072 1x 1072 1x 1072 1x107!
trade-off (\) 1.0 1.0 1.0 1.0

Table 12: Hyper-parameters for methods on CIFAR10-C and ImageNet50-C datasets.

Method  Hyperparameter Standalone Method + FMM

Baseline  Learning Rate 1.0 1.0
Epochs 18 18

Batch size 24 24

DANN Learning Rate 1.0 1.0
trade-off (\) 0.3 0.3

DAN Learning Rate 0.3 0.3
trade-off (\) 0.3 0.3

MDD Learning Rate 0.3 0.3
trade-off () 0.3 0.1

CDAN Learning Rate 0.3 0.3
trade-off () 0.3 0.3

JAN Learning Rate 0.3 0.3
trade-off () 0.3 0.3

Table 13: Hyper-parameters for methods on iWildCAM dataset.

Method Hyperparameter Standalone Method + FMM
Baseline Learning Rate 2.5 x 1073 2.5 x 1073
Weight decay 5x 1074 5x 1074
Momentum 0.9 0.9
Epochs 60 60
Batch size 2 2
AdvENT trade-off (\) 0.001 0.001
FDA trade-off () 0.001 0.001
ITA (robust entropy) 2.0 2.0

Table 14: Hyper-parameters for semantic segmentation methods.
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+ FMM | + FMM
Target ERM (b=1) (b=3,072)
Contrast 56.3 86.1 92.8
Elastic Transform | 73.2 76.5 76.1
Pixelate 41.0 58.7 73.5
JPEG 73.5 72.5 T
Defocus Blur 54.9 86.7 87.9
Glass Blur 49.5 59.3 64.7
Motion Blur 67.3 84.2 87.6
Zoom Blur 65.2 79.5 84.0
Snow 75.8 84.2 87.8
Frost 65.5 79.1 85.9
Fog 74.2 86.6 89.6
Brightness 92.0 92.3 92.4
Gaussian Noise 31.5 60.0 77.3
Shot Noise 37.9 63.8 78.1
Impulse Noise 33.8 53.7 83.9

Table 15: UDA performance (accuracy) on CIFARI0-C for second-order FMM with diagonal (b=1) vs
full-covariance (b=3,072) matrix approximations.
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F Degree of Fourier-shift and FMM performance improvement on ImageNet50-C

We computed the correlation between the degree of Fourier-shift, as measured by the difference in the first
or second statistical moment between source and target domains in the ImageNet-C task, and the relative
performance improvement provided by FMM over ERM. While we did not find any significant correlation
between performance improvement and shift in the mean of the Fourier-amplitude spectrum between source
and target data (Figure , Pearson correlation -0.03), we observed a higher correlation between performance
improvement and shift in the covariance structure (Figure , Pearson correlation +0.47). This maybe
indicative of the importance of matching the covariance structure on this dataset.

a) Mean Frequency Shift vs. Relative Improvement b) Covariance Frequency Shift vs. Relative Improvement
@ Mean Frequency Shift Trandline for Mean Frequency Shift @ Covariance Frequency Shift Trendline for Covariance Frequency Shift
50000 0.05
L]
-
40000 * £ 0.04
= [
3 &
3 30000 § 0.03
g
£ 20000 3 0.02 LI
§ o o g ° p . .
2 10000 2 o0 . »
. 8 . * ) [
Lo . . .
0 b .‘ Al 0.00
0.0 02 0.4 08 0.0 0.2 04 0.8
Relative Impravement (%) Relative Improvement (%)

Figure 8: a) Relative performance improvement of FMM over ERM and the norm of the difference between
the first moments (mean) of source and target domains in ImageNet50-C. b) Relative performance improve-
ment of FMM over ERM and the norm of the difference between the second moments (covariance) of source
and target domains in ImageNet50-C.
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G Test-time adaptation using FMM

We further evaluated FMM at test-time i.e. rather than matching source to target statistics, we matched
target samples to match source statistics at test time. This setting is called test-time adaptation and does
not require any modification to the model or training procedure on the source domain. Hence, this approach
is beneficial when it is not possible to re-train models on the source domain but we wish to adapt models
at test time. We found that test-time FMM could improve performance in many cases, although not as
effectively as train-time FMM (Tables . This suggests that there is some additional benefit in training
the model on the transformed source samples rather than just modifying the target samples at test-time. In
the case of adapting to distorted images, one reason for this maybe that it is easier to distort clean images
compared to denoising distorted images back to their clean versions at test-time. This could explain why
test-time FMM worsens performance in some cases on the CIFAR10-C task (Table [I7). We leave further
exploration of the test-time adaptation setting for future work.

Sleep-EDF ‘ TAU Audio
Acc. F1 ‘ Acc. F1

ERM 64.5 544 | 242 19.1
ERM + FMM (test-time)  71.1  59.1 | 33.0 30.7
ERM + FMM (train-time) 74.1 61.7 | 30.3 27.8

Method

Table 16: Performance of test-time FMM on Sleep-EDF (EEG) and TAU (audio) datasets. Results were
averaged across all source-target domain pairs and three runs with different random seed.

4+ FMM + FMM
Target ERM (test-time) | (train-time)
Contrast 56.3 76.5 92.8
Elastic Transform | 73.2 51.4 76.1
Pixelate 41.0 52.1 73.5
JPEG 73.5 69.0 7T
Defocus Blur 54.9 63.6 87.9
Glass Blur 49.5 52.6 64.7
Motion Blur 67.3 62.4 87.6
Zoom Blur 65.2 73.0 84.0
Snow 75.8 29.1 87.8
Frost 65.5 74.5 85.9
Fog 74.2 82.0 89.6
Brightness 92.0 88.0 92.4
Gaussian Noise 31.5 62.8 77.3
Shot Noise 37.9 64.8 78.1
Impulse Noise 33.8 57.1 83.9

Table 17: UDA performance (accuracy) on CIFAR10-C for ERM vs FMM (test-time) vs FMM (train-time).
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H Matching low-frequency statistics

We restricted FMM to the low-frequencies to investigate the effectiveness of matching statistics of only low-
frequencies instead of all frequencies. We found that matching only low-frequency statistics, which is similar
to Fourier Domain Adaptation (Yang & Soattol 2020), was not as effective as matching statistics across all
frequencies. Here we varied (3, where 3 refers to the proportion of frequencies used to perform FMM, from
the lowest to highest frequencies. Smaller values of 8 incorporate only low frequencies while higher 5 values
incorporate both low and high frequencies (8 = 1 refers to using all the frequencies as in standard FMM).
We observed improved performance as we increased § — 1 (Tables .

Method Sleep-EDF

Acc. F1
ERM 64.5 54.4
ERM + FMM (8 =0.01) 64.5 54.0
ERM + FMM (8 =0.02) 64.7 54.1
ERM + FMM (8 =0.2) 66.2 55.4
ERM + FMM (8 = 0.4) 69.8 58.1
ERM + FMM (8 = 0.6) 69.9 58.5
ERM + FMM (5 = 0.8) 70.0 58.6

(8=

ERM + FMM 1.0) 741 617

Table 18: Performance of FMM on Sleep-EDF (EEG) at varying 5. Smaller 8 values uses only lower-
frequencies while higher values use lower and higher frequencies. 8 = 1 corresponds to standard FMM (uses
all frequencies). Results were averaged across all source-target domain pairs and three runs with different
random seed.

Method Gaussian Noise ‘ Frost ‘ Defocus blur ‘ Contrast
ERM 31.5 65.5 54.9 56.3
ERM + FMM (8 =0.2) 31.6 69.5 56.3 57.0
ERM + FMM (8 =0.4) 35.7 71.9 61.2 58.9
ERM + FMM (8 = 0.6) 38.9 4.7 75.5 78.6
ERM + FMM (8 = 0.8) 42.9 78.3 80.2 81.2
ERM + FMM (8 = 1. 0) 77.3 85.9 87.9 92.8

Table 19: Performance of FMM on CIFAR10-C at varying . Smaller 8 values uses only lower-frequencies
while higher values use lower and higher frequencies. 5 = 1 corresponds to standard FMM (uses all frequen-
cies).
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I Evaluating FMM on standard domain-shift datasets

FMM was specifically designed for tackling natural variations in real-world applications as many existing
domain adaptation methods were shown to be less effective here. Existing domain adaptation methods
were largely developed on standard domain-shift datasets e.g. SVHN — MNIST or Office-Home. As these
domain-shifts cannot be captured in the Fourier-amplitude spectrum alone, FMM was less effective here
(Tables . Hence, FMM is suited for natural distribution shifts in real-world applications rather than
drastically different domains.

mean | SVHN — MNIST | MNIST — USPS | USPS — MNIST

ERM 76.9 74.1 82.1 74.6
ERM + FMM 77.6 74.4 81.4 76.9
CDAN 95.8 93.8 96 97.7
CDAN + FMM | 96.0 93.5 96.6 97.8
JAN 87.0 90.3 84.0 86.8
JAN + FMM 88.8 90.3 85.1 90.9
DANN 92.5 90.8 91.7 95.2
DANN + FMM | 91.0 83.0 93.6 96.5

Table 20: Evaluating FMM on shifts between MNIST, SVHN, USPS.

mean‘AraCl‘ArﬂPr‘AraRw‘ClaAr‘Cl%Pr‘Cl~>R,w‘PrﬁAl“PraCl‘PrﬂRw‘R\v%Ar‘R,WACI‘R\VAPr

ERM 58.4 41.1 65.9 73.7 53.1 60.1 63.3 52.2 36.7 71.8 64.8 42.6 75.2
ERM + FMM 58.7 40.0 66.1 73.7 52.5 62.1 64.2 53.2 37.5 73.0 65.2 40.7 76.0
CDAN 68.8 55.2 72.4 77.6 62 69.7 70.9 62.4 54.3 80.5 75.5 61 83.8
CDAN + FMM | 68.3 51.2 71.6 7.9 61.2 70.8 71.5 60.7 54.5 80.3 75.0 60.8 84.1
DANN 65.2 53.8 62.6 74.0 55.8 67.3 67.3 55.8 55.1 77.9 71.1 60.7 81.1
DANN + FMM | 65.2 52.3 62.2 73.7 55.1 66.7 67.4 59.8 54.6 78.4 70.7 59.7 82
JAN 65.9 50.8 71.9 76.5 60.6 68.3 68.7 60.5 49.6 76.9 71.0 55.9 80.5
JAN + FMM 65.4 49.6 70.6 75.9 59.3 67.7 69.1 60.1 47.9 76.6 7.7 55.2 80.5

Table 21: Evaluating FMM on shifts between Office-Home domains: Ar (Art), Cl (Clipart), Pr (Product),

Rw (Real-world).
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J Benchmarks

Sleep-EDF TAU Audio

Method Standalone Method + FMM ‘ Standalone Method + FMM

Acc. F1 ‘ Acc. F1 ‘ Acc. F1 ‘ Acc. F1
ERM 64.5 £ 3.8 544 +£31 74.1 £ 3.6 61.7+36 |242+20 191+18]| 30.3 £22 27.8 £2.0
DANN 703 £39 592+£36 | 72.5£27 61.0£35 |261+£37 251+38]| 36.4+£24 35.3 £3.0
DeepCORAL 693 £25 57717 | 74.5+£31 63.0£39 |267x21 240x23| 33.0=£20 31.8 £ 19
MMDA 723 +£4.7 61.4+43| T7T.0*+£28 65.3F*+25|222+46 203+47| 29.8+1.2 29.6 £ 1.7
DIRT-T 68.4+42 581+£35| 73.5+27 62.1 £2.8 | 285 +£3.7 246+35| 344 +£22 33.0 £ 2.3
CDAN 712 +£6.6 59.6 £4.0 76.1 = 1.6 63.3 +1.6 |299+27 284426 | 38.9%*+26 37.9%*+27
HoMM 701 £2.0 H83£18 | 74.3 £26 62.4+29 | 287+£23 27.1+26]| 34.6 L35 33.4 £ 3.5
CoDATS 67.0 42 585+£36 | 72.0+ 104 60.2 £88 | 273 +42 254+43| 33.1 %39 31.1 £3.38
DDC 69.4+24 578+£1.7| 74.5£3.1 629 +£39 |271+34 245+33| 341+£15 32.8 £ 14
AdvSKM 741 £27 624+£16 | 74.7 £33 62.8 £22 | 286+23 256=+26| 33.0=£ 35 31.9 £ 3.6
Oracle 875 +£1.03 776+ 22 ‘ 87.5 £ 1.03 77.6 £ 2.2 ‘ 452 +18 448 +2.0 ‘ 452+ 1.8 44.8 £ 2.0

Table 22: Performance on Sleep-EDF (EEG) and TAU (audio) datasets. Results are in bold if FMM
improves performance when added to baseline method. Results with * are best across all methods. Results
were averaged across all source-target domain pairs and three runs with different random seed.

Standalone | Method + FMM

Method Standalone | Method + FMM Method
Test Acc. ‘ Test Acc. Test Acc. ‘ Test Acc.
ERM 726+ 1.2 74.9 + 1.4 ERM 82.0 +£ 7.4 84.1 £ 54
MDD 735 + 1.9 75.7 + 1.3 CORAL 77.9 £ 6.6 82.0 £ 6.5
CDAN 712+ 17 | 73.0+15 DANN 68.4 £ 9.2 70.2 £ 7.5
JAN 68.7 + 1.6 75.4 + 1.2 Pseudo-Label 67.7 £ 8.2 74.7 + 8.1
DANN 701 + 1.4 72.6 + 1.6 Noisy Student 86.7 = 1.7 86.6 + 2.0
SwAV 91.4* + 2.0 91.0 £ 2.5
Oracle 9654+ 19 | 965+ 1.9

L Table 24: UDA performance on WILDS-Camelyon17
Table 23: UDA performance on WILDS-iWildCAM dataset. Results are in bold if FMM improves perfor-

dataset. Results are in bold if FMM improves perfor- mance when added to baseline method. Results with
mance when added to baseline method. Results with * are best across all methods. Results were averaged

*
are best across all methods. across 10 runs with different random seeds.
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Target | Oracle | ERM +FMM | MCC +FMM | MCD +FMM | ADDA  +FMM | CDAN  +FMM | DANN + FMM

Contrast 923 | 563 +£24 92.8%+ 14 [ 190+£34 728+42[439+£43 66.6+40|284+23 76.0+£43]206+34 76.7+3.1| 27.3+£43  76.9 £ 5.0
Elastic Transform | 90.0 | 732+ 24 76.1%£22 | 680+25 721+19|70.5+£20 665+21 |723+£23 748+21|737+£21 748+19| 739+12 744+13
Pixelate 918 [41.0+£29 735 £32 [60.3+34 734432 |T75.6+£21 694+£22 | 776418 785+ 15| 79021 784+23 | 79.2+12 79.4% £ 11
JPEG 88.0 |735+£24 TT.7 £19 | 753421 T23+£17 |768+£21 TLO£22 [795+£19 777+ 16 |8L0£22 78831 | 80.8%+£32 80.8% £33
Defocus Blur 92.1 | 54.9+£34 87.9%+42 [47T5+£46 TT.7£40[70.0£21 724+£19|721+£23 79.1+£29|735+£21 80.2+£22| 738+£21 804+ 19
Glass Blur 88.6 |49.5+23 64.7 £32 [60.7+£22 620+19|648+£21 587+18 |703+£15 67.6+12 |7L2+18 66.0+20 | 7L7¥+ 13 664+ 1.9
Motion Blur 93.0 |67.3+£22 87.6%+29 [50.0+£19 70.9+£21|659+£19 67.3+£18|675+L19 75.2+£21|683+£19 75.7+£21| 687+£21 76.2+28
Zoom Blur 925 | 65.2+£32 84.0+31 [49.0+34 70.3+41|659+£32 7L2+21|7L8+19 77.2+11|712+21 79.3+32| 721+18 79.6+ 1.9
Snow 92.9 | 758+ 18 87.8%+23 [57.6+£36 73.8+£32[692+28 7TLOLLT[692+33 76.1+£23|605+£22 76.5+21| 70.2+18 76.3+ 14
Frost 927 | 655435 85.9%+27 [55.0+£19 720421 |681+18 68.4+17|692+19 75.6+22|600+19 75.2+ 13| 69.6+23 76.7 + 3.2
Fog 93.1 | 742424 89.6%+ 19 [23.0+£32 63.4+£29|565+18 63.6+£23|479L19 70.1+£28|474L3.0 68.7L27| 472+£21 69.3 £ 22
Brightness 937 920 +£12 92.4%+ 1.3 [65.1+23 8L2+24|735+18 79.7+£20|725+£21 83.2+28|735+£3.1 84.7+32| T38+29 84.0 £ 3.1
Gaussian Noise 888 [315+£32 77.3%%£29 [646+£19 68.4+12[720+£15 65.7+13 74710 749+05|756=13 72809 | 763+ 13 73.7+21
Shot Noise 90.0 [37.0+£23 78.1¥£20 [65.0+£19 683+12| 722405 680+£03 |764+£12 T4T£09 [766+£08 T49+£12 | T6.9+£12 748+ 22
Impulse Noise 93.7 |338+£20 83.9%+24|442+18 59.0+£20 | 630+£31 582+26 |67.6+£24 G6L9L31 |668+L22 646+£24 | 67.9+£19 654+ 1.9

Table 25: Unsupervised adaptation performance (accuracy) from CIFARI0 (clean)

to CIFAR10-C dataset
for each corruption (severity 5). Results are in bold if FMM improves performance when added to baseline
method. Results with * are best across all methods.

Target | Oracle | ERM +FMM | MCC +FMM | MCD +FMM | ADDA +FMM | CDAN +FMM | DANN + FMM

Contrast 698 | 51634 74.0+24 | 14532 66.0+26|487+19 53.8+23| 687+18 7L6=21 | 61332 747 +28| TL6+09 728+ 11
Elastic transform | 719 | 66.3£3.1 71.2+£23 |63.9+19 629+17 |57.0+15 55.6+20 | 7L1+£19 7L8+ L7 | 740*£14 732+20 | 726+£09 722+ 19
Pixclate 769 |784+£12 80.8+18 708+ 13 7L3:1d4|659+16 66.2+21| 788+22 79510 | 799+ 13 8L3* 14| 785+09 80.8+ 12
JPEG 778 | 698+£06 73.7+12 | 664+ 11 67.5+08|6l4+£14 6LOEL1 | T46+12 76.6+13 | 75408 76.1+10 | 76.3+09 76.8%+08
Defocus blur 770 | 550 £23 T4TL31 [494+ 15 66.4+31 551+ 17 587+19| T04+25 76.6°+15| 69829 76.6% 18| TLOE29 744 £20
Glass blur 757 | 597+£19 68.9+£28 582+ 18 67.5+20 |57.7+£20 6l4+18| 732+12 751+£20 | 3817 T6.0+15 | 75520 7T.2F+13
Motion blur 772 | 662+£23 TT.2F 18 |5774£27 674431 |569+£19 612412 74919 76408 | 4610 TT.2¥ 05| T5.0+0.6 758+ 06
Zoom blur 784 |634+£22 68.1+12 [60.8+ 1.6 66.8+21|57.0+£08 58006 713+1.0 749+16 | 733+ 18 75.9%+20| 736+ 17 744 +20
Snow 728 |468+£21 57T.7+18 312410 492412 |470+£13 472+ 18| 624+ 1.8 65.8+19 | 562+ 14 64.8+20 | 660+ 1.8 68.8% + 1.2
Frost 704 |518+£09 621+£12 255405 473412 | 46911 501+ 13| 624+ 21  67.2+£20 | 576 £30 66.1+31 | 62721 68.2% +22
Fog 760 | 51840 76.9% 36 |253+36 557443 |540+£21 585+ 19| 67.0+21 722+31 | 663+£19 TL6E25 | 65.2+09 TL2+21
Brightness 792 | 779407 78.5+09 | 636+ 10 68.0+12|654+05 655+03| TR.5+08 782+£10 | 772+£12 764 +£21 | 79.0*£23 775+ 20
Gaussian noise | 772 [ 49.0 £ 23 633 3.1 [4T7£19 49.5+20 |51+ 19 524+23 | 7L9+£09 TLO:24 | 70.6£23 706=£30 | 720+£21 73.6* £ 18
Shot noise 768 | 44109 54621 |464+£12 492+ 13 | 54741 SL6+31 | 723¥£32 70423 | 68506 702+12 | TL6£21 710+ 20
Impulse noise 700 |318+£11 54.9+23 |49+12 444419 |504+£41 47.0+24 | 67712 69.2+£ 13 | 682+£24 66.6+12 | 705509 685+ 13

Table 26: Unsupervised adaptation performance on ImageNet50-C dataset (severity 2). Results are in bold
if FMM improves performance when added to baseline method. Results with * are best across all methods.
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K Domain Randomization using Fourier-moments

We experimented with domain randomization (DR), which is an orthogonal approach to domain adaptation
(DA). Domain randomization aims to achieve improved generalization to real-world scenarios by simulating
multiple environments during training by randomizing properties such as lighting conditions, position of
objects etc (Tobin et al., |2017; |Sadeghi & Levine, [2017)). We explored randomization of the Fourier-moments
of the source domain rather than matching the statistics of the target domain. We randomized the Fourier-
moments of the source data by adding varying degree of random Gaussian noise to the Fourier-moments.
This approach exposes the model to different frequency statistics at training and hence, may potentially help
improve its robustness in the target domain. However, we did not observe any improvement in performance
on the target domain due to this procedure (Table , which suggests that merely randomizing frequency
statistics is less beneficial than matching target domain statistics to achieve domain adaptation.

Method Sleep-EDF
Acc. F1
ERM 64.5 54.4
ERM + DR (u=0;0=1.0) 637 53.5
ERM + DR (u=0;0 =20) 637 53.5
ERM + DR (1= 0;0 = 3.0) 637 535
ERM + DR (g =0;0 =4.0) 63.7 53.5
ERM + DR (p = 0;0 = 5.0) 63.7 53.5
ERM + DR (u=0;0 = 6.0) 63.7 53.5
ERM + FMM 74.1 61.7

Table 27: Performance of domain randomization (DR) and FMM on Sleep-EDF (EEG). Results were aver-
aged across all source-target domain pairs and three runs with different random seed.
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