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Abstract

This paper presents a semantic communication scheme that
utilizes the Vision-Language Models (VLMs) to enable effi-
cient image transmission over Massive Multiple Input Multi-
ple Output (MIMO) systems. By transmitting textual descrip-
tions instead of raw image data, the proposed approach signif-
icantly reduces bandwidth usage while ensuring high-quality
image reconstruction at the receiver. At the transmitter, a tex-
tual description of the image is generated using Bootstrap-
ping Language-Image Pre-training (BLIP), converted to bits,
modulated, and transmitted over the Massive MIMO chan-
nel. At the receiver, the transmitted text is used to reconstruct
the image through a text-to-image generation model based on
Stable Diffusion. We detail the system architecture, semantic
communication framework, and evaluate the method’s perfor-
mance in terms of bandwidth efficiency, image reconstruction
quality, and semantic similarity. Simulation results demon-
strate that while semantic communication achieves excellent
bandwidth efficiency, the image reconstruction quality, mea-
sured by structural similarity index (SSIM) and peak signal-
to-noise ratio (PSNR), is relatively low. However, the seman-
tic similarity is exceptionally high, aligning with the primary
objective of semantic communication.

1 Introduction
As the demand for high-speed, reliable, and intelligent com-
munication continues to grow, the next generation of com-
munication systems is increasingly adopting semantic com-
munication principles (Luo, Chen, and Guo 2022). Unlike
traditional communication systems that focus on transmit-
ting raw bits, semantic communication aims to convey the
meaning or intent of the transmitted information, signifi-
cantly improving efficiency and relevance in data transmis-
sion. This is especially important in scenarios where re-
source constraints, such as bandwidth and latency, are criti-
cal considerations.

In this context, Massive Multiple-Input Multiple-Output
(Massive MIMO) systems (Marzetta 2015) play a crucial
role, providing high spectral efficiency and robust commu-
nication in wireless networks. Massive MIMO leverages a
large number of antennas to simultaneously serve multiple
users, thereby achieving superior data rates and connectivity.
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However, as data streams in modern applications often in-
clude a mix of visual and textual modalities—such as images
and associated descriptive text—there is a pressing need to
integrate Vision-Language Models (VLMs) into the seman-
tic communication framework.

VLMs, such as Contrastive Language–Image Pre-training
(CLIP) models (Radford et al. 2021), have demonstrated
remarkable capabilities in understanding and generating
multimodal content by embedding images and text into a
shared semantic space. Massive MIMO technology, on the
other hand, provides high spectral efficiency and reliability
in wireless communications. By incorporating VLMs into
Massive MIMO semantic communication systems, we can
achieve the following:
1. Semantic-Aware Transmission: Instead of transmitting

all data, VLMs can extract and prioritize meaningful se-
mantic features from images and text, reducing the com-
munication overhead. For example, rather than transmit-
ting an entire image, a system could transmit a semantic
summary or key features relevant to the communication
goal.

2. Multimodal Understanding: Many real-world communi-
cation scenarios require the transmission of multimodal
data (e.g., a drone communicating visual observations
and associated metadata). VLMs enable the efficient joint
processing of these modalities, ensuring the transmitted
data is both contextually relevant and meaningful.

3. Noise-Resilient Communication: By focusing on high-
level semantic features rather than raw data, VLMs make
the system more robust to channel noise and interference,
as semantic information is often more resilient to distor-
tions.

In this paper, we propose a semantic communication
scheme that integrates VLMs with Massive MIMO to en-
able efficient image transmission through textual descrip-
tions. By leveraging VLMs at both the transmitter and re-
ceiver, the system reconstructs images from text, drastically
minimizing the amount of data required for transmission.

2 Related Work
Multimodal Machine Learning and VLMs: The field of
multimodal machine learning explores the design and ap-
plication of models that process, generate, or integrate data



from multiple modalities (Baltrušaitis, Ahuja, and Morency
2018). For instance, Zhao et al. (Zhao, Gong, and Li 2022)
introduced a hierarchical transformer for integrating audi-
tory and visual inputs. Huang et al. (Huang et al. 2020) em-
ployed a multimodal transformer to fuse audio-visual data
and create multimodal emotional intermediate representa-
tions within the semantic feature space. Rahman et al. (Rah-
man et al. 2020) utilized multimodal nonverbal data for
fine-tuning based on acoustic and visual modalities. Sim-
ilarly, Le et al. (Le et al. 2019) explored the use of non-
textual data for multimodal transformer architectures. To op-
timize parameter efficiency in multimodal transformers, Lee
et al. (Lee et al. 2020) focused on audio-visual represen-
tation learning. Xie et al. (Xie, Sidulova, and Park 2021)
developed an emotion recognition algorithm that leveraged
distinct models for audio and visual information. Liang
et al. (Liang and Mendel 2022) proposed a parallel con-
catenated architecture for a multimodal transformer utiliz-
ing visual-audio data. Parthasarathy et al. (Parthasarathy
and Sundaram 2021) explored audio-visual detection and
proposed expression tracking using a transformer frame-
work. Dzabraev et al. (Dzabraev et al. 2021) introduced
a multidomain multimodal transformer to integrate multi-
ple video caption datasets. In (Zhou et al. 2022b), Con-
text Optimization (CoOp) was proposed for adapting CLIP-
like VLMs for downstream image recognition. A Condi-
tional Context Optimization (CoCoOp) was proposed to ex-
tend CoOp by further learning a neural network to gener-
ate an input-conditional token (vector) for each image (Zhou
et al. 2022a). In (Zhu et al. 2023), MiniGPT-4 was proposed
which uncovers that aligning the visual features with a large
language model can possess many advanced multi-modal
abilities shown in GPT-4. BLIP (Bootstrapping Language-
Image Pre-training) is a cutting-edge VLM developed by
Salesforce Research that bridges vision and language (Li
et al. 2022). It processes both images and text, enabling tasks
like image captioning, visual question answering (VQA),
and image-text retrieval. Built on a transformer-based archi-
tecture, BLIP uses self-supervised pretraining to align visual
and textual representations effectively. It excels in generat-
ing dynamic captions, answering image-related questions,
and matching images with text, performing robustly even in
few-shot learning scenarios. BLIP is versatile, making it a
powerful tool for vision-language applications.

Semantic Communications: Our work emphasizes the
application of Vision-Language Models (VLMs) in seman-
tic communications. Yoo et al. (Yoo et al. 2022) applied
a vision transformer to semantic communication, targeting
the transmission of meaning over symbol precision. Their
model included an image encoder, channel layer, and im-
age reconstruction block. Wang et al. (Wang et al. 2022)
utilized a transformer for wireless interference recognition,
reducing computational complexity through regional self-
attention calculations. Bi et al. (Bi et al. 2022) incorporated
a convolutional transformer into massive MIMO systems for
channel state information feedback. Xie et al. (Xie et al.
2022) adapted transformers for task-oriented semantic com-
munication in both single-modal and multimodal scenarios.
Liu et al. (Liu et al. 2022) proposed a semantic communi-

cation architecture addressing source compression and re-
source allocation. Semantic communication was also em-
ployed to lower data collection and offloading costs for edge
computing providers (Luong et al. 2024). Szott et al. (Szott
et al. 2022) reviewed machine learning techniques in WiFi,
while Xie et al. (Xie, Qin, and Li 2023) proposed a uni-
versal transformer-based transceiver with a memory mod-
ule to extract semantic information. Weng et al. (Weng et al.
2023) explored speech recognition and synthesis for deep-
learning-driven semantic communication. Additionally, Wu
et al. (Wu et al. 2024) applied transformers for wireless im-
age communication leveraging channel feedback. Our pro-
posed multimodal transformer integrates massive MIMO,
accommodates varying modality requirements, and supports
multi-user scenarios. In (Nam et al. 2023), sequential se-
mantic generative communication was proposed for progres-
sive text-to-image generation. In (Nam et al. 2024), a frame-
work of language-oriented semantic communication was
proposed using semantic source coding and channel cod-
ing. A language-oriented semantic communication frame-
work was proposed in (Cicchetti et al. 2024) using text and
image embedding as a latent diffusion model for image re-
construction. In (Jiang et al. 2024), a VLM was proposed for
semantic communication using attention mechanisms to ad-
just the semantic coding and the channel coding in response
different SNR.

Massive MIMO: Massive MIMO technology, where cel-
lular base stations are equipped with numerous antennas,
enables significant improvements in spectral and energy ef-
ficiency (Lu et al. 2014; Björnson et al. 2019). It is scal-
able to any desired level, with additional antennas enhanc-
ing throughput, reducing radiated power, simplifying signal
processing, and ensuring uniform service across the cellular
network (Marzetta 2015; Marzetta and Yang 2016). Lars-
son et al. (Larsson et al. 2014) contrasted massive MIMO
with multi-user MIMO, demonstrating the non-scalability
of multi-user MIMO due to equal transmit and receive an-
tenna counts, while highlighting massive MIMO’s capability
for simultaneous communication with multiple users. Gao
et al. (Gao et al. 2015) evaluated massive MIMO systems
in real propagation environments using a virtual linear ar-
ray of 128 antenna ports operating at 2.6 GHz. Björnson
et al. (Björnson et al. 2015) investigated the optimal an-
tenna count, number of active users, and transmit power in
massive MIMO systems. Ngo et al. (Ngo et al. 2017) in-
troduced cell-free massive MIMO, where antennas are dis-
tributed rather than co-located but jointly utilize the same
time and frequency resources for communication. Recently,
Zheng et al. (Zheng et al. 2024) examined challenges and
solutions for mobile cell-free massive MIMO systems.

3 System Model
The system model describes the framework for transmitting
semantic information, represented as textual descriptions
of images, over a Massive MIMO communication channel.
This involves two primary components: the transmitter and
receiver, along with specific assumptions about the channel
and system.



3.1 Overview
The proposed system integrates semantic communication
with a Massive MIMO setup. The transmitter takes an in-
put image I and processes it to extract a semantic textual
description S using BLIP. This textual description is then
compressed and modulated for transmission over a Massive
MIMO channel. By transmitting the semantic representa-
tion (text) instead of the raw image, the system achieves
significant bandwidth efficiency. The receiver decodes the
transmitted text Ŝ and reconstructs the original image Î us-
ing a text-to-image generation model guided by the pre-
trained CLIP embeddings in stable diffusion. The receiver
ensures semantic alignment by leveraging the shared knowl-
edge from the CLIP model, enabling accurate reconstruc-
tion of the transmitted meaning. The system leverages the
synergy between semantic models (e.g., BLIP) and Massive
MIMO technology to optimize both bandwidth usage and
communication reliability.

3.2 Detailed Workflow
The workflow can be broken down into the following stages:

1. Image Processing and Captioning at the Transmitter: The
input image I is first passed through an image captioning
model C, which generates a concise textual description
S that captures the semantic content of the image. For
example, an image of a dog in a park, the caption might
be S = ”A dog playing in the park.”.

2. Text Compression and Transmission: The textual de-
scription S is optionally encoded into a semantic vector
zT using BLIP’s text encoder fT . This vector or the text
itself is then compressed using an entropy coding scheme
and modulated into symbols s. The symbols s are pre-
coded and transmitted through the Massive MIMO chan-
nel.

3. Reception and Decoding: At the receiver, the transmitted
symbols are detected, demodulated, and decompressed
to recover the textual description Ŝ. For example, if
the received signal corresponds to the textual descrip-
tion S, the recovered description might still be Ŝ =
”A dog playing in the park” even in the presence of some
channel noise.

4. Image Reconstruction: The receiver uses Ŝ as input to
a text-to-image model G, which reconstructs the image
Î. Then semantic alignment between the original and re-
constructed images is ensured by leveraging CLIP’s mul-
timodal embedding space.

3.3 Assumptions
To simplify the analysis and implementation of the proposed
system, the following assumptions are made:

• Massive MIMO Channel: The communication system
employs a Massive MIMO setup, characterized by Nt

transmit antennas and Nr receive antennas. Massive
MIMO is chosen due to its ability to enhance spectral
efficiency and mitigate interference through spatial mul-
tiplexing and beamforming.

• Channel Model: The propagation environment is mod-
eled as a Rayleigh flat fading channel, where the channel
matrix H ∈ CNr×Nt captures the gain between each pair
of transmit and receive antennas. The channel matrix re-
mains constant for the duration of the transmission (block
fading).

• Perfect Synchronization: Perfect time and frequency syn-
chronization between the transmitter and receiver are as-
sumed to avoid inter-symbol interference.

• Channel State Information (CSI): The transmitter has
perfect knowledge of the channel matrix H, enabling op-
timal precoding for minimizing interference and maxi-
mizing received signal quality.

4 VLM for Semantic Communication
4.1 Transmitter Design
The transmitter design involves converting a high-
dimensional image into a compact and semantically mean-
ingful representation suitable for efficient transmission over
a Massive MIMO channel. This process includes multiple
stages: image captioning, text encoding, data compression,
modulation, precoding, and transmission.

Image Captioning Image captioning is the process of
generating a textual description S that semantically repre-
sents the content of a given image I. We use BLIP for im-
age captioning. BLIP processes the image I to generate a
sequence of words S = {w1, w2, . . . , wT } describing the
image:

S = F(I) (1)

The output is a semantically rich textual description S, such
as “A dog playing in the park.”

Text Encoding and Data Compression Once the textual
description S is generated, it can be further processed to pro-
duce a compact semantic embedding using BLIP’s text en-
coder fT . The text encoding step maps the description S into
a vector representation zT in the shared multimodal embed-
ding space of BLIP:

zT = fT (S) (2)

This embedding captures the semantic meaning of the text
and aligns with the corresponding image representation in
BLIP’s embedding space. Using zT ensures that only the
essential semantic information is retained, reducing redun-
dancy and improving robustness. The textual embedding
zT is then compressed using a lossless data compression
scheme E such as Huffman coding to reduce the data size
before transmission (Moffat 2019):

c = E(zT ) (3)

Modulation and Precoding The compressed data c is
then converted into symbols s using a modulation scheme
M, such as Quadrature Amplitude Modulation (QAM) to
encode data as points in a two-dimensional signal space. The
modulated symbols are represented as:

s = M(c) (4)



For Massive MIMO systems, precoding is employed to
optimize the transmitted signals for the wireless channel. A
precoding matrix W is applied to the symbols s to enhance
spatial multiplexing and mitigate interference:

x = Ws (5)

The precoding matrix W is typically computed based on
the CSI and can include techniques such as Zero-Forcing or
Minimum Mean Square Error precoding.

4.2 Channel Model
The precoded signal x is then transmitted over the Massive
MIMO channel. The channel is modeled as:

y = Hx+ n (6)

Where:
• y ∈ CNr : The received signal vector at the receiver, with
Nr being the number of receiving antennas.

• H ∈ CNr×Nt : The channel matrix that models the prop-
agation environment, with Nt transmit antennas and Nr

receive antennas. Each entry hij represents the complex
gain between the i-th receive antenna and the j-th trans-
mit antenna.

• x ∈ CNt : The transmitted signal vector after precoding,
with Nt transmit antennas.

• n ∼ CN (0, σ2
nI): Additive white Gaussian noise

(AWGN) vector with zero mean and variance σ2
n.

Precoding and equalization require knowledge of the chan-
nel matrix H. In this paper, we assume the exact H is known.
In real world, it can be estimated based on pilot signaling.

4.3 Receiver Design
The receiver’s task is to recover the transmitted compressed
data c (or equivalently S) from the noisy received signal y.
This involves three main steps: detection and equalization,
demodulation and decoding, and image reconstruction.

Detection and Equalization The received signal y is first
processed using a linear detector G to estimate the transmit-
ted symbols s:

ŝ = Gy (7)
Several equalization methods can be employed depending
on the channel conditions and available CSI:
• Zero-Forcing (ZF): Mitigates inter-stream interference

by inverting the channel matrix (Ding et al. 2003):

GZF = (HHH)−1HH (8)

where HH is the Hermitian (conjugate transpose) of H.
ZF minimizes interference but can amplify noise in low-
SNR scenarios.

• Minimum Mean Square Error (MMSE): Balances noise
and interference by optimizing the mean square er-
ror (Jiang, Varanasi, and Li 2011):

GMMSE = (HHH+ σ2
nI)

−1HH (9)

MMSE performs better in noisy environments compared
to ZF.

Demodulation and Decoding After equalization, the de-
tected symbols ŝ are demodulated to recover the compressed
data ĉ (Chen and Laneman 2006):

ĉ = M−1(ŝ) (10)

Here, M−1 is the demodulation function that maps received
symbols back to their corresponding bits.

The compressed data ĉ is then decompressed using the
Huffman decoding (Moffat 2019) E−1:

Ŝ = E−1(ĉ) (11)

This step reconstructs the textual description Ŝ that was
transmitted by the sender.

Image Reconstruction Finally, the received textual de-
scription Ŝ is used to reconstruct the image Î using a pre-
trained text-to-image generation model G:

Î = G(Ŝ) (12)

• The model G uses advanced generative techniques to
generate an image that aligns semantically with the tex-
tual description Ŝ. In this paper, we use Stable Diffusion
for G. Stable Diffusion is an open-source AI model devel-
oped by Stability AI that generates images from textual
descriptions (Sauer et al. 2024). It utilizes a diffusion pro-
cess to create detailed images by progressively denoising
random noise in alignment with a given text prompt.

• To ensure the reconstructed image retains semantic align-
ment with the original image, CLIP’s image encoder fI
is applied:

zI = fI(Î) (13)
Here, zI represents the embedding of the reconstructed
image.

5 Experiment and Performance Analysis
In our experiment, we used the Microsoft Common Objects
in Context (MSCOCO) dataset (Lin et al. 2014). MSCOCO
is a large-scale, richly annotated dataset designed to advance
research in computer vision by providing a diverse set of
images depicting complex scenes with multiple objects in
natural contexts. It includes over 330,000 images annotated
with 91 object categories, bounding boxes, pixel-level seg-
mentations, and natural language captions, making it ideal
for tasks like object detection, segmentation, image caption-
ing, and pose estimation. Its realistic scenarios and detailed
annotations have established it as a key benchmark in the
field. The performance of the proposed semantic communi-
cation system is analyzed in terms of bandwidth efficiency,
image reconstruction quality, and semantic similarity. These
metrics evaluate the trade-offs between efficiency, accuracy,
and the preservation of semantic meaning during the com-
munication process.

5.1 Bandwidth Efficiency
Bandwidth efficiency is a key advantage of the proposed sys-
tem. By transmitting textual descriptions instead of full im-
age data, the system achieves a significant reduction in the



amount of data transmitted. The reduction ratio R is defined
as:

R =
Size of Image Data
Size of Text Data

(14)

A higher value of R indicates better bandwidth savings.
For example, the RGB image in Fig. 1a has size of

350 × 515 × 3, and it has 370,878 bytes. We applied BLIP
captioning, we got the the caption “a table with food”, which
has 6 tokens and 48 bytes, so the reduction ratio is:

R =
370878

48
= 7726.6 (15)

This demonstrates that the system transmits only
1/7726.6 = 0.013% of the original data. The RGB
image in Fig. 1b has size of 389 × 389 × 3, and it has
310,016 bytes. We applied BLIP captioning, and got the the
caption “a bus is driving down the street in the city”, which
has 10 tokens and 80 bytes, so the reduction ratio is:

R =
310016

80
= 3875.2 (16)

so the system transmits only 1/3875.2 = 0.026% of the
original data, drastically reducing bandwidth usage.

(a) (b)

Figure 1: Two images at the transmit with BLIP-generated
captioning. (a) “a table with food”, (b) “a bus is driving
down the street in the city”.

5.2 Massive MIMO
We conducted simulations to evaluate the performance of a
VLM for massive MIMO semantic communication. The sys-
tem comprises six users sharing the massive MIMO channel,
with each user allocated a different number of data streams.
Specifically, the number of data streams per user is 2, 2, 3,
3, 3, and 3, respectively. The massive MIMO configuration
includes 128 transmit antennas and 64 receive antennas, re-
sulting in a system size of 128×64. We evaluated the system
using different modulation schemes, namely 16-QAM and
64-QAM, for comparative analysis.

The beamforming approach utilized joint spatial divi-
sion multiplexing (JSDM) (Li, Han, and Molisch 2016;
Adhikary et al. 2013). For data transmission, orthogonal
frequency-division multiplexing (OFDM) was employed,
with the number of OFDM subcarriers set to 256. A single-
bounce ray tracing approximation with a parametrized num-
ber of scatterers was used as the scattering model (Shiu et al.

2000). The number of scatterers was set to 100. The channel
model was configured for non-line-of-sight (NLoS) commu-
nication, operating at a radio frequency (RF) of 28 GHz.

In Figure 2, we illustrate the system’s output performance
for 16-QAM and 64-QAM modulation schemes after pro-
cessing through massive MIMO. Although some signal con-
stellations appear slightly mixed, all configurations achieve
a bit error rate (BER) of 0 after channel coding. The simula-
tions were conducted at an SNR value of 5 dB.

To further explore system performance, we extended the
simulations to higher-order QAM modulations, including
1024-QAM and 4096-QAM. The results, presented in Fig-
ure 3, depict the BER for these modulation schemes.
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Figure 2: QAM signal output after massive MIMO process-
ing. (a) 16-QAM, (b) 64-QAM.

5.3 Image Reconstruction Quality
Image reconstruction quality measures how accurately the
reconstructed image Î matches the original image I. Two
widely used metrics are employed, Structural Similarity In-
dex (SSIM) and Peak Signal-to-Noise Ratio (PSNR).
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Figure 3: BER performance for 1024-QAM and 4096-QAM
modulation schemes in massive MIMO.

Structural Similarity Index (SSIM) SSIM measures the
perceptual similarity between the original and reconstructed
images by comparing luminance, contrast, and structural de-
tails. It is defined as:

SSIM(I, Î) =
(2µIµÎ + C1)(2σIÎ + C2)

(µ2
I + µ2

Î
+ C1)(σ2

I + σ2
Î
+ C2)

(17)

Where:
• µI and µÎ: Mean pixel values of the original and recon-

structed images.
• σ2

I and σ2
Î
: Variances of the original and reconstructed

images.
• σIÎ: Covariance between the original and reconstructed

images.
• C1 and C2: Stabilization constants to avoid division by

zero.
SSIM values range from 0 to 1, where 1 indicates perfect

similarity. This metric is particularly useful for evaluating
perceptual quality, as it aligns with human visual perception.

In Fig. 4, we plotted the two generated images at the re-
ceiver for the two transmitted images in Fig 1 based on sta-
ble diffusion, then we applied BLIP captioning, and obtained
their captions as “a table with a variety of food on it” and “a
bus is driving down the street in the city”, respectively. Ob-
serve that one caption is exactly the same as the caption in
the transmit side.

We computed the SSIM between the two images of Fig.
1a and Fig. 4a, and their SSIM is 0.167; and the SSIM be-
tween the two images of Fig. 1b and Fig. 4b, is 0.146. This
indicates a low degree of perceptual similarity, suggesting
significant differences in the visual content or structure of
the two images. However, semantic communication cares
more about meaning instead of image similarity.

Peak Signal-to-Noise Ratio (PSNR) PSNR evaluates the
fidelity of the reconstructed image by comparing the mean
squared error (MSE) between the original and reconstructed
images. It is defined as:

PSNR = 10 log10

(
L2

MSE

)
(18)

(a) (b)

Figure 4: Two generated images at the receiver and their
BLIP captioning. (a) “a table with a variety of food on it”.
(b) “a bus is driving down the street in the city”.

Where:

• L: The maximum possible pixel value (e.g., 255 for 8-bit
images).

• MSE: The mean squared error between the pixel values
of the original and reconstructed images:

MSE =
1

N

N∑
i=1

(Ii − Îi)
2 (19)

Here, N is the total number of pixels in the image, and Ii
and Îi are the pixel intensities of the original and recon-
structed images, respectively.

Higher PSNR values indicate better reconstruction qual-
ity, with values above 30 dB generally considered good for
visual tasks. The PSNR between the two food images (Fig.
1a and Fig. 4a) is approximately 8.78 dB, and PSNR be-
tween the two bus images (Fig. 1b and Fig. 4b) is approxi-
mately 8.28 dB. The relatively low PSNR values suggests a
significant level of difference or distortion between the orig-
inal images and reconstructed images.

5.4 Semantic Similarity
Semantic similarity measures the alignment between the se-
mantic meaning of the original and reconstructed images.
This is particularly important in semantic communication,
where preserving meaning is more critical than achieving
pixel-perfect reconstruction.

The semantic similarity is evaluated using the cosine sim-
ilarity between the text embedding zT of the transmitted de-
scription S and the image embedding zI of the reconstructed
image Î.

In the above two examples of captioning, the size the two
captions have different sizes. To make them size size, we
used CLIP embeddings (Radford et al. 2021) CLIP embed-
dings are always of the same fixed size because the model is
designed to produce consistent-dimensional representations
for both text and images (Radford et al. 2021). The text en-
coder processes tokenized inputs, which are padded or trun-
cated to a maximum sequence length (e.g., 77 tokens), and
outputs embeddings that are reduced to a fixed size, typically



by using the [CLS] token or mean pooling. Similarly, the
image encoder maps images to the same fixed-dimensional
vector space, regardless of their resolution. For instance,
in the CLIP model clip-vit-base-patch32, both text and im-
age embeddings are 512-dimensional. This design ensures
compatibility between embeddings and facilitates tasks like
similarity computation, retrieval, and classification within a
shared semantic space.

The semantic similarity is computed as

cos(θ) =
zT · zI

∥zT ∥∥zI∥
(20)

Where:

• zT : The embedding of the transmitted text description,
obtained from CLIP’s text encoder.

• zI : The embedding of the reconstructed image, obtained
from CLIP’s image encoder.

• ∥ · ∥: The Euclidean norm of the vector.
• zT · zI : The dot product of the two embeddings.

Cosine similarity values range from -1 to 1:

• A value of 1 indicates perfect semantic alignment.
• A value of 0 indicates no correlation between the two

embeddings.
• Negative values suggest opposing semantics.

A high cosine similarity indicates that the reconstructed
image Î effectively retains the semantic meaning of the orig-
inal image I as expressed through the transmitted text de-
scription S. The semantic similarity between the two food
images (Fig. 1a and Fig. 4a) is 0.9076, while the semantic
similarity between the two bus images (Fig. 1b and Fig. 4b)
is exactly 1. This highlights the exceptional success of se-
mantic communication.

We conducted the semantic communication process on
the entire MSCOCO dataset with Eb/N0 values ranging
from 1 dB to 4 dB using the massive MIMO channel de-
scribed in Section 5.2. The system consists of six users shar-
ing a massive MIMO channel, with each user assigned a dif-
ferent number of data streams: 2, 2, 3, 3, 3, and 3 streams,
respectively. The massive MIMO setup includes 128 trans-
mit antennas and 64 receive antennas, resulting in a 128×64
system configuration. We utilized 1024-QAM modulation,
with all six users transmitting images simultaneously. For
each Eb/N0 value, the semantic similarity scores were aver-
aged across all images. Figure 5 illustrates the relationship
between semantic similarity and Eb/N0. Observe that with
higher Eb/N0, the semantic similarity increases.

5.5 Trade-offs and Discussion
The semantic communication has some trade-offs between
bandwidth efficiency, reconstruction quality, and semantic
fidelity:

• Bandwidth Efficiency vs. Quality: Reducing the size of
the transmitted text improves bandwidth efficiency but
may degrade reconstruction quality due to limited infor-
mation.
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Figure 5: Semantic similarity versus Eb/N0 in massive
MIMO semantic communication.

• Semantic Similarity vs. Pixel Fidelity: High semantic
similarity ensures meaningful content but does not guar-
antee pixel-perfect reconstructions.

• Noise Resilience: The use of semantic embeddings pro-
vides robustness against channel noise, as small pertur-
bations in text embeddings or transmitted descriptions
have minimal impact on reconstructed meaning. Observe
Fig. 5, the semantic similarity just slightly increases with
Eb/N0 increases from 1 dB to 4 dB.

By optimizing these trade-offs, the proposed system
demonstrates its potential for efficient and meaningful im-
age transmission in bandwidth-constrained scenarios.

6 Conclusions and Future Work
In this work, we have presented a semantic communica-
tion scheme designed to efficiently transmit images by con-
verting them into textual descriptions and transmitting these
over Massive MIMO channels using VLMs. The proposed
system introduces several notable advantages. By transmit-
ting compact textual descriptions instead of raw image data,
the approach achieves significant bandwidth efficiency, re-
ducing the data requirements for image transmission. Fur-
thermore, the semantic representation S demonstrates ro-
bustness to noise, as minor distortions in the transmitted text
or its embeddings result in minimal degradation of the re-
constructed image. The use of a Massive MIMO configura-
tion enables the simultaneous transmission of multiple data
streams, making the system scalable for multiple users or
higher data rates. Additionally, by leveraging the capabili-
ties of VLMs, the proposed model ensures that the recon-
structed images retain the semantic essence of the original
inputs, even when pixel-level details are not perfectly pre-
served.

Looking ahead, future work will focus on optimizing the
image captioning and generation models to enhance the
quality of the reconstructed images further. Moreover, ex-
ploring real-time implementation and deployment aspects,
including latency minimization and hardware integration,
will be critical to advancing the practical feasibility of the
proposed system.
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