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Abstract
Open-domain dialogue systems have seen re-001
markable advancements with the development002
of large language models (LLMs). Nonethe-003
less, most existing dialogue systems predom-004
inantly focus on brief single-session interac-005
tions, neglecting the real-world demands for006
long-term companionship and personalized in-007
teractions with chatbots. Crucial to address-008
ing this real-world need are event summary009
and persona management, which enable rea-010
soning for appropriate long-term dialogue re-011
sponses. Recent progress in the human-like012
cognitive and reasoning capabilities of LLMs013
suggests that LLM-based agents could signifi-014
cantly enhance automated perception, decision-015
making, and problem-solving. In response to016
this potential, we introduce a model-agnostic017
framework, the Long-term Dialogue Agent018
(LD-Agent), which incorporates three indepen-019
dently tunable modules dedicated to event per-020
ception, persona extraction, and response gen-021
eration. For the event memory module, long022
and short-term memory banks are employed023
to separately focus on historical and ongoing024
sessions, while a topic-based retrieval mech-025
anism is introduced to enhance the accuracy026
of memory retrieval. Furthermore, the per-027
sona module conducts dynamic persona mod-028
eling for both users and agents. The integra-029
tion of retrieved memories and extracted per-030
sonas is subsequently fed into the generator031
to induce appropriate responses. The effec-032
tiveness, generality, and cross-domain capabili-033
ties of LD-Agent are empirically demonstrated034
across various illustrative benchmarks, mod-035
els, and tasks. The code is released at https:036
//anonymous.4open.science/r/LDA-D7B6.037

1 Introduction038

Open-domain dialogue systems aim to establish039

long-term, personalized interactions with users040

via human-like chatbots (Xu et al., 2022a; Zhang041

et al., 2022; Xu et al., 2022b). Unlike most ex-042

isting studies (Li et al., 2017; Zhang et al., 2018;043

Rashkin et al., 2019) that are limited to brief, single- 044

session interactions spanning 2-15 turns, real-life 045

scenarios often necessitate a chatbot’s capability 046

for long-term companionship and familiarity (Xu 047

et al., 2022a; Zhang et al., 2022; Jang et al., 2023). 048

Achieving this requires the chatbot not only to un- 049

derstand and remember extensive dialogue histo- 050

ries but also to faithfully reflect and consistently 051

update both the user’s and its personalized charac- 052

teristics (Xu et al., 2022a; Jang et al., 2023; Zhang 053

et al., 2023b). 054

Motivated by real-life demands, the core chal- 055

lenge of open-domain dialogue systems is to si- 056

multaneously maintain long-term event memory 057

and preserve persona consistency (Gu et al., 2019; 058

Cao et al., 2022; Zhao et al., 2023; Xu et al., 059

2022b). Existing research often addresses these 060

aspects separately—focusing either on event mem- 061

ory or persona extraction—thereby hindering long- 062

term consistency. Current strategies for event 063

memory typically involve constructing a memory 064

bank that stores historical event summaries, com- 065

plemented by retrieval-augmented approaches to 066

access relevant information for response genera- 067

tion (Chen et al., 2019; Zhang et al., 2019). Stud- 068

ies on persona-based dialogue rang from unidirec- 069

tional user modeling (Chen et al., 2023a) to bidi- 070

rectional agent-user modeling (Wu et al., 2020; Liu 071

et al., 2020; Xu et al., 2022b), enhancing person- 072

alized chat abilities by leveraging profile informa- 073

tion. Worse still, the aforementioned methods are 074

highly dependent on specific model architectures, 075

making them challenging to adapt to other mod- 076

els. Additionally, These dialogue models largely 077

lack zero-shot generalization capabilities, essential 078

for effective deployment across various real-world 079

domains (Zhang et al., 2022; Xu et al., 2022b). 080

We conjecture that an optimal long-term dialogue 081

framework should be model-agnostic, deployable 082

in various real-world domains, and capable of au- 083

tonomously integrating comprehensive data from 084
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both event memories and personas, as illustrated085

in Figure 1. However, developing such a model-086

agnostic, cross-domain, and autonomous frame-087

work remains unexplored and challenging.088

Benefiting from the excellent human-like cogni-089

tive and reasoning abilities of large language mod-090

els (LLM), there is an increasing trend (Deng et al.,091

2023; Wang et al., 2023a; Qian et al., 2023; Park092

et al., 2023; Zhang et al., 2023a) to employ LLMs093

as the cores of agent-based simulation systems094

to automate the process of perception, decision-095

making, and problem-solving. While recent studies096

have developed LLM-powered agents in various097

fields, such as economics (Cheng and Chin, 2024),098

politics (Hua et al., 2023), sociology (Xu et al.,099

2024), and recommendation (Zhang et al., 2023a),100

its application in open-domain dialogue remains101

unexplored. To effectively support long-term open-102

domain dialogue, an LLM-powered dialogue agent103

framework should exhibit broad generality, cross-104

domain adaptability, and the ability to dynamically105

refine information across dimensions like events,106

user personalities, and agent personalities.107

In this paper, we propose LD-Agent—a model-108

agnostic Long-term Dialogue Agent framework109

consisting of three principal components: an event110

memory perception module, a persona extraction111

module, and response generation module (see the112

framework of LD-Agent in Figure 2). The event113

memory perception module is designed to enhance114

coherence across sessions by separately maintain-115

ing long-term and short-term memory banks. The116

long-term memory bank stores vector representa-117

tions of high-level event summaries from previous118

sessions, refined through a tunable event summary119

module. The short-term memory bank maintains120

contextual information for ongoing conversations.121

The persona extraction module, designed to facil-122

itate personalized interactions, incorporates a dis-123

entangled, tunable mechanism for accurate user-124

agent modeling. Extracted personas are continu-125

ously updated and stored in a long-term persona126

bank. These personas, along with relevant memo-127

ries, are then integrated into the response genera-128

tion module, guiding the generation of appropriate129

responses, as depicted in Figure 1.130

We conduct comprehensive experiments on two131

illustrative long-term multi-session daily dialogue132

datasets, MSC (Xu et al., 2022a) and Conversation133

Chronicles (CC) (Jang et al., 2023), to evaluate the134

effectiveness, generality, and cross-domain capabil-135

ities of the proposed framework. In terms of effec-136

tiveness, LD-Agent achieves state-of-the-art perfor- 137

mance on both benchmarks, significantly outper- 138

forming existing methods (Zhang et al., 2022; Zeng 139

et al., 2023; Roller et al., 2021). To assess gener- 140

ality, we examine the framework from both model 141

and task perspectives. From the model perspective, 142

LD-Agent is evaluated across a range of both online 143

and offline models, including LLMs (Zeng et al., 144

2023) and non-LLMs (Roller et al., 2021). From 145

the task perspective, we extend our evaluation to 146

multiparty dialogue tasks (Hu et al., 2019), where 147

LD-Agent also demonstrates substantial improve- 148

ments, showcasing its adaptability across different 149

models and tasks. Regarding the method’s cross- 150

domain capabilities, we design two cross-domain 151

settings: tuning the model on the MSC dataset and 152

testing it on the CC dataset, and vice versa. In 153

both scenarios, LD-Agent shows competitive per- 154

formance, nearly matching the results of in-domain 155

training. 156

Our contributions can be summarized as follows: 157

• We develop LD-Agent, a general long-term dia- 158

logue agent framework, considering both histor- 159

ical events, ensuring dialogue coherence across 160

sessions, and personas, ensuring character con- 161

sistency. 162

• We introduce a disentangled, tunable approach 163

for long-term dialogue to ensure the accuracy of 164

each module. The highly modular framework en- 165

ables it to adapt to various dialogue tasks through 166

module re-training. 167

• We confirm the superiority of our proposed 168

framework through rigorous experiments across 169

multiple challenging benchmarks, diverse illus- 170

trative models, and various tasks. Extensive in- 171

sightful ablation studies further highlight its ef- 172

fectiveness and generalization. 173

2 Method 174

In this section, we introduce the LD-Agent in de- 175

tail with the framework shown in Figure 2. We 176

first introduce the task definition of long-term di- 177

alogue in Section. 2.1. Consequently, we sepa- 178

rately introduce the mechanism of event perception 179

(Section. 2.2), dynamic personas extraction (Sec- 180

tion. 2.3), and response generation (Section. 2.4). 181

2.1 Task Definition 182

The goal of the long-term multi-session dialogue 183

task is to generate an appropriate response r, by 184
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What happened, you look 
unhappy?

I fail to select swimming 
class this semester, but I 

really want to learn it.

Don‘t worry! I can teach you 
next week. I’m professional!

one week ago

Are you free to learn 
swimming today?

Yeah, of course, so what 
should I do first?

Let's do some warm-up 
exercises, the first step is …

today

guide

sum

I am careful

Personas

I am a professional 
swimmer

I am a student

I am interested in 
swimming

Event Summary

Girl offers to teach boy 
swimming next week.

guide

Figure 1: The illustration of how event memory and personas guide long-term dialogue. The event summary and
personas are extracted from a conversation that occurred one week ago. In today’s interaction, the event memory
prompts the girl to inquire about the swimming lesson they scheduled last week. The personas, indicating that she is
careful and professional in swimming, guide her to offer detailed and professional advice.

utilizing the context of the current session C, along185

with selected information extracted from historical186

session H . In this task, the current conversation187

session C is defined as {u1, u2, . . . , udc−1, udc},188

where each ui represents i-th utterance, and dc rep-189

resents dc turns of the current session. Each histori-190

cal session within H in N historical sessions is de-191

noted as H i, containing {hi1, hi2, . . . , hidi}, where192

di is the number of utterances of the i-th conver-193

sational session. Distinct from single-session dia-194

logue models, a long-term multi-session dialogue195

system integrates both current and long-term his-196

torical conversational cues to generate contextually197

appropriate responses.198

2.2 Event Perception199

The event memory module is designed to perceive200

historical events to generate coherent responses201

across interval time. As shown in Figure 2, this202

event memory module is segmented into two major203

sub-modules that focus separately on long-term204

and short-term memory.205

2.2.1 Long-term Memory206

Memory Storage. The long-term memory mod-207

ule aims to extract and encode events from past208

sessions. Specifically, this involves recording209

the occurrence times t and brief summaries o210

into representations that are stored in a low-211

cost memory bank ML = {ϕ(tj , oj) | j ∈212

{1, 2, . . . , l}}. Here, ϕ(·) indicates the text en-213

coder (e.g., MiniLM (Wang et al., 2020)), and l214

specifies the length of the memory bank. The en-215

coded representations are then efficiently retrieved216

through an embedding-based mechanism, which217

enhances the accessibility of the stored memory.218

Event Summary. Different from previous agent 219

approaches (Park et al., 2023; Zhang et al., 2023a; 220

Zhong et al., 2024) that entirely rely on LLM’s 221

zero-shot ability to excavate and summarize events, 222

we apply instruction tuning (Wei et al., 2022a) to 223

the event summary module, which can directly im- 224

prove the event summary quality. Specifically, we 225

rebuild the DialogSum dataset (Chen et al., 2021), 226

a large-scale dialogue summarization dataset, into 227

the following format: (1) an introduction to the task 228

background, (2) the related conversations that need 229

to be understood, and (3) detailed summarization 230

requests. These three parts serve as input prompts 231

(see Appendix. E.1 for more details), combined 232

with the original summaries from DialogSum as 233

answers, and are jointly used to fine-tune the event 234

summary module, thereby directly improving the 235

quality of event summarization. 236

Memory Retrieval. To improve retrieval accu- 237

racy, we employ a retrieval mechanism that com- 238

prehensively considers semantic relevance, topic 239

overlap, and time decay. Optimizing the retrieval 240

accuracy of agent memory is challenging due to the 241

difficulty in obtaining accurate memory retrieval 242

data. Most existing methods (Park et al., 2023; 243

Zhang et al., 2023a) use event summaries as keys 244

and context as queries, calculating the query-key 245

semantic relevance score ssem to find relevant mem- 246

ories, which inevitably results in significant errors. 247

To enhance retrieval reliability, we extract nouns 248

from corresponding conversations with the sum- 249

maries to construct a topic library V and calculate 250

topic overlap score stop by: 251

stop =
1

2
(
|Vq ∩ Vk|

Vq
+

|Vq ∩ Vk|
Vk

), (1) 252
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Event Module

memory bank

I'm not injured, but my bike is broken.

Short Memory

relevant memory

Long Memory
query

Is it the white one you just bought? Maybe I can try to fix it.

Generator

Extractor

Context

Relevant Memory

User Personas

Agent Personas
Summarizer

store

Persona Module

Agent: It's too scary, are 
you injured?

User: I encountered a 
traffic accident yesterday.time 

check

extract

one month ago, 
the boy bought a 
new white bike.

I’m helpful

I excel at mechanics

I am a student

I like cycling

Response Module

Figure 2: The Framework of LD-Agent. The event module stores historical memories from past sessions in
long-term memory and current context in short-term memory. The persona module dynamically extracts and updates
personas for both users and agents from ongoing utterances, storing them in a persona bank for each character. The
response module then synthesizes this data to generate informed and appropriate responses.

where Vq, Vk denote the topic noun set of query253

and key. Additionally, we apply a time decay coef-254

ficient λt = e−t/τ to reweight the overall retrieval255

score sr, signified as:256

soverall = λt(ssem + stop). (2)257

To avoid retrieving inappropriate memory due to258

no suitable memories existing, we implement a se-259

mantic threshold γ. Only memories with semantic260

score ssem greater than γ could be retrieved. If no261

appropriate memories are retrieved, “No relevant262

memory” will be returned. Eventually, the process263

of retrieving relevant memory m is denoted as:264

m = ψ(ML, γ). (3)265

2.2.2 Short-term Memory266

The short-term memory module actively manages267

a dynamic dialogue cache MS = {(ti, ui)|i =268

{1, 2, 3, . . . , rc}} with timestamps to preserve the269

detailed context of the current session. Upon receiv-270

ing a new utterance u′, the module first evaluates271

the time interval between the current time t′ and272

the last recorded time trc in the cache. If this in-273

terval exceeds a threshold β, the module triggers274

the long-term memory module to summarize the275

cached dialogue entries, creating new event records276

for storage in the long-term memory bank. Simul- 277

taneously, the short-term memory cache is cleared, 278

and the new dialogue record (t′, u′) is added to the 279

cache. The mathematical expression of this process 280

is given by: 281

M ′
L =ML ∪ {(ϕ(trc , A(MS))},

MS = {(t′, u′)}.
(4) 282

where M ′
L denotes the updated long-term memory 283

bank, o = A(·) is the event summary function, 284

which process the accumulated dialogue in MS . 285

2.3 Dynamic Personas Extraction 286

The persona module is pivotal in maintaining long- 287

term persona consistency for both participants in a 288

dialogue system. Drawing inspiration from prior 289

work (Xu et al., 2022b), we adopt a bidirectional 290

user-agent modeling approach, utilizing a tunable 291

persona extractor to manage long-term persona 292

bank Pu and Pa for the user and agent, respec- 293

tively. Specifically, we develop an open-domain, 294

utterance-based persona extraction dataset derived 295

from MSC (Xu et al., 2022a). We enhance the per- 296

sona extractor with LoRA-based instruction tuning, 297

which allows for the dynamic extraction of person- 298

ality traits during conversations. These traits are 299

subsequently stored in the corresponding charac- 300
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ter’s persona bank. For utterances devoid of per-301

sonality traits, the module outputs “No Trait”. Ad-302

ditionally, we employ a tuning-free strategy that303

harnesses the zero-shot capabilities of LLM models304

to directly extract personas based on prompts (see305

Appendix. E.2). To further improve the ability to306

excavate user personas without training, we adjust307

our reasoning strategy from direct reasoning to a308

Chain-of-Thought reasoning (Wei et al., 2022b).309

2.4 Response Generation310

Upon receiving a new user utterance u′, the agent311

integrates various inputs: retrieved relevant memo-312

riesm, short-term contextMS , and the personasPu313

and Pa for the user and agent, respectively. These314

combined inputs are fed into a response generator315

to deduce an appropriate response r, formulated as316

r = G(u′,m,MS , Pu, Pa). (5)317

To enhance the agent’s ability for coherent and318

contextually appropriate responses, we develop a319

long-term, multi-session dialogue dataset, featuring320

dynamic retrieval memories, context, and personas321

sourced from the MSC and CC datasets for genera-322

tor tuning. Specifically, for each sample, covering323

five sessions, we dynamically simulate the entire324

progression of the conversation. As each new utter-325

ance is introduced, the previously tuned modules326

for event summarization, persona extraction, and327

memory retrieval are utilized to collect the neces-328

sary context, retrieved memories, and both user and329

agent personas related to the utterance. This com-330

prehensive data is then integrated into a response331

generation prompt (see Appendix. E.3). The origi-332

nal responses from the MSC and CC datasets are333

used as ground truth sentences.334

3 Experiments335

We aim to answer the following research questions:336

• RQ1: How does LD-Agent perform in long-term337

dialogue tasks?338

• RQ2: How is the generality and practicality of339

LD-Agent?340

3.1 Evaluation Settings341

In this subsection, we briefly introduce the exper-342

imental dataset, evaluation metrics, and baseline343

models in our study. Detailed evaluation settings344

are elaborated in Appendix. C.345

Datasets. Extensive experiments are con- 346

ducted on two illustrative multi-session datasets, 347

MSC (Xu et al., 2022a) and CC (Jang et al., 2023), 348

each comprising 5 sessions with approximately 50 349

conversational turns per sample, to investigate the 350

effectiveness of LD-Agent on long-term dialogue 351

scenarios. The experiments cover model inde- 352

pendence assessment, module ablation, persona 353

extractor analysis, and cross-domain evaluation. 354

Additionally, to evaluate the transferability of 355

the LD-Agent, we apply our method to the Ubuntu 356

IRC benchmark (Hu et al., 2019), a dataset known 357

for its multiparty interaction tasks. 358

Metrics. Our evaluation combines both auto- 359

matic and human assessments to thoroughly in- 360

vestigate the effectiveness of LD-Agent. For au- 361

tomatic evaluation, we use three widely used stan- 362

dard metrics: BLEU-N (BL-N) (Papineni et al., 363

2002), ROUGE-L (R-L) (Lin, 2004), and ME- 364

TEOR (MET) (Banerjee and Lavie, 2005) to mea- 365

sure the quality of response generation. Addition- 366

ally, accuracy (ACC) is employed to evaluate the 367

classification performance of the persona extractor. 368

In human evaluation, we measure topic coherence 369

across sessions, interaction fluency, and user en- 370

gagement using the metrics of coherence, fluency, 371

and engagingness, respectively. 372

Baselines. To demonstrate the effectiveness and 373

model independence of LD-Agent, we deploy LD- 374

Agent on multiple platforms and models. Specif- 375

ically, the LLM-based models (online model: 376

ChatGPT; offline model: ChatGLM (Zeng et al., 377

2023)) and traditional language models (Blender- 378

Bot (Roller et al., 2021), and BART (Lewis et al., 379

2020)) are employed as our baselines. In our 380

experiments, The notation “ModelLDA” denotes 381

models that incorporate the LD-Agent framework, 382

while “Model” refers to the original baseline mod- 383

els without LD-Agent. Additionally, we also utilize 384

HAHT (Zhang et al., 2022), the previous state-of- 385

the-art model in long-term dialogue task, as a con- 386

trast. See the above baselines stand and their role 387

in rich literature in Appendix. A. 388

3.2 Results of Multi-Session Dialogue 389

We adopt two multi-session dialogue dataset to 390

evaluate our method in long-term dialogue scenar- 391

ios. The first session is used to initialize conver- 392

sation and the subsequent four sessions are used 393

to evaluate the performance of long-term dialogue. 394

In these experiments, LD-Agent is applied to both 395
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Session 2 Session 3 Session 4 Session 5
Model BL-2 BL-3 R-L BL-2 BL-3 R-L BL-2 BL-3 R-L BL-2 BL-3 R-L

MSC

ChatGLM 5.44 1.49 16.76 5.18 1.55 15.51 5.63 1.33 16.35 5.92 1.45 16.63
ChatGLMLDA 5.74 1.73 17.21 6.05 1.73 16.97 6.09 1.59 16.76 6.60 1.94 17.18
ChatGPT 5.22 1.45 16.04 5.18 1.55 15.51 4.64 1.32 15.19 5.38 1.58 15.48

Zero-shot

ChatGPTLDA 8.67 4.63 19.86 7.92 3.55 18.54 7.08 2.97 17.90 7.37 3.03 17.86

HAHT 5.06 1.68 16.82 4.96 1.50 16.48 4.75 1.45 15.82 4.99 1.51 16.24
BlenderBot 5.71 1.62 16.15 8.10 2.50 18.23 7.55 1.96 17.45 8.02 2.36 17.65
BlenderBotLDA 8.45 3.27 19.07 8.68 3.06 18.87 8.16 2.77 18.06 8.31 2.69 18.19
ChatGLM 5.48 1.59 17.65 6.12 1.78 17.91 6.14 1.63 17.78 6.16 1.69 17.65

Tuning

ChatGLMLDA 10.70 5.63 23.31 10.03 5.12 21.55 9.07 4.06 20.19 8.96 4.01 19.94

CC

Zero-shot

ChatGLM 8.94 4.44 21.54 8.34 4.03 21.00 8.28 3.82 20.67 8.12 3.81 20.54
ChatGLMLDA 9.53 4.82 22.76 9.22 4.43 22.18 9.15 4.48 22.18 8.99 4.43 22.10
ChatGPT 10.57 5.50 22.10 10.58 5.59 22.04 10.61 5.58 21.92 10.17 5.22 21.45
ChatGPTLDA 15.89 11.01 26.96 12.92 8.27 24.31 12.20 7.35 23.69 11.54 6.74 22.87

Tuning

BlenderBot 8.99 4.86 21.58 9.44 5.19 22.13 9.46 5.21 22.08 8.99 4.75 21.73
BlenderBotLDA 14.47 10.16 27.91 15.66 11.33 29.10 15.13 10.80 28.38 14.08 9.72 27.37
ChatGLM 15.89 9.90 30.59 15.97 10.06 30.27 16.10 10.31 30.54 15.10 9.34 29.43
ChatGLMLDA 25.69 19.53 39.67 25.93 19.72 39.15 25.82 19.40 39.05 24.26 18.16 37.61

Table 1: Experimental results of the automatic evaluation for response generation on MSC and CC.

zero-shot models, including ChatGLM and Chat-396

GPT, and to tuned models like BlenderBot and397

ChatGLM with the results reported in Table 1.398

Impressive performance on long-term dialogue399

tasks. On both datasets, all models employing400

LD-Agent consistently achieve significant improve-401

ments across all sessions and metrics, showcasing402

the powerful ability of LD-Agent on supporting403

long-term dialogue. Most notably, comparing with404

previous state-of-the-art model HAHT, BlenderBot405

employing LD-Agent, which has similar parameter406

scale to HAHT, outperforms it with a large perfor-407

mance gap of 3.39%, 3.72%, 3.41%, and 3.32%408

on BLEU-2 ranging from session 2 to 5. This fur-409

ther highlighting the effectiveness of LD-Agent on410

long-term dialogue tasks.411

Remarkable generality of LD-Agent. The gen-412

erality of LD-Agent are proved from two aspects:413

data transferability and model transferability. The414

consistently improvements brought by LD-Agent415

on both benchmarks demonstrate the generality of416

our framework on various long-term dialogue sce-417

narios. In parallel, we observe that LD-Agent also418

plays positive roles in the zero-shot setting, em-419

ploying to the online model of ChatGPT and the420

offline model of ChatGLM. In the tuning setting,421

LD-Agent achieves significant enhancements on422

both LLM of ChatGLM and traditional model of423

BlenderBot, fully proving the remarkable model424

transferability of LD-Agent. These results compre-425

hensive demonstrate the generality of LD-Agent. 426

3.3 Ablation Studies 427

To further analyze the effectiveness of each com- 428

ponents, we conduct ablation studies for memory 429

module and personas module. We adopt ChatGLM 430

as our backbone, which is tuned solely using the 431

context of the current session, referred to here as 432

“Baseline”. Afterward, we separately add “Event 433

Memory”, “Agent personas”, and “User personas” 434

modules for additional tuning on top of the baseline. 435

The results are presented in Table 2. 436

The results clearly demonstrate that all modules 437

positively influence long-term dialogue capabilities, 438

with the event memory module contributing the 439

most significant improvements. It is worth noting 440

that although all modules experience a performance 441

decline as the number of sessions increased, the 442

addition of the event memory module results in 443

more stable performance compared to the use of 444

user or agent personas. This highlights the critical 445

role of event memory in maintaining coherence 446

across multiple sessions. 447

3.4 Persona Extraction Analysis 448

To explore the effect of different persona extrac- 449

tor, including zero-shot ChatGLM with Chain-of- 450

Thought (Wei et al., 2022b) and ChatGLM tuned 451

on the persona extraction dataset collected from 452

MSC training set, we carry out comparison exper- 453

iments on two perspectives: Persona Extraction 454
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Session 2 Session 3 Session 4 Session 5
Model BL-2 BL-3 R-L BL-2 BL-3 R-L BL-2 BL-3 R-L BL-2 BL-3 R-L

Baseline 5.48 1.59 17.65 6.12 1.78 17.91 6.14 1.63 17.78 6.16 1.69 17.65
+ Mem 7.57 2.49 19.50 7.70 2.48 19.46 7.53 2.31 19.26 7.56 2.33 19.03
+ Persona user 7.54 2.57 19.68 7.51 2.38 19.39 7.30 2.09 18.80 7.08 2.27 18.79
+ Persona agent 7.00 2.27 18.70 7.23 2.33 18.75 7.32 2.18 18.47 7.13 2.36 18.48
Full 10.70 5.63 23.31 10.03 5.12 21.55 8.96 4.01 19.94 9.07 4.06 20.19

Table 2: Ablation study results of LD-Agent on MSC. The experiments are conducted on tuned ChatGLM. Baseline
denotes the model tuned with context of current session. “+ module name” indicates the model tuned solely with
context and corresponding module. “Full” indicates the model tuned with all modules.

Extraction Generation
Extractor BL-2 BL-3 R-L ACC BL-2 BL-3 R-L

CoT 5.05 2.69 25.54 61.6 5.82 1.69 16.95
Tuning 8.31 5.65 43.70 77.8 6.12 1.75 17.03

Table 3: The effect of different extractors on persona
extraction and response generation on MSC.

Accuracy and Impact to Response Generation. The455

results are shown in Table 3.456

Extraction Accuracy. We evaluate the extraction457

accuracy on the persona extraction dataset collected458

from MSC testing set, through BLEU-2/3, R-L, and459

ACC. ACC is to assess the classification accuracy460

of dividing utterance into “with personas” or “with-461

out personas”. The results of extraction in Table 3462

show that the extractor after tuning performs better463

than CoT on all metrics. The higher BLEU and464

R-L indicates the tuned extractor performs better465

capability to extract personas, while higher ACC in-466

dicates a stronger capability to distinguish whether467

personas are contained in an utterance.468

Impact to Response Generation. In addition,469

to explore the effect of different persona extrac-470

tor to the final response generation, we conduct471

experiments on MSC by comparing the results of472

zero-shot ChatGLMLDA with personas extracted by473

CoT and tuned extractor, respectively. The Genera-474

tion results in Table 3 indicate the tuned extractor475

performs better in most sessions. As the number476

of sessions increases, the gap is also constantly477

expanding, demonstrating tuned extractor is more478

suitable for long-term dialogue.479

3.5 Human Evaluation480

To further explore the performance of LD-Agent481

in real-life conversation, we adopt human evalua-482

tion to evaluate the ability of memory recall and483

response generation with the results on Figure 3.484
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Figure 3: The results of human evaluation on retrieval
mechanism and response generation.

Retrieval Mechanism Analysis. Retrieval mech- 485

anism plays a crucial role for event memory accu- 486

rately utilized in long-term dialogue. To evaluate 487

the superiority of topic-based retrieval approach 488

than direct semantic retrieval commonly used in 489

previous methods, we conduct an event memory 490

human evaluation. In the beginning, we initialize 491

a conversation using first four sessions and store 492

event memories for each session into long-term 493

memory bank. In the last session, we let evaluators 494

select relevant memories from long-term memory 495

bank for each utterance as the ground truths. Con- 496

sequently, we separately utilize direct semantic re- 497

trieval and topic-based retrieval to search relevant 498

memories for each utterance, and calculate the ac- 499

curacy and recall based on human annotations. The 500

results are shown in Figure 3(a). The topic-based 501

retrieval outperforms direct semantic retrieval with 502

significant gap on both ACC and Recall, proving 503

that our retrieval method accurately retrieves rele- 504

vant memories. 505

Response Generation Analysis. To further val- 506

idate the superiority of LD-Agent in long-term 507

open-domain dialogue tasks, we organize multiple 508

multi-session human-bot conversations on Chat- 509

GLM with LD-Agent and w/o LD-Agent. We first 510

initialize a predefined dialogue as the first session 511

for all chatbots. Subsequently, we employ some 512

human evaluators to chat with each chatbot with a 513

7



Session 2 Session 3 Session 4 Session 5
Model BL-2 BL-3 R-L BL-2 BL-3 R-L BL-2 BL-3 R-L BL-2 BL-3 R-L

MSC

Zero-shot 5.44 1.49 16.76 5.59 1.49 16.47 5.63 1.33 16.35 5.92 1.45 16.63
Zero-shotLDA 5.74 1.73 17.21 6.05 1.73 16.97 6.09 1.59 16.76 6.60 1.94 17.18

CC-tuning 5.81 1.74 18.79 6.08 1.83 18.58 5.96 1.74 18.31 5.95 1.68 18.23
CC-tuningLDA 7.86 3.63 21.00 7.46 3.16 20.00 7.15 2.87 19.53 7.12 2.64 19.30
MSC-tuning 5.48 1.59 17.65 6.12 1.78 17.91 6.14 1.63 17.78 6.16 1.69 17.65
MSC-tuningLDA 10.70 5.63 23.31 10.03 5.12 21.55 9.07 4.06 20.19 8.96 4.01 19.94

CC

Zero-shot 9.53 4.82 22.76 9.22 4.43 22.18 9.15 4.48 22.18 8.99 4.43 22.10
Zero-shotLDA 8.94 4.44 21.54 8.34 4.03 21.00 8.28 3.82 20.67 8.12 3.81 20.54

MSC-tuning 8.37 3.88 22.93 8.49 3.99 22.96 7.97 3.75 22.15 7.60 3.70 21.87
MSC-tuningLDA 21.71 15.42 34.97 20.87 14.74 34.01 19.57 13.51 32.72 18.59 12.80 31.68
CC-tuning 15.89 9.90 30.59 15.97 10.06 30.27 16.10 10.31 30.54 15.10 9.34 29.43
CC-tuningLDA 25.69 19.53 39.67 25.93 19.72 39.15 25.82 19.40 39.05 24.26 18.16 37.61

Table 4: The results of cross-domain evaluation on MSC and CC. “Zero-shot” indicates the ChatGLM without
tuning. “CC-tuning” indicates the ChatGLM tuned on CC. “MSC-tuning” indicates the ChatGLM tuned on MSC.

time interval from first session. The interactions are514

evaluated on three aspects: coherence, fluency and515

engagingness. The results in Figure 3(b) demon-516

strate the advantages of LD-Agent in long-term517

real-life dialogue scenarios.518

3.6 Generality Analysis519

We further explore its generality from two perspec-520

tives: cross-domain and cross-task capability.521

Cross-domain Results. The cross-domain capa-522

bility is crucial for open-domain dialogue task.523

Poor cross-domain performance, common in mod-524

els tuned with specific datasets, limits their real-525

world practicality. To assess our tuned model’s526

real-world potential, we conduct cross-evaluation527

on MSC and CC, two multi-session datasets with528

significant domain gaps due to different collection529

methods, including manual annotation and LLM530

generation. We first tune ChatGLM on CC and test531

it on MSC, then reverse the process. The results,532

shown in Table 4, indicate that models tuned on one533

dataset still performs well on the other dataset, only534

with a slight performance decrease than the models535

tuned on the same dataset. Besides, cross-domain536

tuned models consistently outperform zero-shot537

models by a significant margin. These experiments538

highlight the strong cross-domain capability and539

practical potential of LD-Agent.540

Cross-task Results. The other capability worth541

exploring is the transferability of LD-Agent to542

different dialogue tasks. We explore the effec-543

tiveness of our method on multiparty dialogue,544

a task requires playing multiple roles simultane- 545

ously. We conduct our experiments on Ubuntu 546

IRC dataset (Hu et al., 2019), a commonly used 547

multiparty dialogue dataset. where our backbone 548

adopts BART (Lewis et al., 2020). We compare 549

our method with some previous multiparty dia- 550

logue methods, including GPT-2 (Radford et al.), 551

GSN (Hu et al., 2019), HeterMPCBART (Gu et al., 552

2022), and BART tuned without prompt. The re- 553

sults are reported at Table 5 in Appendix. D. It can 554

be seen that BART tuned with LD-Agent obtained 555

the state-of-the-art performance in most metrics, 556

outperforming previous multiparty dialogue ap- 557

proach HeterMPCBART, which also employs BART 558

as backbone. This well proves the powerful task 559

transferability of LD-Agent. 560

4 Conclusion 561

In this work, we delved into the long-term open- 562

domain dialogue agent to meet real-life chatbot de- 563

mands for long-term companionship and personal- 564

ized interactions. We introduced a model-agnostic 565

long-term dialogue agent framework, LD-Agent, 566

which comprehensively considers both historical 567

events and user-agent personas to support coher- 568

ent and consistent conversation. Our framework, 569

decomposed into three learnable modules, signif- 570

icantly enhances adaptability and transferability. 571

Extensive experiments demonstrated LD-Agent’s 572

strong capability in handling long-term dialogue 573

tasks, showcasing its practicality across multiple 574

benchmarks, models, and tasks. 575
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Limitations576

Though LD-Agent exhibits impressive effective-577

ness and generality on long-term dialogue, we be-578

lieve that the research on long-term open-domain579

dialogue still has a long way to go. For instance,580

there are some remained limitations of this work581

from the following perspectives:582

Lacking Real-World Datasets . Current long583

dialogue datasets are typically synthetic, created584

manually (Xu et al., 2022a) or generated by large585

language models (Jang et al., 2023; Maharana et al.,586

2024), which introduces a gap from real-world data.587

Due to the challenges in gathering authentic long-588

term dialogue data, our work is currently confined589

to these synthetic datasets. We aim to validate our590

approach on real long-term dialogue data in the591

future.592

Sophisticated Module Design . In this paper,593

LD-Agent provides a general framework for long-594

term dialogue that allows for modular optimization.595

However, the module implementations only employ596

some basic methods without more sophisticated597

design, which can be further explored in the future.598
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Appendix826

In this Appendix, we discuss the following top-827

ics: (1): We elaborate on some related work about828

long-term open-domain dialogue and LLM-based829

autonomous agent in Appendix. A. (2): We visual-830

ize responses of original ChatGLM and LD-Agent831

to further demonstrate the ability of LD-Agent in832

long-term dialogue (see Appendix. B). (3): More833

detailed experimental settings are introduced in834

Appendix. C. (4): More experimental results are835

shown in Appendix. D. (5): In the Appendix. E, the836

prompts utilized in LD-Agent is illustrated.837

A Related Work 838

A.1 Long-term Open-domain Dialogue 839

Open-domain dialogue aims to develop a human- 840

like chatbot that can emulate human conversation, 841

facilitating free-flowing dialogue on a wide range 842

of topics. However, the dialogue’s extent in earlier 843

studies is often limited by conversation length, fo- 844

cusing primarily on brief conversations of about 845

2-15 turns within a single session (Li et al., 2017; 846

Zhang et al., 2018; Rashkin et al., 2019). To sup- 847

port more realistic and extended conversations, a se- 848

ries of studies have explored the role of both exter- 849

nal (Wang et al., 2023b, 2024) and internal knowl- 850

edge (Zhang et al., 2022; Xu et al., 2022b) on main- 851

taining the feasibility of long-term dialogue. Com- 852

monly referenced external knowledge, such as com- 853

monsense (Wang et al., 2024), medical (Chen et al., 854

2023b), and psychological (Chen et al., 2023c) 855

knowledge, serves as supplementary guidance for 856

the reasoning process, ensuring logical coherence 857

in extended contexts. In parallel, internal knowl- 858

edge captured dynamically during long conversa- 859

tions generally contains historical events (Xu et al., 860

2022a; Zhang et al., 2023b, 2022; Jang et al., 2023) 861

and personas (Gu et al., 2019; Xu et al., 2022b; 862

Cao et al., 2022; Deng et al., 2022). Historical 863

events are typically summarized and stored into 864

a memory bank to maintain dialogue coherence 865

across sessions, while interlocutors’ personas are 866

maintained via a dynamic persona memory bank, 867

which ensures character consistency in long-term 868

conversations. In this study, we focus on the in- 869

ternal knowledge to integrate dynamically updated 870

historical events and personas to conduct long-term 871

personalized conversations. 872

A.2 LLM-based Autonomous Agents 873

AI Agent conception is geared towards autonomous 874

environmental perception, decision-making, and 875

problem-solving capabilities. With the large 876

language models (LLMs) underlining their im- 877

pressive generalization potential, leading to their 878

widespread adoption as substitutes for human oper- 879

ators in various research fields (Deng et al., 2023; 880

Qian et al., 2023; Dillion et al., 2023; Zhang et al., 881

2023a). Generally, these agents can be categorized 882

into task-oriented agents (Deng et al., 2023; Wang 883

et al., 2023a; Qian et al., 2023; Zhong et al., 2024) 884

and simulation-oriented agents (Dillion et al., 2023; 885

Shaikh et al., 2023; Gao et al., 2023; Zhang et al., 886

2023a; Huang et al., 2023). Task-oriented agents 887
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are designed to accurately perform and achieve888

predefined tasks, as seen in applications for web as-889

sistance (Deng et al., 2023), game-playing (Wang890

et al., 2023a), and software development (Qian891

et al., 2023). On the other hand, simulation-892

oriented agents are devised to emulate human emo-893

tive and cognitive behaviors, having played roles in894

psychological studies (Dillion et al., 2023), social895

networking platforms (Gao et al., 2023), conflict896

resolution scenarios (Shaikh et al., 2023), and rec-897

ommendation systems (Zhang et al., 2023a; Huang898

et al., 2023). In addition, recent developments have899

seen the advent of individual-level agents that are900

utilized to simulate specific character behaviors,901

enhancing the realism and personalization of user-902

agent interactions (Shao et al., 2023; Zhou et al.,903

2023; Wang et al., 2023c). This paper falls into904

the simulation-oriented agent to build a human-905

like open-domain dialogue agent with memory re-906

trieved and character analysis modules.907

B Response Visualization908

To further analyze the ability of LD-Agent in long-909

term dialogue, we illustrate an example in Figure 4.910

It can be seen that the response generated by LD-911

Agent successfully captures the information about912

“General Nathan Bedford Forrest” they talked about913

in the history session.914

C Detailed Evaluation Settings915

In this section, we introduce the detailed experi-916

mental dataset, evaluation metrics, baseline models,917

and our implementation details.918

C.1 Datasets919

Multi-session Dataset. Our experiments are con-920

ducted on two illustrative multi-session datasets:921

MSC (Xu et al., 2022a) and CC (Jang et al.,922

2023). Both datasets feature 5 sessions, with ap-923

proximately 50 conversational turns per sample.924

MSC extends the PersonaChat dataset (Zhang et al.,925

2018), utilizing PersonaChat for the initial session926

and employing human-human crowd workers to927

simulate the dialogues in subsequent sessions. The928

time intervals between sessions can span several929

days, and the dataset includes records of the par-930

ticipants’ personas. We follow the split of (Zhang931

et al., 2022) with 4,000 conversations for training,932

500 conversations for validation, and 501 conver-933

sations for testing. CC is complied by ChatGPT,934

which guides interactions according to a predefined935

event graph and participant relationships, with time 936

intervals between sessions extending over several 937

years. We employ the same data scale as MSC, 938

with 4,000 conversations for training, 500 conver- 939

sations for validation, and 501 conversations for 940

testing. 941

Multi-party Dataset. To explore the transferabil- 942

ity of LD-Agent on other dialogue tasks. We apply 943

our method to the Ubuntu IRC benchmark (Hu 944

et al., 2019), a dataset of multiparty tasks. We fol- 945

low the split of previous works (Hu et al., 2019; Gu 946

et al., 2022) with 311,725 dialogues for training, 947

5,000 dialogues for validation, and 5,000 dialogues 948

for testing. 949

C.2 Metrics 950

Automatic Evaluation Metrics. BLEU-N (Pap- 951

ineni et al., 2002) (BL-N) and ROUGE-L (Lin, 952

2004) (R-L) metrics are commonly used auto- 953

matic evaluation metrics in dialogue generation 954

tasks. BLEU-N measures N-gram overlaps be- 955

tween the generated text and the reference text, 956

while ROUGE-L focuses on sequential coherence. 957

We employ the METEOR (MET) (Banerjee and 958

Lavie, 2005) metric in multi-party tasks as a com- 959

plement to the BLEU metric, enhancing it with syn- 960

onym calculation capabilities. In addition, accuracy 961

(ACC) is calculated to measure the classification 962

accuracy of different persona extractors. 963

Human Evaluation Metrics. In human evalua- 964

tion, we evaluate LD-Agent on three aspects: coher- 965

ence, fluency, and engagingness. Coherence mea- 966

sures the chatbot’s capabilities to maintain the co- 967

herence of topic and logic across sessions. Fluency 968

reflects the natural and fluent degree of interactions, 969

making the interaction similar to human-human in- 970

teractions. Engagingness measures a user’s interest 971

in interacting with the target chatbot. 972

C.3 Baselines 973

To validate the effectiveness of our method on vari- 974

ous baselines, we employ LD-Agent on both online 975

and offline models, tuned and zero-shot models, 976

LLMs, and non-LLMs. 977

• HAHT (Zhang et al., 2022): This is the state- 978

of-the-art model crafted for multi-session, 979

open-domain dialogue. It encodes all histori- 980

cal information and utilizes an attention mech- 981

anism to capture the relevant information to 982

an ongoing conversation. 983
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Figure 4: Example of separately chatting with original ChatGLM and ChatGLM with LD-Agent. A more relevant
response to history conversation is generated.

• BlenderBot (Roller et al., 2021): This is a984

commonly used large-scale open-domain dia-985

logue model pre-trained on online social dis-986

cussion data.987

• ChatGLM3 (Zeng et al., 2023): This is an988

offline large language model 6B parameters.989

The model is pre-trained on 1T corpus, per-990

forming remarkable zero-shot reasoning capa-991

bilities.992

• ChatGPT: This is an online large language993

model based on the GPT architecture with994

excellent human-like cognitive and reasoning995

abilities. In this paper, we use the API service996

with the model of “gpt-3.5-turbo-1106”.997

• BART (Lewis et al., 2020): This is a denois-998

ing autoencoder with transformer architecture,999

trained to reconstruct original text from cor-1000

rupting text.1001

C.4 Implementation Details.1002

For the event summarizer, persona extractor, and1003

response generator modules, we employ the LoRA1004

mechanism across all configurations. All training1005

and evaluation operated on a single NVIDIA A1001006

GPU. For the ChatGLM3-6B, it is optimized by1007

an Adam (Kingma and Ba, 2015) optimizer with1008

the learning rate of 5e-5. We configure this model1009

with a batch size of 4 and train it over 3 epochs. 1010

For BlenderBot, the initial learning rate is set to 1011

2e-5, with the batch size and the number of training 1012

epochs set at 4 and 5, respectively. 1013

D Additional Experimental Results 1014

In this section, we introduce some additional exper- 1015

imental results. 1016

D.1 Cross-task Results 1017

In Section 3.6, we present experiments designed 1018

to evaluate the cross-task capabilities of LD-Agent. 1019

Specifically, we apply LD-Agent to a multiparty di- 1020

alogue task using the Ubuntu IRC dataset (Hu et al., 1021

2019) as the benchmark. The results, summarized 1022

in Table 5, reveal that BART, when fine-tuned with 1023

LD-Agent, consistently outperforms other meth- 1024

ods across most metrics. This underscores the ro- 1025

bustness of LD-Agent in facilitating effective task 1026

transferability. 1027

E Prompt 1028

In this section, we separately provide the illustra- 1029

tions of the prompts used in the Event Module, 1030

Persona Module, and Response Module. 1031
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Table 5: Multi-party performance on the Ubuntu IRC benchmark

Model BL-1 BL-2 BL-3 BL-4 MET R-L

GPT-2 (Radford et al.) 10.37 3.60 1.66 0.93 4.01 9.53
GSN (Hu et al., 2019) 10.23 3.57 1.70 0.97 4.10 9.91
HeterMPCBART (Gu et al., 2022) 12.26 4.80 2.42 1.49 4.94 11.20
BART (Lewis et al., 2020) 11.25 4.02 1.78 0.95 4.46 9.90

BARTLDA 14.40 4.92 2.07 1.00 5.30 12.28

E.1 Prompt of Event Summary1032

Prompt 1: Event Summary Prompt

SYS PROMPT :

You are good at extracting events and sum-
marizing them in brief sentences. You
will be shown a conversation between
{user name} and {agent name}.

USER PROMPT :

Conversation: {context}.
Based on the Conversation, please summa-
rize the main points of the conversation with
brief sentences in English, within 20 words.
SUMMARY:

1033

E.2 Prompt of Persona Extraction 1034

Prompt 2: Persona Extraction Prompt

SYS PROMPT :

You excel at extracting user personal traits
from their words, a renowned local commu-
nication expert.

USER PROMPT :

If no traits can be extracted in the sentence,
you should reply NO_TRAIT. Given you
some format examples of traits extraction,
such as:
1. No, I have no longer serve in the millitary,
I had served up the full term that I signed up
for, and now work outside of the millitary.
Extracted Traits: I now work elsewhere. I
used to be in the military.
2. That must a been some kind of endeavor.
Its great that people are aware of issues that
arise in their homes, otherwise it can be very
problematic in the future.
NO_TRAIT
Please extract the personal traits who
said this sentence (no more than 20
words):{sentence}

1035
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E.3 Prompt of Response Generation1036

Prompt 3: Base Response Generation
Prompt

SYS PROMPT :

As a communication expert with outstanding
communication habits, you embody the role
of {agent name} throughout the following
dialogues.

USER PROMPT :

<CONTEXT>
Drawing from your recent conversation with
{user name}:
{context}
Now, please role-play as {agent name}
to continue the dialogue between
{agent name} and {user name}.
{user name} just said: {input}
Please respond to {user name}’s statement
using the following format (maximum 30
words, must be in English):
RESPONSE:

1037

Prompt 4: Agent Response Generation
Prompt

SYS PROMPT :

As a communication expert with outstanding
communication habits, you embody the role
of {agent name} throughout the following
dialogues. Here are some of your distinctive
personal traits: {agent traits}.

USER PROMPT :

<CONTEXT>
Drawing from your recent conversation with
{user name}:
{context}
<MEMORY>
The memories linked to the ongoing conver-
sation are:
{memories}
<USER TRAITS> During the conversation
process between you and {user name} in
the past, you found that the {user name}
has the following characteristics:
{user traits}
Now, please role-play as {agent name}
to continue the dialogue between
{agent name} and {user name}.
{user name} just said: {input}
Please respond to {user name}’s statement
using the following format (maximum 30
words, must be in English):
RESPONSE:

1038
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