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Abstract

Open-domain dialogue systems need to grasp001
social commonsense to understand and respond002
effectively to human users. Commonsense-003
augmented dialogue models have been pro-004
posed that aim to infer commonsense knowl-005
edge from dialogue contexts in order to im-006
prove response quality. However, existing ap-007
proaches to commonsense-augmented dialogue008
rely on implicit reasoning to integrate com-009
monsense inferences during response gener-010
ation. In this study, we explore the impact011
of explicit reasoning against implicit reason-012
ing over commonsense for dialogue response013
generation. Our findings demonstrate that sep-014
arating commonsense reasoning into explicit015
steps for generating, selecting, and integrating016
commonsense into responses leads to better di-017
alogue interactions, improving naturalness, en-018
gagement, specificity, and overall quality. Sub-019
sequent analyses of these findings unveil in-020
sights into the effectiveness of various types of021
commonsense in generating responses and the022
particular response traits enhanced through ex-023
plicit reasoning for commonsense integration.024
Our work advances research in open-domain025
dialogue by achieving a new state-of-the-art in026
commonsense-augmented response generation.027

1 Introduction028

In open-domain dialogue, dialogue systems must029

engage in open-ended conversation with a human030

user, adapting fluently and intelligently to the top-031

ics that are introduced, which often involve discus-032

sions about life experiences (Robinson et al., 2008;033

Fillwock and Traum, 2018; Mitsuda et al., 2019).034

As illustrated by the dialogue example in Figure 1,035

meaningful follow-up responses are often driven036

by speculative thinking regarding the experiences037

shared by the human user (Finch et al., 2020), such038

as predictions about likely future plans of the user039

([b], Turn 2) and likely reasons behind the user’s040

actions ([d], Turn 4). This manner of inferential041

I really like the movie Dune.

Yeah, it’s good. Have you watched Part Two?

No, I’ve been too busy with work.

likes science fiction

will watch movie sequel  

Attribute:

Future event:

has watched Dune before Prerequisite:

Oh, that’s too bad. You have a big deadline soon?

upcoming project deadline

to be a good employee

Cause:

Motive:

busy with workReaction:

1

2

3

4

[a]
[b]

[c]

[d]
[e]

[f]

Figure 1: Example dialogue demonstrating the reason-
ing flow for integrating commonsense.

reasoning enriches the contextual understanding 042

of the user’s input and facilitates the generation of 043

insightful responses. The ability to draw such in- 044

ferences stems from shared worldviews and mutual 045

experiences of humans—a phenomenon commonly 046

known as “commonsense” (Clark, 1991). 047

As such, the goal of commonsense-augmented 048

dialogue modeling is to leverage useful common- 049

sense inferences for producing more compelling 050

and human-like responses in human-computer dia- 051

logue. For a given dialogue situation, there are 052

numerous commonsense inferences that can be 053

drawn since inferential commonsense has a many- 054

to-many mapping due to its speculative nature 055

(Shen et al., 2022; Finch and Choi, 2024). Conse- 056

quently, commonsense-augmented dialogue model- 057

ing is a reasoning process of (1) deriving common- 058

sense knowledge that likely holds true for a given 059

dialogue context, (2) identifying a subset of true 060

commonsense that is appropriate for generating 061

a response, and (3) synthesizing a response from 062

the identified commonsense knowledge. No pre- 063

vious work tackles all three of these components 064

of commonsense-augmented dialogue modeling in 065
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an explicit manner. Often, the identification of ap-066

propriate commonsense for response generation067

is tackled jointly with response generation itself,068

where a generative model’s attention mechanisms069

implicitly learn which commonsense knowledge070

is most relevant to generating a response in each071

dialogue context (Zhang et al., 2020; Sabour et al.,072

2022; Liu and Kilicoglu, 2023). However, recent073

work in a variety of text generation tasks, including074

dialogue modeling, suggests that breaking down a075

model into a sequence of explicit reasoning steps076

improves the correctness and overall quality of077

model outputs (Wei et al., 2022; Chae et al., 2023;078

Lee et al., 2023)079

Inspired by this, we hypothesize that dialogue080

modeling that modularizes commonsense reason-081

ing into explicit steps will lead to more compelling082

dialogue responses. To explore this, we leverage083

Large Language Models (LLMs) to perform ex-084

plicit commonsense reasoning for commonsense-085

augmented response generation since LLM-based086

approaches to dialogue have achieved remarkable087

success (Lee et al., 2022; Kim et al., 2022; Chen088

et al., 2023). Our approach first generates mul-089

tiple commonsense inferences for a dialogue con-090

text, covering several different social commonsense091

types. Since commonsense inferences can be pro-092

duced that are true for a dialogue context but not093

useful for generating an appropriate response, a094

subset of the generated inferences are then explic-095

itly selected based on their relevance to response096

generation. Finally, a response generator model097

produces a response for the dialogue context that098

integrates the selected commonsense.099

We find strong evidence that explicit reasoning100

over commonsense inferences leads to better dia-101

logue interactions, improving the naturalness, en-102

gagingness, specificity, and overall quality of the103

responses against several alternative strategies for104

dialogue response generation. Further analysis pro-105

vides insights on which types of commonsense are106

most useful for response generation, revealing that107

predictions of personal characteristics and likely108

future events lead to the most favorable outcomes.109

Moreover, we assess human-provided explanations110

of response quality to identify the key response111

attributes that shape human perception of response112

quality and the particular response traits enhanced113

through commonsense integration. Taken together,114

our results demonstrate that isolating commonsense115

reasoning into explicit reasoning steps improves116

several aspects of response quality, achieving a117

new state-of-the-art in commonsense-augmented 118

dialogue modeling. We make all code, models, and 119

data publicly available to facilitate future work.1 120

2 Related Work 121

Typical approaches to commonsense-augmented 122

response generation include two steps, where a 123

commonsense model first produces a set of com- 124

monsense inferences for a given dialogue context 125

and then provides the inferences in conjunction 126

with the dialogue context to a response generator 127

model. Commonsense inference has been modeled 128

as a retrieval process from a static commonsense 129

knowledge base (Zhou et al., 2018; Zhang et al., 130

2020; Wu et al., 2020; Zhong et al., 2021; Huang 131

et al., 2022; Wu et al., 2022a; Li et al., 2022; Wu 132

et al., 2022b; Varshney et al., 2022; Li et al., 2023) 133

such as ConceptNet (Speer et al., 2017) or using 134

a commonsense generator that can produce novel 135

commonsense inferences for a given context (Tu 136

et al., 2022; Sabour et al., 2022; Fu et al., 2023; Liu 137

and Kilicoglu, 2023) such as COMET-ATOMIC 138

(Bosselut et al., 2019). A limitation of these ap- 139

proaches is that the commonsense models focus on 140

producing commonsense candidates that are true, 141

regardless of their downstream appropriateness for 142

response generation. Consequently, the response 143

generator model must perform implicit common- 144

sense reasoning to select which commonsense can- 145

didates should be integrated into the response. By 146

contrast, our work hypothesizes that explicitly mod- 147

eling which commonsense is appropriate to inte- 148

grate into a response, independently of response 149

generation, is a better strategy for augmenting a 150

model with commonsense. 151

An alternative direction for commonsense- 152

augmented response generation focuses on training 153

a specialized commonsense generator with the goal 154

of outputting only the commonsense which is rele- 155

vant for generating responses in a given dialogue 156

context. Some works accomplish this by training 157

a single model to sequentially produce relevant 158

commonsense for a dialogue context followed by a 159

response that incorporates it (Liu et al., 2022; Zhou 160

et al., 2022a,b) whereas others train a specialized 161

commonsense generative model to generate chain- 162

of-thought sequences of commonsense inferences 163

which are then used as input for response genera- 164

tion by LLMs (Chae et al., 2023). A possible limita- 165

tion of these specialized commonsense generators 166

1https://github.com/anonymous
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I needed to get high 
grades on my exam.

So what happened?

I had to really study 
hard everyday, for 

many weeks.

It sounds like you put a lot of 
effort and dedication into 
preparing for that exam. 

Studying hard for weeks can 
be exhausting, but it's great 

to see that you're committed 
to doing well in your studies. 
Did all that hard work pay off 

in the end?

Cause a lack of time management skills, as the speaker had 
to study for the exam and other assignments 
simultaneously.

React
o impressed by speaker's dedication and hard work.

React accomplished about their effort to study.
Sub. the speaker might feel a sense of accomplishment for 

putting in the effort to achieve their goal.
Attr. someone who is dedicated to their studies and takes 

them seriously.
Desire

o to share their own experience of studying for an exam 
and how it helped.

Desire to share their success with their friends and family.
Motive by a fear of failure and disappointment.
Const. finding a study group or tutor to work with and 

collaborating with to ensure that everyone is on the 
same page.

Prereq. for this to happen, the speaker must have a good 
understanding of the subject matter and be able to 
apply it effectively.

Attribute

someone who is 
dedicated to their 
studies and takes 
them seriously.

I n f e r S e l e c t

ConvoSense-E
ConvoSense-I

Figure 2: Overview of the explicit and implicit reasoning approaches (ConvoSense-E/I).

is that they jointly tackle two important reason-167

ing steps together: determining true commonsense168

for a given dialogue situation and deciding on the169

relevance of specific commonsense for response170

generation. Our approach instead models these two171

steps explicitly using separate components.172

In summary, our work is the first to distinguish173

three explicit reasoning steps for commonsense-174

augmented response generation. Our method fully175

separates the tasks of commonsense generation,176

commonsense selection, and response generation,177

representing the most explicit approach for model-178

ing dialogue commonsense to date.179

3 Response Generation via Explicit vs.180

Implicit Reasoning181

To explore the impact of explicit reasoning over182

commonsense inferences against the typically uti-183

lized implicit reasoning approach, we develop two184

prompt-based LLM strategies for response gener-185

ation that treat generated inferences as specula-186

tive thoughts to guide follow-up response genera-187

tion. These two approaches utilize the same infer-188

ence generation procedure and differ on the strat-189

egy for integrating commonsense inferences into a190

follow-up response. The implicit reasoning variant191

provides all commonsense inferences as input to192

an LLM which is prompted to consider the infer-193

ences when generating the best follow-up response,194

similar to previous works. The explicit reasoning195

variant involves a three-step generate-select-and-196

respond procedure, using LLM prompting to ex-197

plicitly identify the best commonsense inferences198

and subsequently synthesize them into a follow-199

up response. We first discuss the shared Inference 200

Generation module (§3.1), before detailing the im- 201

plicit reasoning (§3.2) and the explicit reasoning 202

approaches (§3.3). Figure 2 presents an overview 203

of the approaches. 204

3.1 Inference Generation 205

The first step of both approaches is to identify mul- 206

tiple social commonsense inferences that are likely 207

true for a given dialogue context. 208

Inference Source To dynamically generate in- 209

ferences relevant to a dialogue context, we use a 210

generative model of social commonsense tailored 211

for dialogue. Our aim is to produce individual 212

inferences, which are reasonable to the dialogue 213

context, are predictive in nature to the dialogue sit- 214

uation, and cover a wide variety of commonsense 215

types. We adopt the ConvoSenseGenerator from 216

Finch and Choi (2024), a T5-based model trained 217

on the ConvoSense dataset to output inferences 218

for a provided dialogue context and commonsense 219

type. ConvoSenseGenerator excels in producing 220

commonsense inferences across 10 different social 221

commonsense types, surpassing existing works of 222

ComFact (Gao et al., 2022), Reflect (Zhou et al., 223

2022a), and CICERO (Ghosal et al., 2022; Shen 224

et al., 2022) in type coverage as well as the rea- 225

sonableness and predictiveness of the generated 226

inferences. Furthermore, ConvoSenseGenerator al- 227

lows precise control over the type of inferences 228

generated, unlike the model proposed by Chae et al. 229

(2023) which outputs a set of three inferences with 230

no explicit control over the outputted types. 231
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Inference Distribution 10 commonsense infer-232

ences are outputted for a provided dialogue context,233

each corresponding to one of the 10 commonsense234

types covered by ConvoSenseGenerator (Table 1).235

Initially, we explored outputting the top-ranked in-236

ference from beam search for each type but found237

significant semantic overlap in the inferences out-238

putted across types. Since semantically unique239

inferences are critical for studying the impact of240

reasoning over these inferences, we implement a241

diverse beam search approach (Vijayakumar et al.,242

2016) to output five inferences per type and then se-243

lect one inference per type such that between-type244

cosine similarity of SBERT inference embeddings245

(Reimers and Gurevych, 2019) is minimized, fol-246

lowing the results in Finch and Choi (2024) that247

show diverse beam search helps to increase infer-248

ence uniqueness.249

Type Prefix

Cause I think it is possible the previous dialogue turn
was caused by

Reacto The Listener (You) feels
React I think the Speaker (Other) feels
Subsequent Next, I predict
Attribute I think the Speaker (Other) is
Desireo The Listener (You) wants
Desire I think the Speaker (Other) wants
Motivation I think the Speaker (Other) is motivated
Constituent I think it is possible the previous dialogue turn

depends on
Prerequisite I think it is possible the previous dialogue turn

requires

Table 1: Prefixes used for the commonsense inferences.

Inference Representation Inferences generated250

by ConvoSenseGenerator are augmented with natu-251

ral language prefixes, transforming them into com-252

plete sentences. These prefixes serve to indicate253

the level of speculation inherent in the predictions.254

Inferences pertaining directly to the conversational255

role played by the system are treated as factual,256

while those concerning the other interlocutor in257

the conversation or the dialogue situation itself are258

considered speculative. Table 1 provides the ten259

inference types and their corresponding prefixes.260

3.2 Implicit Reasoning261

Given the output from inference generation, the262

implicit reasoning approach immediately performs263

response generation by taking all generated infer-264

ences as input. Table 6 provides the prompt for this265

approach (Appx. A), referred to as ConvoSense-I.266

Response Generation The Response Generation 267

module takes as input the set of generated infer- 268

ences and the dialogue context, and outputs the 269

next response. We use GPT-3.5 for response gen- 270

eration, which is instructed to carefully consider 271

all of the commonsense inferences and then write 272

the best response based on this consideration. This 273

produces a dialogue response that is grounded on 274

implicitly selected commonsense inferences. 275

3.3 Explicit Reasoning 276

Given the output from inference generation, the 277

explicit reasoning approach performs inference 278

selection over the generated inferences before 279

composing the follow-up response by express- 280

ing the selected inferences. Table 5 provides the 281

prompts for this approach (Appx. A), referred to 282

as ConvoSense-E. 283

Inference Selection The goal of inference selec- 284

tion is to identify which inferences are most useful 285

towards generating an interesting and appropriate 286

response to the dialogue context. GPT-3.5 is tasked 287

with selecting k inferences from the full set of in- 288

ferences by being prompted to carefully consider 289

each inference and strategically determine which 290

inferences are the most useful, relevant, and inter- 291

esting for the next response in the dialogue context. 292

The selected inferences are outputted as a list. 293

The determination of the number k of inferences 294

to select is treated as a hyperparameter to be op- 295

timized. In pilot studies, we observed that k = 1 296

performed best, since increasing k often resulted 297

in longwinded, unfocused responses that integrated 298

too many disparate commonsense inferences. 299

Response Generation After inference selection, 300

response generation takes as input the list of se- 301

lected inferences and the dialogue context, and 302

outputs the next response. GPT-3.5 is instructed to 303

synthesize the semantic content provided in the se- 304

lected inferences into an engaging and appropriate 305

response, producing a dialogue response grounded 306

on explicitly selected commonsense inferences. 307

3.4 Prompt Formatting 308

For all GPT prompts, the dialogue context is 309

provided as a sequence of turns, prefixed with 310

speaker labels. Few-shot examples are also pro- 311

vided to both ConvoSense-E and ConvoSense-I. 312

For ConvoSense-E, we construct 10 inference se- 313

lection examples, one for each inference type in- 314

cluded in this study, and 100 response generation 315
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examples, 10 for each inference type. During in-316

ference, the 10 inference selection examples are317

used in the inference selection prompt. Once an318

inference is selected from inference selection, then319

the response generation examples corresponding to320

its type are used in the response generation prompt321

(Table 5; Appx. A). For ConvoSense-I, we choose322

10 response generation examples from those crafted323

for ConvoSense-E, ensuring one example for each324

commonsense type. During inference, these 10325

response generation examples are used in the re-326

sponse generation prompt (Table 6; Appx. A).327

4 Experiments328

To study the impact of explicit reasoning over com-329

monsense inferences on response generation, we330

compare ConvoSense-E against three alternative ap-331

proaches, two which utilize implicit reasoning over332

commonsense (ConvoSense-I and Doctor) and one333

which does not have access to external common-334

sense resources (GPT).335

ConvoSense-I represents the implicit reason-336

ing approach that is a direct comparison against337

ConvoSense-E (Section 3.2).338

Doctor is the state-of-the-art for commonsense-339

augmented dialogue. It uses an implicit reasoning340

approach in which a trained commonsense model341

generates a subset of commonsense types for a342

given dialogue context that are then provided to343

GPT-3.5 for response generation. We use the re-344

leased model and prompt from Chae et al. (2023).345

GPT is a baseline model representing the capa-346

bility of GPT-3.5 for dialogue response generation347

without any direct integration of commonsense.348

The prompt is shown in Table 7 (Appx. A).349

For fair comparison, we employ the same GPT-3.5350

version in each approach, choosing the latest ver-351

sion at the time of writing (gpt-3.5-turbo-0125)352

with a temperature of 0.7.353

4.1 Test Data354

To conduct a realistic evaluation of the approaches355

under study, the test data consists of dialogues sam-356

pled from an “out-of-distribution” dataset for all357

models: Reflect (Zhou et al., 2022a). The Reflect358

dataset is composed of human-written dialogues359

that are based on descriptions of everyday situa-360

tions. Table 8 (Appx. B) presents examples of the361

response outputs from each model.362

4.2 Evaluation 363

We perform pairwise preference selections between 364

pairs of dialogue approaches, where responses 365

from two different dialogue approaches for the 366

same dialogue context are shown to human judges 367

who are instructed to identify which response bet- 368

ter satisfies the indicated characteristic. Following 369

the improvements in dialogue characteristics from 370

earlier commonsense-augmented dialogue works 371

(Zhou et al., 2022a; Chae et al., 2023), we evaluate 372

based on the following four criteria: 373

Natural: Which response is more natural 374

(human-like) as the next response in the dialogue? 375

Engaging: Which response is more engaging and 376

interesting as the next response in the dialogue? 377

Specific: Which response contains content that 378

is more specific and unique to the shown dialogue? 379

Quality: Which response demonstrates better 380

overall quality as the next response in the dialogue? 381

Human judges are also instructed to provide a 382

freeform text explanation of their reasoning be- 383

hind which response had the better quality. 100 384

dialogues are sampled from the test data for use in 385

the evaluations. Three Amazon Mechanical Turk- 386

ers perform each evaluation task and are paid $0.15 387

USD per task. The annotators achieve moderate 388

inter-annotator agreement, with Krippendorff’s al- 389

pha scores of 0.442, 0.560, 0.595, and 0.561 for 390

naturalness, engagingness, specificity, and quality, 391

respectively. The worker screening criteria and 392

evaluation interface are provided in Appendix C. 393

4.3 Results 394

Natural Engaging Specific Quality

ConvoSense-E 82.7 92.3 91.3 92.0
Doctor 17.3 7.7 8.7 8.0

ConvoSense-E 75.7 82.7 86.3 84.3
GPT 24.3 17.3 13.7 15.7

ConvoSense-E 55.3 66.7 63.7 63.7
ConvoSense-I 44.7 33.3 36.3 36.3

ConvoSense-I 84.7 89.3 86.3 89.7
Doctor 15.3 10.7 12.7 10.3

ConvoSense-I 68.7 67.7 73.0 70.3
GPT 31.3 32.3 27.0 29.7

Table 2: Pairwise evaluation results showing the prefer-
ence percentages. Winning models in each comparison
are statistically significant for all characteristics, except
where underlined (proportion test, α < 0.01).
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Table 2 shows the preference results for the mod-395

els under study. It is clear from the results396

that ConvoSense-E outperforms the alternative ap-397

proaches in generating natural, engaging, and398

specific responses which are overall preferred399

as next responses in dialogue. The preference400

for ConvoSense-E is particularly pronounced re-401

garding engagingness, specificity, and overall re-402

sponse quality. The preference for ConvoSense-E403

is less dramatic for response naturalness, especially404

against ConvoSense-I, although ConvoSense-E405

still maintains a slight advantage.406

ConvoSense-I is found to be the most compet-407

itive approach to ConvoSense-E, with the highest408

rate of preference wins relative to the alternative409

approaches. This is further corroborated by direct410

pairwise comparisons between ConvoSense-I and411

each of the alternative approaches, Doctor and GPT.412

The results show that ConvoSense-I outperforms413

both Doctor and GPT, although the preference is414

not as strong as that for ConvoSense-E.415

We also find that GPT responses are more com-416

petitive with responses from ConvoSense-E than417

Doctor responses, as indicated by the rate of418

ConvoSense-E wins being lower against GPT than419

against Doctor. Interestingly, this suggests that the420

previous commonsense-augmented dialogue model421

is producing responses that are worse than GPT. We422

discuss this further in Section 5.5.423

5 Discussion424

5.1 Impact of Explicit Reasoning425

The results in Table 2 overwhelmingly indicate426

that explicit reasoning over dialogue-relevant com-427

monsense inferences results in more appealing re-428

sponses to human judges. The proposed approach429

to dialogue modeling that decomposes response430

generation into separate reasoning and integration431

steps is quite advantageous. In this era of leverag-432

ing powerful LLMs to perform tasks with little-to-433

no direct training, work like that in this study is re-434

vealing that modularized generation strategies are435

superceding the end-to-end modeling paradigms436

that have dominated in the past.437

Of all of the dialogue characteristics under study,438

the naturalness of the follow-up response is least439

affected by the choice of commonsense reason-440

ing strategy. When directly comparing explicit to441

implicit reasoning over the same commonsense in-442

ferences, as elucidated by the pairwise selections443

between ConvoSense-E and ConvoSense-I, there444

is not a strong difference with regard to response 445

naturalness. This suggests that, although explicit 446

reasoning aids in the engagingness and specificity 447

of the response to its dialogue context, it is not as 448

useful towards improving how natural the response 449

is for the dialogue. 450

Furthermore, it can be seen that there is a large 451

preference for responses from both ConvoSense- 452

E and ConvoSense-I when compared to GPT re- 453

sponses. This result indicates that augmenting re- 454

sponses with commonsense improves on the native 455

response generation of GPT, regardless of integra- 456

tion strategy (explicit vs. implicit). 457

5.2 Impact of Commonsense Source 458

As discussed in Section 3.1, there are several 459

sources for commonsense for dialogue. Through 460

the experiments in this study, we are able to com- 461

pare the downstream utility of two of these sources: 462

that used in Doctor, which has been shown to lead 463

to better response outcomes than the resources that 464

came before it, and ConvoSense, which has not 465

been applied to response generation before this 466

study. Specifically, the pairwise selection between 467

ConvoSense-I and Doctor enables a comparison 468

of the underlying commonsense resources since 469

their main difference is the source of common- 470

sense inferences used in their approaches. The 471

strong preference for ConvoSense-I against Doc- 472

tor demonstrates the superiority of the ConvoSense 473

inferences for leading to compelling responses in 474

dialogue. This provides evidence that the common- 475

sense resource used in this work advances dialogue 476

modeling beyond the resource used in the previous 477

state-of-the-art model, Doctor. 478

5.3 Impact of Commonsense Type 479

As indicated in Zhou et al. (2022a), the choice of 480

grounding commonsense type has an impact on 481

the resulting quality of the response for a given 482

dialogue context. To better understand the effect 483

of each commonsense type on response generation 484

in the context of explicit commonsense reasoning, 485

we decompose the pairwise selection results into 486

isolated results for each type of selected common- 487

sense. Figure 3 shows the pairwise selection results 488

between ConvoSense-E and the other approaches, 489

split into groupings of test instances based on the 490

type of commonsense selected by ConvoSense-E. 491

From these results, it can be seen that responses 492

that integrate Attribute and Subsequent com- 493

monsense inferences consistently perform quite 494
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Attribute Cause Constituent Desire Desireo Motivation Prerequisite React Reacto Subsequent0
20
40
60
80

100
ConvoSense-I Doctor GPT

Figure 3: Percentage that ConvoSense-E wins against other models on Quality, split by the type of commonsense
selected for response integration by ConvoSense-E.

well against the alternative approaches. On495

the other hand, responses that integrate Cause,496

Constituent, Desire, and Reacto inferences497

seem to perform the worst, especially against498

ConvoSense-I. These decomposed results reveal499

potential weaknesses of GPT-3.5 to reasoning500

and generation on certain commonsense types for501

response generation (e.g. Cause, Constituent,502

Desire, and Reacto). The approach used in this503

work relies on the capability of GPT-3.5 to reason504

about and synthesize commonsense inferences for505

response generation given a handful of appropri-506

ate few-shot examples. Further work on explicit507

reasoning processes for commonsense-augmented508

dialogue should explore improvements to the rea-509

soning process and integration strategies to ensure510

each commonsense type is utilized optimally.511

5.4 Influential Aspects from Human Feedback512

Based on the preference results in Table 2, the513

overall quality preference is more aligned with the514

judgements on which response is more engaging515

and specific to the context, and less aligned with516

the judgements for naturalness. To explore the in-517

fluential aspects on perceived response quality in518

greater detail, we examine the textual explanations519

of overall quality preference provided by the hu-520

man judges for each of their judgements.521

We utilize an automated aspect identification522

procedure to summarize the human-written expla-523

nations into sets of influential characteristics of the524

preferred response. This aspect identification pro-525

cedure uses GPT-3.5 to output short phrases (one or526

two words) that represent each of the indicated char-527

acteristics mentioned in the explanation (Table 9;528

Appx. D). On an example set of 50 explanations529

with characteristics identified by a human annota-530

tor, this procedure obtains 0.82 precision and 0.83531

recall of the characteristics.532

We run this aspect identification procedure on 533

the explanations collected from the evaluations. We 534

then manually review the outputted individual char- 535

acteristics and find that there is a high degree of 536

distinct yet synonymous characteristics being out- 537

putted. To aggregate the characteristics by synony- 538

mous meaning, we construct a mapping between 539

the outputted characteristics to 12 categories. Ta- 540

ble 8 (Appx. B) shows examples of the predicted 541

aspects and their corresponding mapped categories. 542

Figure 4 shows the distribution of categories in the 543

explanations for each winning model. 544

Across all models, there are five characteristics 545

that are most often cited as a determining factor for 546

the identification of a better response: the support- 547

ive nature of the response, the level of engaging 548

and interesting information, the specificity of the 549

response contents, the degree of empathy, and the 550

naturalness. This suggests that these characteris- 551

tics are the most influential aspects contributing to 552

response favorability among human judges. 553

Specifically for ConvoSense-E, it has a higher 554

rate of explanations that highlight the response 555

specificity, supportiveness, and detailedness as in- 556

fluential features for overall response preference, 557

compared to the other models. This showcases 558

that the ConvoSense-E approach is more capable 559

than the other models at producing specific, sup- 560

portive, and detailed responses to a provided dia- 561

logue context. In addition, it can be seen that both 562

approaches that utilize ConvoSense inferences re- 563

ceive more preference wins due to the empathetic 564

and helpful nature of their responses, suggesting 565

that the commonsense used in these approaches 566

is useful for improving the empathy displayed in 567

the responses and encouraging the responses to be 568

solution/advice-oriented to the events being dis- 569

cussed in the dialogue, more so than that provided 570

by responses from Doctor or native GPT. 571
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Figure 4: Proportion of explanations that include each response characteristic for each model.

5.5 Baseline Prompt Variation572

One unexpected outcome of this work is the poor573

performance of the Doctor approach. As noted574

in Section 4.2, GPT is more competitive with575

ConvoSense-E than Doctor in terms of human pref-576

erence selection on various characteristics. This577

is contrary to the results presented in Chae et al.578

(2023), which indicate that Doctor outperforms579

GPT in terms of naturalness and specificity. To ex-580

plicitly compare the GPT baseline used in this work581

against Doctor, we conduct the pairwise preference582

selection evaluation from Section 4.2 between these583

two approaches. From the results shown in Table 3,584

it is confirmed that Doctor is indeed outperformed585

by our GPT baseline.586

Natural Engaging Specific Quality

GPT 72.0 82.3 77.7 80.7
Doctor 28.0 17.7 22.3 19.3

Table 3: Pairwise evaluation results showing the win
percentages. All wins are statistically significant (pro-
portion test, α < 0.01).

We hypothesize that we have utilized a stronger587

GPT baseline in this work than that used in Chae588

et al. (2023). To verify this hypothesis, we con-589

duct the pairwise preference selection evaluation590

between responses from the GPT approach from591

this work and the prompt released by Chae et al.592

(2023). From the results in Table 4, we are able to593

confirm that our GPT prompt does indeed lead to594

stronger responses than that used previously, thus595

helping to explain the evaluation discrepancies ob-596

served in this work. This difference in outcomes597

between two different GPT prompts highlights the598

need for careful construction of prompts for using599

LLM capabilities as baselines, in order to ensure600

appropriate representation of the power of the LLM601

and to avoid an overestimate of the impact of new 602

dialogue approaches. It is also possible that GPT 603

performance has improved in general since the pub- 604

lication of Chae et al. (2023), further emphasizing 605

the need to continue to include such baseline mod- 606

els in follow-up experiments to track performance 607

progression. 608

Natural Engaging Specific Quality

GPT 55.0 58.0 57.7 61.3
GPTchae 45.0 42.0 42.3 38.7

Table 4: Pairwise evaluation results showing the win
percentages. All wins are statistically significant, except
where underlined (proportion test, α < 0.01).

6 Conclusion 609

The findings of this paper underscore the bene- 610

fits of an explicit approach for incorporating com- 611

monsense into dialogue responses, in which the 612

separate generation, selection, and integration of 613

commonsense into dialogue responses enables im- 614

provements in response quality. Our findings not 615

only showcase the efficacy of this explicit reason- 616

ing model but also shed light on the types of com- 617

monsense most beneficial for response generation 618

and reveal the fine-grained response characteristics 619

that are improved through this explicit reasoning 620

process. By elucidating these advancements and 621

insights, we contribute to the ongoing evolution of 622

dialogue systems, making interactions more engag- 623

ing, contextually aware, and satisfying for users. 624

We anticipate future research will extend the scope 625

of explicit reasoning in dialogue response genera- 626

tion to encompass a broader range of information 627

sources and alternative reasoning strategies, thus 628

supporting the advancement of tailoring dialogue 629

systems to diverse domains and user populations. 630
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7 Limitations631

By showcasing the advantage of explicit reasoning632

steps for commonsense integration into dialogue re-633

sponse generation, the findings of our work provide634

valuable insights into a fruitful direction for future635

dialogue works to follow to optimize dialogue per-636

formance. To further understand the impact of637

this explicit reasoning and identify any outstanding638

challenges, there are a few limitations to be noted in639

our work that can inform follow-up investigations.640

Generality Beyond GPT-based Systems Our641

experiments primarily focused on GPT-3.5-based642

dialogue systems. Although we attempted to ex-643

tend our methods to Llama2, we observed poor644

performance. This suggests that additional work645

is necessary to implement explicit reasoning to646

other, less powerful models. Future work should647

explore the implementation of explicit reasoning648

for a broader range of models and investigate fine-649

tuning approaches to enhance performance across650

different LLMs.651

Strategy of Explicit Reasoning The explicit rea-652

soning step undertaken in our study involves select-653

ing a single commonsense inference from a large654

pool of candidates, which will be integrated into the655

follow-up response. However, there are many alter-656

native reasoning strategies that could be explored.657

For instance, strategies could be developed to pri-658

oritize inferences that address the user’s emotional659

needs, generate intelligent follow-up questions, or660

achieve other specific dialogue goals. Investigat-661

ing these alternative strategies could reveal further662

enhancements in response quality and user engage-663

ment depending on the dialogue application.664

Commonsense Information Source Our re-665

search investigates explicit reasoning specifically666

in the context of social commonsense inferences.667

Future work should explore expansion to addi-668

tional types of commonsense, such as temporal669

or property-based, to further the investigation of670

commonsense-augmented dialogue models and the671

utility of explicit reasoning.672

Static Evaluation We follow the evaluation673

paradigm of previous commonsense-augmented674

dialogue works (Zhou et al., 2022a; Chae et al.,675

2023) in which a response is generated for a static676

dialogue context. Although this provides an under-677

standing of the response generation capabilities of678

dialogue models, real-world deployment of such679

systems that involves multi-turn back-and-forth in- 680

teractions can reveal aspects of dialogue models 681

that are not demonstrated through static evalua- 682

tions. Future work should explore the deployment 683

of dialogue systems with explicit reasoning over 684

commonsense to further understand their perfor- 685

mance with human users. 686

8 Ethical Considerations 687

Bias and Stereotyping One important considera- 688

tion regarding integrating commonsense reasoning 689

into dialogue response generation is the potential 690

for perpetuating stereotypes due to the generalized 691

nature of commonsense knowledge. This could 692

result in dialogue systems producing responses that 693

reflect these stereotypes or exhibit unfair biases. 694

While we would expect there to be a negative im- 695

pact on human reception of these responses if they 696

are significantly biased, which is not observed in 697

this study, it is possible that human evaluators share 698

similar stereotypes or biases and therefore do not 699

find these responses uncomfortable. This high- 700

lights the importance of future research to thor- 701

oughly investigate the risks of bias in common- 702

sense reasoning for response generation, ensuring 703

the development of equitable AI systems. 704

Risks of Explicit Dialogue Model Control Hav- 705

ing a dialogue system design that relies on explicit 706

reasoning steps enables the opportunity for antiso- 707

cial reasoning or response strategies to be directly 708

inserted into a model, which can lead to a higher 709

rate of such behaviors being expressed as compared 710

to indirect learning from training data. At the same 711

time, however, it also affords opportunities to pro- 712

mote strategies that aim to reduce such antisocial 713

response behaviors. This controllable approach 714

contrasts with end-to-end dialogue systems, provid- 715

ing a more precise method for mitigating harmful 716

outputs, which we leave to future work to explore 717

the success of such strategies. 718

Compensation of Human Evaluators We en- 719

sure fair compensation for the human evaluators 720

involved in our study, with an estimated hourly pay 721

rate of $12 USD, which exceeds minimum wage. 722
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A Prompts935

Tables 5, 6, and 7 show the prompts for936

ConvoSense-E, ConvoSense-I, and GPT. For all937

prompts, the dialogue context is provided as a se-938

quence of turns, separated by newlines, where each939

turn is prefixed by a nominal tag. The terminal turn940

is prefixed as “Speaker (Other)”, and its preced-941

ing utterance is labeled as “Listener (You)”. These942

nominal tags are then assigned in alternating order943

to the remainder of the turns and serve to encour-944

age GPT-3.5 to take on the role of the Listener in945

the conversation when constructing the follow-up946

response.947

B Output Examples948

Examples of the response outputs, commonsense,949

evaluation explanations, predicted aspects, and950

mapped categories are shown in Table 8 for the951

models under study.952

C MTurk Evaluation Interface953

Our pilot studies on MTurk reveal that standard954

worker filtering criteria (Location: USA,CAN; HIT955

approval ≥ 98%; approved HITs: ≥ 10000) fail to956

ensure good-faith workers for our evaluation tasks,957

often yielding invalid or nonsensical explanations.958

To address this, we introduce a “screening” task959

identical to the evaluation task, used to identify re-960

liable workers based on their written explanations.961

This process identifies over thirty MTurkers who962

provide detailed explanations for their responses.963

These selected workers then perform the evaluation964

tasks for our dialogue approaches. The preference965

evaluation interface used in Section 4.2 is shown in966

Figure 5.967

D Automated Aspect Identification968

Table 9 shows the prompt for automated aspect969

identification in Section 5.4. The collected human970

explanations from the evaluation are segmented971

into batches of 10 and are passed to GPT-3.5 using972

this prompt.973
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You find yourself in the role of a conversational architect, who is responsible for setting up the next
exchange in the ongoing dialogue presented in “Dialogue History.” Specifically, your task is to review
the series of talking points provided in “Talking Points” and select the best 1 idea that will craft an
engaging and cohesive response for the Listener to say. Write your selected talking point into a list
titled “Selection”.

Review the following examples of good selections for different pairs of “Dialogue History” and “Talking
Points”.

{examples}

Now, select the best talking point for the following pair:

# Dialogue History
{context}

# Talking Points
{inferences}

Selection:

You are the Listener in a conversation shown in “Dialogue History”.

Your goal is write a casual yet engaging and appropriate next response for the Listener (You) in the
provided dialogue. First, sufficiently answer all questions posed by Speaker (Other) in their preceding
turn. Then, continue your response by including the talking points shown in “Talking Points” since you
want to cover them in your next response too.

Write the response in the following format:

Listener’s Response:
___

Review the following examples to understand how to write a response given a “Dialogue History” and
set of “Talking Points”.

{examples}

Now, complete the tasks for the following situation:

# Dialogue History
{context}

# Talking Points
{inferences}

Listener’s Response:

Table 5: The Inference Selection (top) and Response Generation (bottom) prompts of ConvoSense-E. {context},
{inferences}, and {examples} are filled by dialogue context, commonsense, and few-shots.
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You are the Listener in a conversation shown in “Dialogue History”.

Your goal is write a casual yet engaging and appropriate next response for the Listener (You) in the
provided dialogue. You will consider a list of possible “Talking Points” to include as you think about the
best response to give, being careful to ignore any talking points that are irrelevant or unlikely predictions
for the shown conversation.

Based on the talking points, write the best response you can think of in the following format:

Listener’s Response:
___

Review the following examples to understand how to write a response given a “Dialogue History” and set
of possible “Talking Points”.

{examples}

Now, construct the best response from the Listener for the following dialogue, based on the possible
talking points:

# Dialogue History
{context}

# Talking Points
{inferences}

Listener’s Response:

Table 6: The prompt used for ConvoSense-I. {context}, {inferences}, and {examples} are filled by dialogue
context, commonsense, and few-shots.

# Dialogue History
{context}

You are the Listener in a conversation shown in “Dialogue History”.

Your goal is write a casual yet engaging and appropriate next response for the Listener (You) in the
provided dialogue.

Write the response in the following format:

Listener’s Response:
___

Listener’s Response:

Table 7: The prompt used for native response generation of GPT. {context} is filled by the dialogue context of a
provided example.
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DC
Speaker (Other) / B: I had to kick Jan out of my house last night.
Listener (You) / A: What got you so mad that you kicked her out of the house?
Speaker (Other) / B: She kept bugging the dog and bothering him.

GPT That’s not cool, dogs need their space too. Did she understand why you were upset with her behavior?

Doctor

Subquestion 1: What is the reason for Person B’s anger towards their neighbor? (xAttr)
Subanswer 1: Person B is angry because their neighbor kept bugging the dog and bothering him.
Subquestion 2: How does Person A perceive Person B’s behavior towards their neighbor? (oReact)
Subanswer 2: Person A perceives Person B’s behavior as being childish and not helpful towards their neighbor.
Subquestion 3: What might Person A want to communicate to Person B, given their perception of Person B’s
behavior? (oWant)
Subanswer 3: Person A might want to express their disapproval of Person B’s behavior and suggest that it is not
acceptable.

That’s not a good reason to kick someone out.

CS-I

∗ I think the Speaker (Other) feels guilty for having to deal with jan’s behavior.
∗ The Listener (You) feels concerned about the well-being of the dog and wonders if there are any underlying
issues that could be causing the behavior.
∗ Next, I predict the listener might ask the speaker if they have any other pets in the house.
∗ I think it is possible the previous dialogue turn depends on jan not respecting the boundaries of the house and not
being respectful of the speaker’s property.
∗ The Listener (You) wants to express sympathy for speaker’s situation and offer to help him find a new living
situation.
∗ I think it is possible the previous dialogue turn requires jan had access to the dog’s living space.
∗ I think it is possible the previous dialogue turn was caused by the dog being a rescue dog and jan being a new
owner.
∗ I think the Speaker (Other) wants to find a new place to live that is more peaceful and doesn’t have any pets.
∗ I think the Speaker (Other) is someone who takes their pets seriously and doesn’t tolerate any behavior that could
harm them.
∗ I think the Speaker (Other) is motivated by a need for peace and quiet in their home.

That must have been a tough situation. I hope the dog is okay. Do you think it’s time for Jan to find a new place to
stay?

CS-E

∗ I think the Speaker (Other) is motivated by a need for peace and quiet in their home.

I can understand why you’d be upset if Jan was bothering your dog. Your home should be a peaceful and safe
space for everyone, including your furry friend. How is the dog doing now that Jan’s not around?

EX

vs. GPT Response A is better overall choice.it shows empathy towards
speaker 1’s situation,acknowledges the importance of a peaceful
environment for both humans and animals ,and expresses con-
cern for the well-being os speaker 1’s dog.

empathy empathy
acknowledge specific
concern support

vs. Doctor Response B is better as it shows more concern, expresses under-
standing and empathy for their situation.

concern support
understanding support
empathy empathy

vs. ConvoSense-I The given response is more relevance to the conversation and
make more comprehensive

relevance relevant
comprehensive detailed

Table 8: Example response outputs for a dialogue context (DC) from each model, including commonsense where
applicable. CS-E/I denote ConvoSense-E/I. Example explanations provided by human evaluators for the preference
for ConvoSense-E against all other models are also shown (EX), along with the predicted aspects from the automatic
identification procedure and their corresponding mapped categories.
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Figure 5: Evaluation interface.
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I have received feedback from human judges explaining their preference for a certain dialogue response
from the options displayed to them. For each of the following explanations, please list the positive
aspects identified. Aspects should be one word only, so please summarize the positive traits identified into
one word if needed. Examples of aspects that could be mentioned are empathy, engagement, curiosity,
acknowledgement, support, naturalness, and more.

Output a list of aspects for each explanation below.

{explanations}

Table 9: The prompt used for automated aspect identification of human preference explanations. {explanations}
is filled with human explanations as a numbered list.
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